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Abstract— This paper proposes a new approach to taking
advantage of rich multipath through the use of time-reversal com-
bined with impulsive Multiple-Input Multiple-Output (MIMO)
for Ultra-Wideband (UWB) Communications. A comprehensive
review of literature is also given.

I. INTRODUCTION

Ultra-wide bandwidth (UWB) communications has been
studied in the pioneering work of Win and Scholtz [7]-
[8]. The first UWB propagation measurements are reported
in the literature [9]- [13]. Narrowband interference effect is
considered in [14], and a complete spectral analysis is carried
out in [15] [16]. Acquisition of UWB signals is critical, and
its fundamental limits are given in [18] [19].

The most pressing and challenging problem, caused by the
unprecedented bandwidth, may be the increased transceiver
complexity [20]. The impulsive UWB pulses [21]-[24] require
extremely high sampling rates as well as accurate timing syn-
chronization. As a result, such coherent transceivers as RAKE
and Orthogona Frequency Division Multiplexing (OFDM),
used in IEEE 802.15.33, are too complicated for current appli-
cation. Capture of energy from such a large number of weak
paths is chalenging to RAKE based solutions. Processing
many wideband carriers in OFDM is complex, as well. For
these reasons, a transmitted reference based transceiver has
been proposed [17] [56] [59] [64], but requires a long delay
line that is very difficult to be implemented in hardware. As a
result, UWB community is forced to use noncoherent receivers
like energy detection in IEEE 802.15.4a for sensors and
RFID applications. This type of receiver can be implemented,
using such cheap analog components as schottky, tunnel and
germanimum diodes, for its detector.

The momentum of UWB technology is mainly thwarted by
the practical aspects. Our vision is that impulse radio is a next-
generation technology of great potential. The low-complexity,
energy-detecting receiver providesthefirst commercialy feasi-
ble solution to a broad class of |ow-data-rate applications such
as |EEE 802.15.4a. The challenge of high-data-rate solutions
facing OFDM and RAKE, however, remains unresolved. Is it
possible to follow the path of IEEE 802.15.4ato use low-cost

receivers for high data rates? The transceiver complexity and
thus its cost are, after al, the dominant factors that limit these
high-data-rate commercia applications. The current solutions
in the literature cannot provide a satisfying answer to this need.
The IEEE 802.15.3a working group was just disbanded in
2006, leaving RAKE and OFDM based technologies to com-
pete in the marketplace. The main driver for this disbanding
has been the different views of how to reduce the transceiver
complexity. One wonders whether there is a better aternative
to the two unsatisfying system paradigms.

The proposed system paradigm uses time-reversal with
noncoherent detection as an aternative to coherent reception.
It exploits the hostile, rich-multipath channel as part of the
receiver chain. This new method also combines time-reversal
with MIMO, the most promising approach to use spectrum
and transmission power. As a result, time-reversal trades the
huge bandwidth of UWB radio and the high power efficiency
of MIMO for the noncoherent detection of extremely low cost.
This proposed new system paradigm is to take advantage of
the impulse nature of UWB signals, a new dimension of a
communication channel, through time-reversed MIMO. The
new dimension of impulsive time-reversal adds more degrees
of freedom in exploiting the spatiotemporal dimensions.

A. Time-Reversal—A Review

Timereversal in acoustics [25-38] is closdly related to
retrodirective array in microwave [39]-[41] and phase
conjugation in optics. Time-reversal is used in UWB recently
[42]-[61]. The original motivation of time-reversal isto use the
ocean as correlator in saving calculation of correlation, limited
by the computing capabilities of 1960s. Time-reversal mirror
is a generalization of an optical phase-conjugated mirror in the
sense that the time-reversal mirror applies to pulsed broadband
signals [26][27], rather than to monochromatic ones.

Ancther use of time-reversal is related with compensation
for distortions, caused by multipath and unknown antenna
array deformation, which limit the capacity of underwa-
ter communications [31]-[38]. Furthermore, time-reversal can
confine acoustic energy to a narrow beam that will track



the intended receiver [31], called spatia focusing. In 1990s
shallow-water acoustic communications systems are forced to
rely on noncoherent processing techniques because of com-
plexity in the acoustic environment [31]. This is true for the
state-of-the-art of UWB communications today. Time-reversal
was explored [32] to be an alternative to coherent underwater
communications. Thefirst experimental demonstration of time-
reversal was done in [34]. Time-reversal is regarded as an
environmentally self-adaptive process in complicated ocean
environments. The primary result is that the time-reversal
mirror focusis robust. Rather simple signal processing is used.
A new method of using time-reversal for coherent communi-
cation was experimentally demonstrated [28]. The first known
application of non-coherent time-reversal was experimentally
demonstrated [36,37], using a non-coherent envelope detector
at the expense of increased complexity in the transmitter.
Time-reversal is used for electromagnetic waves [40] [41].
The use of time-reversal in UWB wireless communications is
relatively new [42]- [61]. The combination of time-reversal
with UWB-MIMO does not appear in the literature. Pre-
coding using time-division duplexing and pre-RAKE are re-
lated to time-reversal. Time-reversal does not use the capacity-
achieving power alocation. Time-reversal is used in [61] to
compensate for per-path pulse distortion [60]- [67].

Il. TIME-REVERSED IMPULSE MIMO

A. System Framework

Let us consider the system block diagram of the time-
reversed impulse MIMO in Fig. 1. Energy-detection is used.
The following derivation in the time domain is in parallel with
that of [30] in the frequency domain. Let us denote h ()
the channel impulse response (CIR) relating the m-th element
a the transmitter to the n-th element at the receiver. The set
of impulse responses is called the propagation operator. If one
sends pulsed signd a,,,(t),m = 1,..., M from the transmit
array, the signa b,,(t) is obtained in the receive array as

M
bu(t) = > P (t) * am(t),n =1, ...

m=1

Or, in matrix form,

N )

b(t) = H(t) * at) )

where b(t) = [by(t),b2(t),...,bn(t)]T, a(t) =
[a1(t),az(t),...,am(t)], and H(t) is the matrix of
N x M with eements of h,,,(t). The notation of “x”
represents element-by-element convolution; the superscript
“1" represents the conjugate transpose (Hermitian) of a vector
or matrix. On the other hand, due to the spatial reciprocity, if
one sends a signa ¢,,,m = 1,..., M from the receive array,
thesignd d,,(t),n = 1,..., N is obtained in the transmit array.
Defining column vectors ¢ and d as a and b, respectively, it
follows that

d(t) = H(t) * c(t) €))

As a consequence, H(t) permits one to calculate the forward
propagation of impulses from the transmit array to the receive

array, while H' (t) the backward propagation from the receive
array to the transmit array.

A timereversal focusing is a two-step process. (1) first
backward propagation and (2) then forward propagation.
The two steps can be regarded as the combination of the
backward propagation process described by Eg. (2) with the
forward propagation process described by Eq. (3). The time-
reversal process begins by sending the N x 1 vector p(t) =
[p1(t),...,pn(t)]T from the receive array, where p,,(t) is
the pulse waveform emitted from the n-th antenna. Then
the signal obtained at the transmit array after the backward
propagation is expressed according to Eq. (3) asthe M x 1
vector g(t) = [g1(t), ..., gm(t)]" given by

g(t) =Hi(t)  p(t) @

where g, (t) is the pulse waveform obtained a the m-th
antenna of the transmit array. In the second step, the recorded
signal at the transmit array g(t) is time-reversed to yield

g(—t) =H(—t) * p(—t) (5)

The time-reversed signals g, (—t), n=1,2,..., N, are mod-
ulated with information-bearing pulsed waveforms z k., (¢),
k=1,2,...,N,m=1,2,..., M, and the resultant M pulsed
waveforms corresponding to NV antennas at the transmit array
are given by

M
Qm(t) = Z mmk(t) * gk(_t)7 m=1,...,.M (6)
k=1

Or, in matrix form,
a(t) = X(t) + g(—t) = X(t) « H'(—t) s p(—t) (7

where q(t) = [q1(t), ...,qm(t)]T isan N x 1 vector, and the
mk-th element of the M x M matrix X(t) is z,x(t)L. The
resultant modulated signa collected in the vector q(t) is again
re-transmitted from the transmit array. By combining Eq. (2),
Eq. (5) and Eq. (7), the signal y(t) obtained at the receive
array is expressed as

y(t) = H(t) * X(t) « H'(—t) % p(—t) (8)

where the N x 1 vector y(t) has its n-th element y,,(¢)
corresponding to the n-th antenna. y(t) is the signal obtained
in the receive array after time-reversal re-transmission. For
brevity, defining A(t) = H(t) * X(t) * HT(—t), Eq. (8) is
rewritten as

y(t) = [A(t) i~ * P(—1) ©)

Here A is called generalized time-reversal operator since
the element-by-element Fourier transform of H(t) « Hf(—t),
H(w)H(w), is usually called time-reversal operator [29]. Eq.
(8) and Eq. (9) are sufficiently general for the purpose of this
investigation.

1some traditional receiver processing functions such as diagonalizing the
matrix in Eq. (9) below are moved to the transmitter to simplify the receiver
structure. Here the transmitter knows the channel and is able to optimize the
transmission. These functions are implicitly absorbed in X (t) at this point.
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Fig. 1. The System Block Diagram of Time-Reversed Impulse MIMO.

To simplify receiver detection, a linear scheme is proposed
here; the signal pulses received by the NV antennas are pulse-
shaped, linearly weighted, and linearly combined:

Z wn * yn = (t)Jf * Y(t) =
w(t)" * H(t) * X(t) * HT (—t) * p(—t)(10)
where w = [wy(t), wa(t), ..., wn(t)]". The right side of

Eqg. (10) is a scalar that also gives

2(8) = tr {p(=t) = W' (£) + [H(£) X (8) + H' ()] ¢
(11)
where “tr” denotes the trace of an matrix. One goal of research
is to make z(t) resemble 4(¢).
Let us make two observations about Eq. (8) and Eq. (9).
If the operator A(t) is diagonalized and the n-th diagonal
element is A, (t), then Eq. (9) is simplified as

yn(t) = An(t) * pn(_t) A(t)]

In this special case, the whole system can be viewed as
N independent channels. A,,(¢) is explained as the impulse
response of the n-th effective channel. If these independent
channels are used to carry the same symbols, the linear scheme
as defined in Eg. (10) can be used to maximize the spatio-
temporal diversity gain.

On the other hand, Eg. (12) can be used to maximize the
capacity of the channel. The independent parallel channels
in Eg. (12) can be used for different streams of symbols. In
this case the elements of X (t) are used to represent parallel
streams of symbols. If the N channels can carry identical
symbol rates, the channel capacity of the MIMO is N times
that of a single channel (SISO). Note the rank of the A(t)
is determined by the channel and numbers of transceiver
antennas, and also satisfies rank(A(t)) < min(M,N). To
simplify the following discussion, without loss of generality
we assume M > N.

To gather insight, let us consider these two specia applica
tions: (1) the goa is to maximize the diversity gain; (2) the
god is to maximize the channel capacity.

n=1,2 .., rank| (12

B. Time-Reversed Impulse MIMO for Optimum Diversity

The objective here is to maximize the z(¢) in Eqg. (11).
Three limitations are of practical interest: (1) p,(t) = p(t),
n =1,...,N are identica for the n-th antenna, or p(—t) =
aInxip(—t). (2)X(t) is diagonal with its m-th diagona
element z,,,,,(t) = a x p(t), implying that the M antennas
send the same waveforms;, Here « is information-bearing
scalar during a symbol interval; or, X(t) = oImxmp(t)
where Inixn 1S @ M x M identity matrix with its diagonal
elements being ones. (3) w(t) = Inx16(t), implying z(t) =
Zrlyzl yn(t)-

The first two assumptions suggest using ¢..(t) =

N
> hmn(—t) % [p(—t) * p(t)] as the prefilter for the m-th

n=1

transmit antenna. For a chirp signa p(t), p(t) x p(—t) = d(t),
N

S0 ¢ (t) = > hmn(—t). Using achirp signal we can pay our

attention to Tfﬁé impulse nature of MIMO. Another choice is
to choose very short pulses, say p,(t) = 6(t) so the transmit
array does not need to use pulse shaping at all. The two
approaches are equivalent but the chirp one is believed to be
more simple for implementation.

With the three simplifications, Eq. (11) is derived as

2(t) = tr{lnxno (t) * H(t) s H (—t)]xa[p(t) xp(—t)] (13)

where all the entries of 1nxn are ones. The role of InxnN
here is to sum up al the entries of the matrix H(t) « HT(—t).
Or, Eq. (13) is given by

z(t) = al'(t) =
where we define
I(t) = tr(Inxno(t) « H(t) = HT(—t))

For a chirp pulse or Dirac pulse p(t), Eg. (14) is reduced to

z(t) = al'(t).
The elements of H(t) x HT(—

Z h"Lﬂ’I

m=1

[p(t) * p(—1)] (14)

(15

t) are expressed as

[H(t) « H (- t)khm(t) n,k=1,2,..N

(16)
The cross-correlations corresponds to terms of n # k, while
the auto-correlations n = k. Eq. (15) is expanded in a term-
by-term form to gather insight:

S IIPILE

n=1 Lm=1

* hnm( ) +

Coherent signal (Sharp Peak)

N M M
Z{[ > hnm(—t)] *[ > hkm(t)] }(17)
n=1 m=1,k#n k=1,k#n

Incoherent signal

The first part of EQ. (17) only involves al the auto-
correlations, while the incoherent part all the cross-
correlations. All the terms of 7, (—1) * oy (t) reaches their




maximum at the same time (¢ = 0), and these peaks give the
energies of each h,,,(t). As a result, the coherent part will
dominant the total signal at the receiver. A ssimple scheme
such as energy-detection can be used to detect the information-
bearing scalar « in Eq. (14).

Due to the coherent summing, both transmit and receive an-
tennas contribute to the total captured energy. Thisis not true,
however, for systems without using time-reversal. In [3], it is
found that doubling the number of transmit antennas, M, does
not change the SNR, while doubling the number of transmit
antennas, N, does. The received signal amplitudes after the
N matched filters add coherently whereas the corresponding
noise components add incoherently. Doubling N yields a 3
dB gain in SNR. But with the diversity order of UWB chan-
nels being inherently very large, increasing diversity through
adding more transmit antennas is only marginal. In the time-
reversal scheme, the final summing up at the receiver can be
effectively viewed as after the M N matched filters. Doubling
M dso causes the same performance as doubling N.

Physically, the coherent part can be viewed as the coherent
spatio-temporal focusing of the N MISO arrays. The energy is
spatio-temporally focused at the n—th antenna element located
ar =ry n =12 .., N. Each MISO [60] consists of
M antenna elements located at r = ry,, m = 1,2,..., M.
The M N elements serve as discrete sensors to sample the
continuous spatio-temporal transient electromagnetic fields.
The coherent contributions of these N MISO arrays are given

by

M
Z Dy (— N

m=1

t)xhym(t), r=r,, n=1,2, ..

(18)
Ideal spatio-temporal focusing impliesthat ¢, _(t) = E,d0(r —
rn)0(t) where E,, is the energy received by the n-th MISO
aray at r = ry. If we superpose the N spatio-temporally
focused contributions, they will be added up independently to
yield

rna

N

Z @(rnat) =

n=1

N

> End(r— rn)] st). (19

n=1

(1)

In this ideal case, the incoherent signal part in Eqg. (17) dis-
appears. The total energy that is obtained by integration over
N

the whole space and timeis > FE,,. As aconsequence, the N

discrete sensors capture al {lhélmagieﬁ, without overlapping
other locations (interference to others). Seen from Eq. (19),
al the terms ¢, (t) are synchronous at al times and reach
their maximum at ¢ = 0. As shown in Eqg. (18), however,
these terms are only synchronous at their maximum at ¢ = 0;
non-ideal spatial focusing leads to energies overlapping other
undesired locations described by the incoherent part of Eq.
(17). One god of time-reversed impulse MIMO is to exploit
the global synchronous property at ¢ = 0. A superposition
of the received signal at different antenna sensors across the
space will stack up energies coherently.

In the following let us pay attention to mathematically
understanding the coherent signal in Eq. (15) and Eq. (17).

The squared Frobenius norm of H(t), HZ(t), is defined as
M N

HE (t) = tr[H(t) » HI (—t)] = ) Z ) hyn (—t)
mein (20)

The first part of I'(¢) in Eq. (17) is mathematically egual to
HZ(t). Consider the MISO as a specia case for N = 1. Eq.
(20) simplifies as

M
HE (t) = tr[H(t) » H' (=t)] = > hm(t) x hm(—t) (21)

m=1

which is exactly the expression for MISO. The familiar
definition of the Frobenius norm is given by [1]

>3 M

m=1n=1

HZ = tr[HH'] = (22)
where h,,,,, are the channel gains. Due to the assumption of
narrowband frequency flat fading, the convolution in the UWB
MIMO degenerates to the simple product in Eq. (22). HZ(t)

may be interpreted as the total energy of the channel and
satisfies
N
= Aalt)
n=1

N) are the eigenvalues of H(t) =

(23)

where An(t) (n = 172, ceny
Hf(—t).
C. Time-Reversed Impulse MIMO for Optimum Capacity
The starting point of this application is Eq. (12) that is
copied here for convenience
Yn(t) = A (t) * pr(—

where the coupled operator A(t) is diagonalized with its n-
th diagonal elements being A, (¢). As mentioned previously,
rank[A(t)] is bounded by N if M > N. Without loss of

t) n=1,2,..,rank[A(t)] (24)

generality, p,,(—t) are assumed to have unit energies. Let us
also assume that the information symbols a,,, n = 1,2, ..., N,
are modulated in such a way that

An(t) =an B, sp(t) n=1,2,..,N (25)

where for the n-th symbol s, (¢) is a pulse wave shape of
finite duration and bandwidth B,,. We constrain the normalized
transmit symbol energy of each antenna element such that
E, <1,n = 1,2,....,N. Then, after adding an zero-mean
additive white Gaussian noise (AWGN) process n,(t) of
power spectral density o2 at the n-th receive antenna element,
Eq. (24) can be rewritten as

yn(t) =E, Xn(t) + nn(t) (26)

where x,.(t) = apsn(t) * p,(—t) with bandwidth B,, and
signal energy E,,, within a symbol duration T, and n,,(t)’s
are statistically independent. Eq. (26) can be viewed as N

n=12.,N



independent, paralel channels. The SNR for the n-th inde-
pendent channel is expressed in terms of the signal energy per
symbol p,, E,, where p,, = E,u, /o2 B, T,. For agiven H(t),
the capacity of the n-th channel is

I, =By, logo(14+ pnE,) n=1,2.. N 27

Since the channels are independent, £,, =1, n = 1,2,.... N
maximizes the capacity in each channel [4]. The average
channel capacity per channel is given by [4]

N
1
IS/N = N nz::l B, Z092(1 + pn) (28)
Eq. (28) upper bounds the average capacity per antenna
element.

D. Future Work

In the theoretical aspects, we will take advantage of spatio-
temporal focusing, a new physical phenomenon governed by
transient electromagnetics, which is unique to time-reversed
impulse systems. We are particularly interested in extending
the current work to the framework of MIMO to improve the
spatio-temporal focusing.

The similarity of the UWB communications to that of un-
derwater acoustic (UWA) communications motivates a unified
view of the two systems. Common issues include rich multi-
path and fading. Equalization to compensate for inter-symbol-
interference (1S1) is critical. Time-reversal is promising for
both. Frequency-shift-keying (FSK) is the primary practical
scheme that works for UWA. Phase-shift-keryng (PSK) is
promising for high-data rates, but suffers from random phase
noise caused by the ocean [35]. One wonder if the concept
of “impulse radio” can be applied to UWA communications.
Modulation schemes based on carrierless pulses such as pulse
position modulation (PPM) have some advantages, especialy
for high-frequency UWA communications in the bandwidth
of eg. 25-50 kHz. The relative bandwidth of this system
satisfies the definition of UWB, according to FCC. This large
bandwidth justifies the use of UWB wireless technologies to
UWA communications.

I1l. SUMMARY

A theory of time-reversed impulse MIMO is given for
UWB communications. One goa of the proposed research
is to investigate time-reversal based non-coherent reception
as an alternative to coherent communications. The approach
takes advantage of the unique characteristics of impulse radio,
through a new paradigm of using time-reversal combined with
MIMO. In this paradigm, only a noncoherent energy detector
is required in the receiver that will be cost-effective.
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