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Article

Our surroundings give rise to a vast amount of sensory 
information that is more than our brain can process simul-
taneously. Selecting the most relevant stimuli in the phys-
ical world for processing while filtering out less relevant 
information allows us to respond quickly to critical envi-
ronmental changes and achieve behavioral goals more 
efficiently. This process of information selection is 
referred to as attention. Attention is commonly catego-
rized into two distinct functions: bottom-up (or exoge-
nous) attention, an externally induced process in which 
information to be processed is selected automatically 
because of highly noticeable features of stimuli; and top-
down (or endogenous) attention, an internally induced 
process in which information is actively sought out in the 
environment based on voluntarily chosen factors (Connor 
and others 2004; Corbetta and Shulman 2002; Itti and 
Koch 2001). Although any type of sensory modality 
could be attended based on bottom-up or top-down fac-
tors, attention in the visual system has been most exten-
sively studied over the past decades and will be the focus 
of this review.

Early psychophysical research showed that when 
searching for a stimulus defined by bottom-up factors, 
target stimuli “pop out” if they differ sufficiently from 
their background in terms of features such as color or ori-
entation and can be processed in parallel without the need 

to examine every element in view (Duncan and 
Humphreys 1989; Treisman and Gelade 1980). On the 
other hand, in a search in which the target is defined by 
top-down factors in the absence of substantial differences 
between target and background stimuli, the target needs 
to be identified through an intentional examination of ele-
ments in the field of view, stimulus by stimulus (Wolfe 
and Horowitz 2004). The two attentional processes are 
often described separately and are thought to involve dis-
tinct neural mechanisms and anatomic substrates. It is 
important to note, however, that in everyday experience, 
bottom-up and top-down factors constantly influence 
each other to orient attention; this mutual interaction is 
reflected in models of visual search (Wolfe 2010). Studies 
in patients with cortical lesions suggest that different sub-
regions of the parietal cortex could be segregated for their 
distinct roles in bottom-up and top-down attentional sys-
tems; however, these two systems and associated brain 
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Abstract
The brain is limited in its capacity to process all sensory stimuli present in the physical world at any point in time 
and relies instead on the cognitive process of attention to focus neural resources according to the contingencies of 
the moment. Attention can be categorized into two distinct functions: bottom-up attention, referring to attentional 
guidance purely by externally driven factors to stimuli that are salient because of their inherent properties relative to 
the background; and top-down attention, referring to internal guidance of attention based on prior knowledge, willful 
plans, and current goals. Over the past few years, insights on the neural circuits and mechanisms of bottom-up and 
top-down attention have been gained through neurophysiological experiments. Attention affects the mean neuronal 
firing rate as well as its variability and correlation across neurons. Although distinct processes mediate the guidance 
of attention based on bottom-up and top-down factors, a common neural apparatus, the frontoparietal network, is 
essential in both types of attentional processes.
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regions also closely interact with each other (Shomstein 
2012; Shomstein and others 2010).

A common idea among theoretical models developed 
to account for attentional processes is that attention is 
allocated to the most salient stimulus, location, or feature 
that evokes the stronger neural activation than others in 
the visual field (Desimone and Duncan 1995; Koch and 
Ullman 1985; Wolfe 1994). Along the lines of this idea, 
attention is often described in terms of a global map, 
where incoming bottom-up visual information is pro-
cessed according to its separate features. Each stimulus is 
represented in a separate feature map (e.g., orientation or 
color), which is then incorporated to a global “saliency 
map,” representing the overall most salient stimulus in 
the field of view. Through a winner-take-all mechanism, 
attention is thought to be oriented to the spot on the map 
with the most prominent activation (Koch and Ullman 
1985).

The ability of stimuli to attract attention is determined 
not only by their inherent saliency but also by their rele-
vance to current goals, an idea captured by early models 
of visual search (Wolfe 1994). This idea has been increas-
ingly emphasized in recent years and led to proposals of 
a “priority map,” simultaneously integrating bottom-up 

and top-down factors (Bisley and Goldberg 2010; 
Serences and Yantis 2006). In fact, it has been argued that 
distinguishing between top-down and bottom-up atten-
tional control may be a false dichotomy (Awh and others 
2012). Even if the two processes are clearly distinct, neu-
ral correlates of bottom-up and top-down attention reveal 
coactivation of the same network of parietal and prefron-
tal cortical areas, giving credence to the idea of a priority 
map simultaneously modulated by both types of factors 
(Katsuki and Constantinidis 2012b). These processes 
have been studied extensively in nonhuman primates, 
providing neurophysiological evidence that will be the 
emphasis of this review.

Bottom-Up Attention

Bottom-up visual attention starts with basic visual pro-
cessing along the visual cortical pathways. From the pri-
mary visual cortex (V1), feed-forward signals ascend to 
multiple cortical areas and branch into two major visual 
pathways: a ventral pathway (Fig. 1, blue arrows) dealing 
with object- and feature-based visual processes, and a 
dorsal pathway (Fig. 1, red arrows) dealing with spatial- 
and movement-related visual processes (Ungerleider and 
Haxby 1994; Ungerleider and Mishkin 1982). Areas that 
are part of the ventral pathway include V1, V2, V3, V4, 
as well as inferior temporal (IT) cortex, which project to 
the ventral part of the lateral prefrontal cortex (PFC). The 
dorsal pathway comprises areas V1, V2, V3, middle tem-
poral (MT), and medial superior temporal (MST) and 
areas in the posterior parietal cortex (PPC), which project 
to the dorsolateral part of the PFC (dlPFC). The two corti-
cal pathways are organized across a cortical hierarchy in 
which receptive fields grow bigger and functional proper-
ties become more complex as inputs ascend from the ear-
lier stages to the later stages of the pathways (Felleman 
and Van Essen 1991). Bottom-up information that can 
guide attention propagates thus from the visual cortex to 
the PFC.

Visual Competition

Stimuli that stand out from their background are selec-
tively represented by neuronal activity throughout the 
visual system. Neurons are activated to a greater extent 
when salient stimuli appear in their receptive fields com-
pared to activation elicited by background elements 
alone, and this phenomenon occurs from the earliest 
stages of visual cortical processing, including V1 
(Knierim and van Essen 1992). This differential process-
ing of salient stimuli suggests a competitive process in 
the selection of stimuli (Bichot and others 2005; 
Desimone and Duncan 1995). As a result of competition, 
the most salient stimulus is represented predominantly at 

Figure 1. Schematic diagram of a monkey brain. Lateral 
view of the monkey brain indicating the areas making up 
the prefrontal cortex and the posterior parietal cortex. 
Inset illustrates an unfolded view of the intraparietal sulcus 
(IPS). Arrows indicate dorsal (red arrows) and ventral (blue 
arrows) visual pathways. AIP = anterior intraparietal area; AS 
= arcuate sulcus; CIP = caudal intraparietal area; CS = central 
sulcus; DP = dorsal prelunate area; LIP = lateral intraparietal 
area; LS = lunate sulcus; MIP = medial intraparietal area; PS = 
principal sulcus; STS = superior temporal sulcus; VIP = ventral 
intraparietal area.
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all stages of the visual system and leads to bottom-up ori-
enting of attention (Desimone and Duncan 1995; Hegde 
and Felleman 2003; Knierim and van Essen 1992; Lamme 
1995). However, local competition between elements at 
early stages of the visual system is not sufficient for the 
guidance of attention; it is critical to be able to access 
information in the visual field as broadly as possible to 
capture the most salient stimulus. Thus, visual cortical 
areas whose neuronal receptive field covers only a small 
portion of the visual field do not seem to be adequate for 
detecting the most salient stimulus in the entire visual 
scene (Burrows and Moore 2009; Hegde and Felleman 
2003). To be able to orient attention including to the 
peripheral areas of the visual field, areas with spatial 
selectivity and large, often bilateral, receptive fields such 
as the PPC or PFC are thought to be critical for stimulus 
selection (Constantinidis 2006).

Saliency Map

A related concept regarding the allocation of attention is 
that of a saliency map in which all types of feature infor-
mation (e.g., shape, color, and orientation) in the visual 
field are pooled together (Koch and Ullman 1985; Niebur 
and Koch 1996), and attention is allocated to the location 
with the highest activity in this global map. Where could 
such a map be present in the brain? Suitable brain regions 
should have access to a wide array of visual information, 
therefore most likely being areas found at the later stages 
of visual cortical pathways. Considering that the genera-
tion of eye movements is intricately intertwined with the 
allocation of attention, the neural site of the saliency map 
is also likely to be closely related to eye movement prepa-
ration. Studies have suggested multiple brain areas that 
could serve as maps of saliency, including the frontal eye 
field (FEF) and area 46 of the PFC (Katsuki and 
Constantinidis 2012a; Schall and Hanes 1993; Thompson 
and others 1996), area 7a and the lateral intraparietal area 
(LIP) in the PPC (Constantinidis and Steinmetz 2001; 
Gottlieb and others 1998), the superior colliculus 
(McPeek and Keller 2002), and the substantia nigra 
(Basso and Wurtz 2002).

Anatomically, areas in the PFC and PPC such as the 
FEF and LIP have reciprocal projections to each other 
and direct connections with many other extrastriate areas 
in the dorsal and ventral pathways (Felleman and Van 
Essen 1991). The FEF and LIP also send output signals 
and receive indirect inputs from the superior colliculus 
(Schall and others 2011). They seem well suited, there-
fore, to process diverse streams of information and to 
influence downstream effectors.

It has been well recognized that prefrontal areas such 
as the dlPFC and FEF represent salient stimuli in “odd-
ball” stimulus tasks (Fig. 2A), requiring detection or a 
response towards a stimulus differing in color or shape 
from background elements (Sato and others 2003; Schall 

Figure 2. Activity of neurons in the prefrontal cortex 
(PFC) and area 7a of the posterior parietal cortex (PPC), 
representing a bottom-up salient stimulus. (A) Raster 
plots and histograms of a PFC neuron for single-stimulus 
and multiple-stimuli presentations. Orange areas in insets 
indicate the receptive field (RF) of the neuron. Gray shaded 
areas in histograms represent the stimulus presentation 
period. The activity of the neuron increased when a single 
stimulus appeared in the RF (left top), while there was no 
change in activity when the stimulus appeared out of the 
RF (left bottom). Neuronal activity significantly increased 
with the presentation of a salient stimulus in the RF among 
distractors (right top). The neuron responded briefly 
when only distractors were in the RF (right bottom), but 
this initial phasic response diminished quickly (Katsuki and 
Constantinidis 2012b). (B) The time course of the population 
discharge rate in area 7a during the presentation of single and 
multiple stimuli in monkeys naïve to training, requiring the 
detection of a target stimulus and only required to passively 
view visual displays. The RF of the neuron is depicted as a gray 
shaded area in insets. When a salient stimulus was in the RF 
either appearing by itself (blue) or among distractors (red), an 
increased neuronal discharge rate was observed throughout 
the stimulus presentation. When the salient stimulus was 
outside of the RF (green), an initial phasic response quickly 
decreased (Constantinidis and Steinmetz 2005).
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and Hanes 1993; Schall and others 1995; Thompson and 
others 1996). Similar to the PFC, neurons in the PPC 
including area 7a and the LIP represent salient stimuli. 
Neurons in area 7a display selective responses to salient 
stimuli regardless of color and represent the spatial loca-
tion of the stimulus (Fig. 2B). Importantly, studies in 
which animals were not trained to locate the target stimu-
lus but were only required to fixate still revealed a selec-
tive response to the salient stimulus in area 7a and the LIP 
of the PPC, indicating that this response pattern observed 
in the PPC was not the effect of volitional allocation of 
attention required to execute behavioral tasks but rather 
automatic processing of bottom-up information (Arcizet 
and others 2011; Constantinidis and Steinmetz 2005). 
Demonstrations of bottom-up saliency reflected in the 
activity of PFC and PPC neurons are not limited to odd-
ball stimulus paradigms. Other studies reported that LIP 
neurons represented a visual stimulus more strongly 
when the stimulus was made salient by being flashed as 
surrounding stimuli were kept stable, compared to the 
condition in which the same stimulus was not flashed 
(Gottlieb and others 1998; Kusunoki and others 2000). 
Taken together, the studies indicate that the PFC and PPC 
are actively engaged in the processing of information 
essential for the allocation of bottom-up attention.

Neuronal Time Course of Bottom-Up Attention

Whether a further specialization exists between parietal 
and prefrontal areas in terms of the guidance of bottom-
up (and top-down) attention has been a matter of debate. 
In accordance with information transmission along the 
visual cortical pathways, it has been traditionally thought 
that bottom-up information of salient stimuli is repre-
sented first in the areas of the PPC and then in the PFC. 
One way to directly test this idea is to compare the time 
course of the neural representation of salient stimuli 
between the areas. A study performed neurophysiological 
recording in the PFC (including the lateral PFC and FEF) 
and the PPC (LIP) during a search task and compared the 
time course of neuronal activity (Buschman and Miller 
2007). The authors reported that latencies in PPC neurons 
representing stimuli that pop-out were shorter than in 
PFC neurons, suggesting that the PPC is the primary area 
that represents visual saliency, and that the PFC receives 
the saliency information from the PPC. Other studies, 
however, report that neurons in the FEF showed latencies 
as fast as neurons in the LIP using the similar pop-out 
tasks (Schall and others 2007; Thomas and Pare 2007; 
Thompson and others 1996). A recent neurophysiological 
study compared the time course of bottom-up salient rep-
resentation between the dlPFC (including areas 8 and 46) 
and PPC (LIP and area 7a) in the same animals using 
tasks in which top-down and eye movement planning 

factors were minimized (Katsuki and Constantinidis 
2012a). In these experiments, tasks were designed to allo-
cate attention through bottom-up factors relying on color 
difference, and the animals’ decision was indicated by a 
lever movement instead of an eye movement. The results 
revealed that latencies to detect salient stimuli were virtu-
ally identical in the dlPFC and PPC, even though initial 
visual response latencies occurred later in the dlPFC than 
the PPC (Fig. 3). One possible explanation for this dis-
crepancy was the difference in task designs. The task 
used in the Buschman and Miller (2007) study informed 
subjects about the identity of the target before the pop-out 
search phase. Once such a top-down influence has been 
established, however, it is possible for lower cortical 
areas to filter the properties of incoming stimuli, allowing 
for faster representation of the target stimulus; this is the 
essence of top-down control (Chelazzi and others 2001; 
Herrington and Assad 2009; Luck and others 1997).

Another recent series of experiments compared the 
timing of salient stimulus representation in FEF spiking 
and the local field potential (LFP) with the event-related 
potential, indicative of salient target selection in the 
visual cortex (Cohen and others 2009; Purcell and others 
2013). Results showed that stimulus selection was 
observed first in spiking activity of the FEF, then in FEF 
LFPs, and only later in the visual cortex both in pop-out 
and serial searches. The results indicate that a frontal area 
such as the FEF represents stimulus saliency earlier than 
the visual cortex. In addition to the neurophysiological 
studies, deficits in a pop-out visual search were observed 
after inactivation of the dlPFC with muscimol injection 
(Iba and Sawaguchi 2003; Wardak and others 2006). In 
summary, evidence suggests that the dlPFC (including 
area 46 and FEF) does not simply reflect bottom-up 
salient information extracted in earlier stages of cortical 
pathways, but saliency representation in the dlPFC itself 
is critical for bottom-up search tasks. How saliency infor-
mation represented in these multiple areas interacts with 
each other and ultimately directs attention to a particular 
point in the visual field from moment to moment is not 
yet known.

Bottom-Up Effects beyond Firing Rate

In recent years, it has been recognized that stimuli that 
attract attention by bottom-up factors influence neuronal 
activity in more ways than simply by increasing the mean 
firing rate of neurons. An abrupt onset of a stimulus 
(which is a powerful bottom-up factor likely to capture 
attention) has been shown to reduce the variability of 
neuronal firing (Fig. 4A and 4B) across multiple brain 
areas (Churchland and others 2010). The variability of 
the firing rate across trials is often computed as a noise-
to-signal ratio, called the Fano factor (the variance of 
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spike counts divided by the mean). A decrease in the Fano 
factor in the interval of stimulus presentation may there-
fore be a signature of attentional capture. On the other 

hand, a recent study reported no decrease in the variabil-
ity for an oddball stimulus in the FEF (Purcell and others 
2012).

Figure 3. Neuronal responses of the dorsolateral part of the prefrontal cortex (dlPFC), lateral intraparietal area (LIP), and area 
7a during a bottom-up visual attention task. (A-C) Population peristimulus time histograms of neurons in the dlPFC, LIP, and 
area 7a, respectively. Mean discharge rates of the salient stimulus in the receptive field (red) and the distractor in the receptive 
field (blue) are plotted for the fixation (F), cue (C), and delay (D) period. The dotted vertical lines represent the time of cue 
onset and offset. The initial visual response latency and the time of salient stimulus discrimination are indicated by the gray arrow 
and black arrow, respectively, in each panel. The receptive field location is schematically illustrated as an orange area in insets 
(receptive field location differed across neurons). Although the initial visual response latency (gray arrows) occurred earlier in the 
LIP than the dlPFC, there was no significant difference between the dlPFC and LIP in the time of salient stimulus discrimination 
(black arrows). (D) Receiver operating characteristic (ROC) analysis. The area under the ROC curve was computed based on 
the firing rates of the salient stimulus in the receptive field and the distractor in the receptive field and plotted as a function 
of time. The curves of the dlPFC (red) and LIP (cyan) reach the mean midpoint between the peak and baseline (dotted line) 
essentially simultaneously. (E) Cumulative distribution of neurons with a significant area under the ROC curve. The times when 
50% of the neurons of the dlPFC and LIP reached significance were very similar (black arrows). (F-K) Neuron-by-neuron analysis. 
Distribution of the initial visual response latency (F-H) and the time of salient stimulus discrimination (I-K). The dotted lines 
represent the means of each distribution (Katsuki and Constantinidis 2012b).
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The correlation of neuronal discharges recorded 
simultaneously has also been shown to be influenced by 
bottom-up factors. An increase in synchronized firing, 
based on cross-correlation analysis (Fig. 4C and 4D), has 
been reported for two neurons simultaneously activated 
by an oddball stimulus (Cohen and others 2010). These 
findings suggest that multiple mechanisms of neuronal 
modulation are affected by bottom-up attention and can 
affect information transmission for a stimulus that attracts 
attention. Neural changes beyond modulation of the 

firing rate have been implicated in top-down attention as 
well (discussed below).

Top-Down Attention

Neurophysiology of Top-Down Attention

Top-down visual attention is a voluntary process in which 
a particular location, feature, or object relevant to current 
behavioral goals is selected internally and focused upon 

Figure 4. Effects of bottom-up attention beyond the firing rate. (A, B) The mean firing rate (top panel, gray line) and Fano 
factor (bottom panel) in V1 and V4. Arrows indicate stimulus onset. The variability in the firing rate (Fano factor) decreased 
at the onset of stimulus presentation in both areas (Churchland and others 2010). (C, D) Increase in neuronal synchronization 
when salient stimuli activate a pair of neurons. (C) Mean cross-correlograms of pairs of frontal eye field neurons with significant 
target selectivity for three experimental conditions: the target was located within the intersection of the receptive fields (blue 
line), opposite the intersection of the receptive fields (black line), and within one receptive field but not the other (red line). 
An increase in synchronized firing was observed (blue line v. red line) when pairs of neurons were simultaneously activated by 
an oddball stimulus. (D) Time course of mean coincidence of the pairs with significant target selectivity. Histograms are plotted 
for three stimulus presentation conditions as described in panel C, aligned to stimuli onset (left panel) and saccade onset (right 
panel). The mean target selection time is shown by the gray vertical line. The dashed plot in the left panel represents the mean 
firing rate of individual neurons when the target was inside receptive fields (Cohen and others 2010). Figures reproduced with 
permission.
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or examined (Connor and others 2004; Corbetta and 
Shulman 2002; Itti and Koch 2001). The main effect of 
top-down attention is that neural activity is enhanced for 
the particular location/feature/object of interest compared 
to behaviorally irrelevant stimuli (Fig. 5A), while sup-
pression of neuronal responses is observed for irrelevant 
stimuli. These types of response modulation have been 
observed in areas of both ventral and dorsal visual path-
ways, such as V1, V2, V4, IT , MT, the PPC, and the PFC 
(Noudoost and others 2010). The magnitude of top-down 

modulation on neuronal firing tends to increase across the 
cortical hierarchy (Cook and Maunsell 2002; Luck and 
others 1997).

Connections between cortical areas are generally 
reciprocal; thus, feedback signals can descend from the 
higher stages to the lower stages of the pathways (Douglas 
and Martin 2004; Douglas and Martin 2007; Felleman 
and Van Essen 1991). Microstimulation of the FEF has 
been shown to enhance stimulus responses in visual corti-
cal area V4, particularly when the stimulus contrast is 

Figure 5. Effects of top-down attention beyond the firing rate. (A) Top-down modulation of the firing rate. The mean firing rate 
of V4 neurons was plotted for when the stimulus was attended (black line) and unattended (gray line). The firing rate was enhanced 
with attention (Cohen and Maunsell 2009). (B) Top-down influence on response variability. The top two panels show spike raster 
plots for attended and ignored conditions. The variability in the neuronal response (shown as the Fano factor in the bottom panel) 
decreased for the attended (red line) stimulus compared to the unattended (blue line) stimulus (Mitchell and others 2009).  
(C) Top-down influence on spike count correlation. The mean correlation for the pairs of neurons is plotted as a function of the 
mean response modulation by the stimulus. The noise correlation was reduced for the attended (black solid line) stimulus than for 
the unattended (gray solid line) stimulus (Cohen and Maunsell 2009). Figures reproduced with permission.
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low or distracting stimuli are present in the field of view, 
providing direct evidence for top-down modulation 
(Ekstrom and others 2009; Moore and Fallah 2004).

The appearance of a stimulus at an attended location 
may not always enhance neuronal responses. Suppression 
of responses has been reported in the PPC for stimuli 
appearing at locations already in the focus of attention 
(Steinmetz and Constantinidis 1995). The phenomenon is 
analogous to the repetition suppression described for 
repeated presentation of the same object for areas of the 
ventral pathway (Grill-Spector and others 2006). This 
mechanism that emphasizes responses to unattended 
stimuli might play a role in filtering out already attended 
stimuli and facilitating the shift of attention to new stim-
uli during visual search (Constantinidis 2006).

Origin of Top-Down Signals

Where do top-down signals originate? Higher cortical 
areas such as the PFC and PPC have been thought of as a 
source of top-down influences. One way to directly 
investigate the causal effect of top-down signals is modu-
lating the activity in a source region and observing its 
influence in other visual areas and behavioral perfor-
mance. Studies applying microstimulation to the FEF 
showed enhancement in both the firing rate in visual 
areas and in behavioral performance, indicating the 
involvement of the PFC in attentional control (Moore and 
Armstrong 2003; Moore and Fallah 2001; Moore and 
Fallah 2004). More recent neurophysiological studies 
have also indicated that the selection of a target location 
or feature among distractors emerges in the FEF during 
spatial- and object-based attention tasks (Monosov and 
others 2008; Zhou and Desimone 2011). Additionally, 
inactivation of the FEF by applying muscimol impairs 
behavioral performance in visual attention tasks (Wardak 
and others 2006). The feedback projections from the 
frontal cortex to areas in the dorsal and ventral pathways 
appear to be anatomically separated, allowing the trans-
mission of diverse top-down signals to specific areas 
depending on stimulus properties and task demands 
(Ninomiya and others 2012).

Similarly, a causal effect of PPC signals in orienting 
attention has been studied by activating and inactivating 
the region. Microstimulation of PPC regions during a 
covert attention task also evoked shifts of attention and 
shortened reaction times to detect a target (Cutrell and 
Marrocco 2002). Inactivation of the LIP in the PPC with 
muscimol produces deficits in performance of overt and 
covert attention tasks (Liu and others 2010; Wardak and 
others 2002; Wardak and others 2004).

The results reviewed above suggest that both PFC 
areas and PPC areas can provide top-down signals to 

control attention to some degree (Katsuki and 
Constantinidis 2012b). Is one of the areas more dominant 
or definitive in top-down attention control than the other? 
A study comparing the time course of PFC and PPC 
activity reported that the activity of PFC neurons repre-
sents a target earlier than the PPC in a top-down–oriented 
visual search task (Buschman and Miller 2007). Another 
recent study suggested that FEF neurons responded faster 
than LIP neurons when stimulus selection relied more on 
top-down information (Ibos and others 2013). These 
results support the idea that top-down signals appear ear-
lier in PFC activity in comparison to the PPC.

In addition to the timing of the signals, the two areas 
demonstrated distinct characteristics in terms of behavioral 
performance (Wardak and others 2006; Wardak and others 
2004). Inactivation of the FEF impaired psychophysical 
performance in a visual search task regardless of the diffi-
culty (either conjunction or feature detection) of the tasks 
(Wardak and others 2006). On the other hand, inactivation 
of the LIP only impaired performance in a difficult visual 
search (Wardak and others 2004). A recent neurophysio-
logical study showed that dlPFC neurons displayed weaker 
responses to distractors compared to LIP neurons during a 
working memory task (Suzuki and Gottlieb 2013). These 
distractor-related responses of the dlPFC were more tightly 
linked to behavioral performance than those of the LIP. 
Additionally, reversible inactivation experiments demon-
strated that inactivation of the dlPFC led to more severe 
impairment in distractor suppression and a higher behav-
ioral error rate than LIP inactivation (Suzuki and Gottlieb 
2013). These results suggest that although both the PFC 
and PPC are involved in target selection, the PFC may 
have a more direct influence on behavioral response than 
the PPC in top-down tasks.

Top-Down Modulation beyond Firing Rate

In addition to modulation of the firing rate, other mecha-
nisms that may mediate the effects of top-down attention 
have been described in the form of decreased variability 
(Fig. 5B) and neuronal correlations (Fig. 5C) as well as 
increased spike field coherence. Variability in trial-to-
trial responses in individual neurons is a critical parame-
ter of neuronal firing as high levels of random fluctuations 
representing irrelevant noise that can dilute the impact of 
a stimulus representation during the attentional process. 
Thus, decreasing the internal noise can help improve rep-
resentation of an attended stimulus. Studies in V4 neu-
rons reported that the Fano factor of neuronal responses 
decreased for attended stimuli (Fig. 5B) in addition to 
changes in the mean firing rate (Cohen and Maunsell 
2009; Mitchell and others 2009). On the other hand, a 
recent study reported no decrease in variability for a cued 
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stimulus in the FEF, despite a change in the firing rate 
(Chang and others 2012).

Modulation of correlated activity in neuronal popula-
tions within and across visual cortical areas could also be 
a way to provide more information and improve repre-
sentation of the attended stimulus. If response variability 
on a trial-by-trial basis is positively correlated between 
neurons (spike count correlation or noise correlation), the 
benefit of pooling responses from multiple neurons 

quickly saturates (Shadlen and Newsome 1998; Zohary 
and others 1994). Top-down attention has been shown to 
reduce this spike count correlation between neurons  
(Fig. 5C) and improve the signal-to-noise ratio of 
responses and amount of information carried by the pop-
ulation of neurons in area V4 (Cohen and Maunsell 2009; 
Mitchell and others 2009). Furthermore, spike count cor-
relation between pairs of neurons in area MT changed 
depending on the context, even though identical visual 

Figure 6. Schematic diagram of bottom-up and top-down attentional processes. The outer flow diagram illustrates the 
theoretical stages involving representation of bottom-up saliency and integration with top-down influences into a priority map. 
A diagram within the brain illustrates the cortical pathways involved in visual attention. Blue, red, and green arrows represent 
bottom-up signal processing, top-down signal processing, and eye movement–related signal processing, respectively. Visual input 
entering through the eyes is processed separately for its features (e.g., colors, intensities, or orientations). Separate feature 
maps represent components of each stimulus, which are then integrated into a saliency map, representing the physical saliency 
of stimuli in the visual field and orienting attention to the overall most salient stimulus. Salience is represented simultaneously in 
the prefrontal cortex (PFC) and posterior parietal cortex (PPC). This bottom-up–based process could be modulated by top-
down factors, such as current behavioral goals and prior knowledge. Signals incorporating bottom-up and top-down factors are 
reflected in the priority map. Top-down signals originating from the PFC are thought to modulate the representation of stimuli 
across the cortical pathways. Attention is oriented to the location with the most prominent activity in the map, and signals to 
generate an eye movement are delivered accordingly through the superior colliculus (SC).
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stimuli were presented, indicating a top-down effect 
(Cohen and Newsome 2008). These changes in correlated 
firing by top-down attention appear to affect differen-
tially specific cell types. In V4, strong modulation was 
observed especially in fast spiking interneurons during 
attention (Mitchell and others 2007). The firing rate of 
bursty yramidal cells was also shown to be increased by 
attention, whereas nonbursty pyramidal cells were less 
likely to show attentional modulation (Anderson and oth-
ers 2011).

Neurophysiological studies have also implicated neu-
ronal synchronization in attentional processes (Bichot 
and others 2005; Fries and others 2001; Saalmann and 
others 2007). An increase in synchronization, especially 
in the 35- to 70-Hz (γ) band among neurons that selec-
tively respond to the attended stimulus, has been observed 
both in spatial- and object-based attention tasks (Bichot 
and others 2005; Fries and others 2001; Taylor and others 
2005). γ-band synchronization has been proposed as a 
mechanism to label information about an attended stimu-
lus and distinguish it from unattended stimuli. For exam-
ple, γ-band synchronization was observed more often, as 
attended stimuli were located in the receptive field during 
an object-based attention task (Bichot and others 2005; 
Buschman and Miller 2007; Siegel and others 2009). 
Simultaneous recordings of multiunit spikes and LFPs 
from the FEF and V4 reveal that the FEF is a source of 
the enhanced γ synchrony observed in V4 (Gregoriou and 
others 2009). Whether and how this neuronal synchrony 
is the neural substrate of attention are still a matter of 
investigation, although it has been shown on theoretical 
grounds that enhanced synchrony and increased firing 
rates may jointly improve the selectivity toward behav-
iorally relevant stimuli with high precision (Borgers and 
others 2008; Tiesinga and others 2008).

Conclusion

With a limited capacity to process information in the brain, 
attention is an indispensable cognitive process that has 
evolved in higher organisms. Being able to ignore unnec-
essary information when one needs to engage in a behavior 
but also being able to detect possibly life-threatening 
changes in the environment at the same time require quick 
yet precise neural responses. Here, we reviewed studies of 
visual-based bottom-up attention and willful, voluntary 
top-down attention separately. The two processes are 
defined by the origin of information, from the sensory 
periphery and higher cortical areas, respectively, and are 
associated with quite distinct neural processes and needs. 
Nonetheless, both attention modes act upon visual cortical 
areas in the dorsal and ventral pathways, and their simulta-
neous influence is often integrated in processes such  

as visual search, illustrated schematically in Figure 6.  
In recent years, this interplay between top-down and bot-
tom-up attention has come to the forefront, as it has 
become apparent that the same set of brain areas, par-
ticularly in the PPC and PFC, is engaged in both top-
down and bottom-up attention. These areas can be 
thought as providing a priority map for the selection of 
stimuli based on both bottom-up and top-down factors 
(Fig. 6). Therefore, rather than the two attentional sys-
tems being separated processes, they should be better 
thought as intricately intertwined. In the extreme form 
of this view, the distinction between bottom-up and top-
down attention is arbitrary. Regardless of the origin of 
information, studies have indicated that attention is allo-
cated to an object or location that evokes the highest 
activity at the moment. Another recent realization is that 
both modes of attention may affect more subtle charac-
teristics of neural firing, beyond the mean firing rate, 
such as the variability of discharges, their correlation 
across neurons, and the synchrony between spikes and 
LFPs. Further research will be necessary to understand 
the details of the specific roles of distinct cortical areas 
in the guidance of attention and how the different mech-
anisms contribute to the overall attentional system.
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