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Abstract

We propose a dynamic language model adaptation method that
uses the temporal information from lecture slides for lecture
speech recognition. The proposed method consists of two steps.
First, the language model is adapted with the text information
extracted from all the slides of a given lecture. Next, the text
information of a given slide is extracted based on temporal in-
formation and used for local adaptation. Hence, the language
model, used to recognize speech associated with the given slide
changes dynamically from one slide to the next. We evaluated
the proposed method with the speech data from four Japanese
lecture courses. Our experiments show the effectiveness of our
proposed method, especially for keyword detection. The F-
measure error rate for lecture keywords was reduced by 2.4%.
Index Terms: language model adaptation, speech recognition,
classroom lecture speech.

1. Introduction

Recent advancements in computer and storage technology en-
able archiving large multimedia databases. The databases of
classroom lectures in universities and colleges are particularly
useful knowledge resources, and they are expected to be used in
education systems.

Recently much effort has been made to construct educa-
tional systems that use the multimedia content of classroom
lectures to support distant-learning [1, 2, 3, 4, 5]. Among the
various kinds of content related to lectures, the transcription
of speech data is expected to be the most important for in-
dexing and searching lecture contents [2, 6]. Therefore, high-
level speech recognition engine for lectures is required. Lecture
speech recognition has been studied extensively. Many research
projects for lecture transcriptions, such as the European project
CHIL (Computers in the Human Interaction Loop) [8], and the
American iCampus Spoken Lecture Processing project [9], have
been conducted. Trancoso et. al. [7] investigated the automatic
transcription of classroom lectures in Portuguese.

Large databases of conference presentations, such as the
Corpus of Spontaneous Japanese (CSJ) [10, 11], and the TED
corpus [12] have been collected to improve speech recogni-
tion accuracy. With the use of these databases, a state-of-
the-art speech recognition systems for conference presentations
achieves accuracy of 70-80%. Hence, the recognition results
provided by these systems are good enough to be used for
speech summarization and speech indexing [13]. The speak-
ing style of classroom lectures is, however, much different from
that of lectures in meetings or conferences. Classroom lectures
are not always practiced in advance, and the same phrases are
repeated many times for emphasis. The lecture speaking style
is closer to that in dialogue because lecturers are always ready
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to be interrupted by questions from students. The spontaneity
of this kind of speech is much higher than other kinds of pre-
sentations; the lectures are characterized by strong coarticula-
tion effects, non-grammatical constructions, hesitations, repeti-
tions, and filled pauses. For these reasons, speech recognition
for classroom lecture speech is generally more difficult than that
of speeches in conferences or meetings; its recognition accuracy
is around 40-60%. Furthermore, no large database of classroom
lecture speech is available for training acoustic and language
models.

In classrooms, lecturers often use various materials, e.g.,
textbooks or slides, to help their students understand. Since
those materials include many keywords that also appear in lec-
ture speech, they are expected to be useful for language model-
ing in speech recognition. Several adaptation methods for lan-
guage models using such content have already been proposed
for lecture speech recognition. For example, Togashi et. al. [14]
proposed a method of using the text information in presentation
slides.

If lecture speech is accompanied by slides, a strong corre-
lation can be observed between slides and speech. In partic-
ular, the speech corresponding to a given slide contains most
of the text information presented in the slide. We expect this
relation between speech and text information of the slide can
improve the model adaptation for lecture speech recognition.
We propose a dynamic adaptation method for language model-
ing that applies text information from slides. In this method, a
slide-dependent language model is constructed for each slide,
and this model is used afterwards to recognize the speech as-
sociated with the given slide. The language model is changed
dynamically as the lecture progresses.

This paper is organized as follows. In Section 2, the base
system applied in our studies is introduced. In Section 3, the
proposed language model adaptation method is explained, and
in Section 4, the effectiveness of the proposed method is dis-
cussed.

2. UPRISE: Unified Presentation Contents
Retrieval by Impression Search Engine

UPRISE (Unified Presentation Contents Retrieval by Impres-
sion Search Engine) [1, 15] is a lecture presentation system
to support distant-learning. It stores many types of multime-
dia materials, such as texts, pictures, graphs, images, sounds,
voices, and videos, and provides a unified presentation view
(Figure 1) as a lecture video retrieval system. The retrieval
system returns appropriate lecture video scenes to match given
keywords. Since the speech information in lectures is used to
narrow down the search candidates [6], a high level of speech
recognition accuracy is strongly required.
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Figure 1: Unified presentation view in UPRISE.

The content in lectures stored in UPRISE are synchronized
as the class progresses; that is, each event in a lecture is marked
with temporal information. This synchronized content moti-
vated us to investigate a dynamic adaptation method along the
time-axis by using the content strongly related to speech in-
formation. We propose a dynamic language model adaptation
method using one of the kinds of content, slide information.

3. Dynamic Language Model Adaptation

In UPRISE, the temporal information of when each slide is
shown in the class is detected automatically and recorded [16].
This function enable us to investigate adaptation methods by us-
ing temporal information from a class. Here, we propose a dy-
namic adaptation method for language modeling that uses slides
with this temporal information. By using slide information,
the proposed method changes the language model parameters
so that they are fitted to the technical terms that characterize
the corresponding part of the lecture. To update the language
model, n-gram counts of the adaptation data extracted from the
slides are added to those of the baseline training data with a
weighting coefficient. The vocabulary of the adapted language
model consists of words from the original training data and the
adaptation data.

The detailed algorithm of the proposed adaptation method
is as follows. First, Global Adaptation (GA) is conducted, in
which the text data of all slides used in a course are used as
adaptation data. The frequency F(V;) of each n-gram N; is
calculated as follows.

Fo(N:) = F(N:) + wn G(Ny), M
where F'(NN;) is the frequency of n-gram N; that appear in the
baseline training data, G(NV;) is the frequency of n-gram N;
that appear in the adaptation data, and w; is a weight coefficient
that should be optimized experimentally. Next, in Local Adap-
tation (LA), the language model from GA is further adapted
locally to each slide. The frequency Fr(N;) of each n-gram
N;, corresponding to each slide, is calculated as follows.

FL(Ni) = Fo(Ni) + w2 L(N:), (2]

where L(N;) is the number of appearances of n-gram N; in
each slide, and ws is a weighting factor. A new language model
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for each slide is constructed by using the frequency Fr,(N;) for
all the n-grams.

4. Recognition Experiments
4.1. Experimental Conditions

We collected audio and video of four Japanese lecture courses
(LEC1, LEC2, LEC3, and LEC4) for evaluation. Each lecture
course consisted of 12 classes, where each class duration was
around 80 minutes. The audio data was recorded using a close-
talking microphone. The lecture courses LEC1 and LEC2 were
given by the same lecturer. The data from nine classes were ex-
cluded because their recording quality was poor. We collected
PowerPoint slides used in those lectures along with the tem-
poral information. The speech data were segmented using the
temporal information such that each speech segment had the
same boundary as its corresponding slide. When an utterance
occurred at the exact boundary of two slides, the speech data
was cut just after the utterance. We manually transcribed all
the speech data for evaluation except the utterances of speakers
other than the lecturer. Keywords, which were mostly technical
terms characterizing the lectures, were selected subjectively by
several researchers. The details of the collected lecture database
are listed in Table 1.

The best way to improve classroom speech recognition ac-
curacy is to use a fairly large amount of speech data with tran-
scriptions as training sets for the acoustic and language models.
However, as already discussed in Introduction, no such large
corpus for classroom lectures has been available. Therefore, to
construct our models, we used the CSJ database, which consists
of presentation speech data from academic conferences. The
CSJ data are expected to share similar properties with classroom
speech to some extent as they are speech data of monologues
with specified themes.

As the initial language model, we constructed a trigram
model by using 967 academic presentation transcriptions (3M
morphemes) from CSJ. We call this model the baseline model.
We used ChaSen [17], a Japanese morphological analyzer, for
preprocessing the text data. The recognition vocabulary con-
sisted of 25,000 words, which appeared most frequently in the
training set. We used the Witten-Bell method for back-off
smoothing [18].

The initial acoustic model was also constructed from the
CSJ data set, 953 academic presentations, and 1,543 extempo-
raneous presentations that include both male and female speak-




Table 2: Results of speech recognition and keyword detection
achieved using the baseline language model (%).

Word acc. || Recall | Precision | F-measure
LECI1 39.2 37.2 59.1 45.7
LEC2 37.3 36.1 66.2 46.7
LEC3 57.7 56.4 82.4 67.0
LEC4 60.1 49.6 71.9 58.7
Avg. 474 45.0 69.1 54.5

Table 3: Results of speech recognition and keyword detection

by Global Adaptation (GA) (%).

Word acc. || Recall | Precision | F-measure
LEC1 41.1 50.6 65.9 57.2
LEC2 38.7 49.8 71.6 58.7
LEC3 59.8 65.8 83.1 73.4
LEC4 61.4 57.1 74.4 64.6
Avg. 49.0 55.5 72.8 63.0

ers. We used 25 dimensional acoustic features: 12 dimension
MFCC, 12 AMFCC, and A power. Cepstral Mean Subtrac-
tion (CMS) was used to filter each utterance. We used left-
to-right 3-state triphone HMMs, which have 3000 states and
16 mixtures per state, and used HTK [19] as the training tool.
We also conducted unsupervised adaptation by using the MLLR
method [20]. As adaptation data, we used the opening 10 min-
utes speech of collected classes. The number of regression
classes was 64. MLLR adaptation is expected to change the
acoustic model parameters to fit the speaker or noises in the
test set. We used Julius, an open-source real-time large vo-
cabulary speech recognition engine, as the decoder [21]. We
evaluated the recognition results in terms of word accuracy. We
evaluated the keyword detection in terms of recall and precision
rates, which are important for evaluating retrieval performance.
In the evaluation of keyword detection, we compared the begin-
ning time ¢; of a keyword in the recognition result with that in
the reference, t2. When the difference between ¢; and to was
less than 500 ms, we assumed that the keyword was correctly
recognized.

4.2. Results

First, we investigated the initial language model and the initial
acoustic model performance. The average recognition accuracy
was 41.9%, the keyword recall was 36.8%, and the keyword
precision was 62.6%. The recognition results achieved by using
the acoustic model adapted by unsupervised MLLR are given
in Table 2. The average recognition accuracy was 47.4%, the
keyword recall was 45.0%, and precision was 69.1%. In all the
following experiments, we used the acoustic models adapted by
MLLR.

Next, we investigated the efficiency of Global Adaptation
(GA). The relationship between the weight w and the recog-
nition rate is shown in Figure 2. We found that the recognition
rate was not much influenced by the change of w; value. Ac-
cording to these results, we set the value of w; to 20. The results
obtained using GA are presented in Table 3. The average word
error rate was reduced by 3.0%. The average error rates for re-
call and precision of keyword detection were also reduced by
19.1% and 12.0%, respectively. These results indicate that GA
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Figure 2: Relationship between the weight w; and recognition
performance.

Table 4: The effect of the expansion of the vocabulary by Global
Adaptation (GA).

LM Dictionary Acc FM PP (0]0)%
Baseline | Baseline 47.4% | 54.5% | 167.5 | 4.3%
Baseline | Extended 47.8% | 552% | 167.5 | 3.4%
GA Extended 49.0% | 63.0% | 161.7 | 3.4%

was effective for speech recognition and keyword detection.

In GA, the words included in the slides were added to the
recognition dictionary. In order to investigate the effect of vo-
cabulary expansion, we performed an experiment in which we
used the baseline language model and the extended dictionary.
The recognition results, the perplexities, and the OOV rates are
shown in Table 4. The obtained results indicate that the ef-
fectiveness of GA was the result of both the expansion of the
vocabulary and the change of the statistical parameters of the
language models.

Finally, we evaluated the effectiveness of Local Adaptation
(LA). The relationship between the weight w2 and recognition
performance is presented in Figure 3. The recognition accuracy
was not much influenced by w2, so we set it to 9,000. The
recognition results are listed in Table 5. While the recognition
accuracy was not much changed from the results obtained by
GA, the keyword detection rate was significantly improved. The
keyword F-measure error rate was reduced by 2.4% on average.
Thus we confirmed the effectiveness of the proposed dynamic
language model adaptation method for keyword detection.

The results shown in Table 5 indicate that the effectiveness
of LA was not the same for all lectures. While in LEC1 and
LEC2, the error rate of keyword F-measure was reduced by
3.8%, that was only reduced by 1.2% in LEC3 and LEC4. In
the case of LEC3, this difference might be due to the fact that
the times of slide presentations was particularly short compared
to those in the other lectures (Table 1). When slides were not
presented, the GA model was used to recognize speech. This
means that only a small amount of speech in LEC3 was rec-
ognized with the LA model, and thus LA did not have much
impact as it did in the case of LEC1 and LEC2. In LEC4, the
slides contain a relatively small amount of words or keywords
(Table 1). This might be the reason that the effectiveness of LA
for LEC4 is less than for the other lectures.



Table 5: Results of speech recognition and keyword detection
by Local Adaptation (LA) (%).

Word acc. || Recall | Precision | F-measure
LEC1 41.1 52.5 66.3 58.6
LEC2 38.6 51.9 73.1 60.7
LEC3 594 66.3 83.3 73.8
LEC4 61.2 57.7 74.3 65.0
Avg. 48.8 56.7 73.1 63.9
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Figure 3: Relationship between the weight w2 and recognition
performance (w; = 20).

5. Conclusions and Future Work

We have proposed a dynamic adaptation method of language
modeling that exploits slide information from lecture speech
with temporal information. We evaluated the proposed method
with the speech data of four lecture courses in Japanese. The
results showed the effectiveness of our method, especially for
keyword detection.

In future, we need to collect more lecture data because the
size of our present database is still small for fair evaluation. In
addition, we must investigate more efficient use of slides for
adaptation. We also plan to extend our framework to other con-
tent such as lecture speech in meetings or TV broadcasts.
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