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1 Introduction1.1 De�nition of the Root Finding ProblemLet the log-precision of a rational number x be m if x can be expressed as aratio of two integers < 2m. Let f(x) be an univariate polynomialf(x) = nXi=0 cixiof degree n with each coe�cient ci given within log-precisionm. The root �ndingproblem is: given b, approximate all the roots of f(x) within given log-precision�, where b = m + �. The real root �nding problem is the root �nding problemgiven a polynomial with all real roots.For our model of computation, we assume the algebraic random access ma-chine (RAM) where each arithmetic or logical operation such as addition, sub-traction, multiplication, division, and comparison can be done in one step. Thetime complexity bound of an algorithm is de�ned to be the number of thesesteps of the algebraic RAM. We de�ne space complexity as the number of mem-ory locations used, where we can store a single rational number in each memorylocation.1.2 Application of the Real Root Problem: the SymmetricEigenvalue ProblemThe real root problem has many applications, and one of the most importantof these is the symmetric eigenvalue problem : given a symmetric matrix, �ndall the eigenvalues; which are all real in this case. The real eigenvalues are usedfor many engineering and scienti�c applications, including vibration analysis instructures, stability analysis, etc. The eigenvalues are the roots of the character-istic polynomial of the matrix. Many large matrices occurring in practice havea special structure which allow the characteristic polynomial to be computedquickly, for example1. dense structured matrices (e.g. Toeplitz and bounded displacement rankmatrices), with O(n2 logn log logn) algorithms (see Pan [Pa 90]),2. sparse with O(n2 log2 n) algorithms (see Canny, Kaltofen and Laksman[CKL 89])3. tridiagonal or banded. 2



The symmetric tridiagonal matrix eigenvalue problem is the problem of �nd-ing all the eigenvalues of an n � n symmetric tridiagonal matrixA = 26666666666664 b1 a2 0 0 : : : 0 0 0a2 b2 a3 0 : : : 0 0 00 a3 b3 a4 : : : 0 0 0... . . . . . .. . . . . .0 an�1 bn�1 an0 : : : 0 an bn 37777777777775 :The real roots problem has an e�cient reduction to and from the symmetrictridiagonalmatrix eigenvalue problem, which has been attributed to Hald [H 76]and described in [KM 86, BP 91, BP 92, BG 92] and also by J�aJ�a [J 92], p428,homework 8.37. (This relationship is well-known among numerical analysts andthey are encountered in di�erent computational problems as inverse eigenvalueproblems, orthogonal polynomials, Sturm sequences, three-term recurrences,Euclidean scheme and Lanczos algorithm.) This reduction from the symmetrictridiagonal matrix eigenvalue problem for the above matrix A to the real rootsproblem requires us to compute the characteristic polynomial det (�I � A).We sketch here this e�cient reduction, with arithmetic cost O(n log2 n). Foreach i = 1; : : : ; n let pi(�) = det (�I � A(i)), where A(i) is the i � i submatrixconsisting of the �rst i rows and the �rst i columns. Note that p0(�) = 1;p1(�) = ��b1; and pi(�) = (��bi)pi�1(�)�a2i pi�2(�): This recurrence equation(see J�aJ�a [J 92]) can be solved for pn(�) =det (�I �A) within arithmetic workO(n log2 n), or in parallel time O(log2 n) using O(n logn) processors.(The reverse reduction of the polynomial root-�nding problem for a polyno-mial f(x) to the symmetric tridiagonal matrix eigenvalue problem, performedby means of the Euclidean remainder scheme, can be found in Hald [H 76]. Thisreverse reduction is used also in [BP 91, BP 92, BG 92], and shown to haveBoolean cost O(M (n)M (nm) logn). The arithmetic cost for this reduction iseasily be seen to be O(n log2 n). The Euclidean scheme can be applied to f(x)and f 0(x) or equivalently, to f(x) and g(x) where f 0(xi)g(xi) > 0, f(xi) = 0.The computation of this reduction can be performed by means of the "quotient-tree" procedure of [BT 90] (sect. 8.1), in fact the 2� 2 matrices si yield all thequotients and the leading coe�cients of the remainders, i.e., the entries of thetridiagonal. Recovering the coe�cients of the polynomial, given the entries ofthe matrix is described in [BP 91, BP 92, BG 92] (comments after algorithm3.1.) and this problem can be equivalently solved by means of the technique of[KM 86].) 3



1.3 History of the Root Problem and Previous Work inthe Arithmetic ModelThe problem of root �nding is a classical problem, dating at least to the era ofthe Greeks, with modern applications in many areas of science and engineering.The fundamental theorem of algebra states that every polynomial of degreen over the �eld of complex numbers has n roots. The �rst rigorous construc-tive proof of the fundamental theorem of algebra, which can be viewed as analgorithm for the root problem with a correctness proof, is due to Lehmer in1961. Gargantini and Henrici [GH 72] gave an O(n3b) arithmetic time algo-rithm. The seminal work of Sch�onhage [S 82] gave a description and analysisof many techniques for root �nding, with detailed precision analysis in the bitcomplexity model. Since then, there has been some progress toward preciselybounding the arithmetic complexity of the root problem. Let b = m + �. Al-though the algorithm of Sch�onhage [S 82] was not analyzed in the arithmeticmodel, it can be seen to require O(n2 logO(1)(bn)) arithmetic operations, whichis O(n2 logO(1) n) in the case of precision b � nO(1). Renegar [R 87] gave aO((n + log b)n2 logn) arithmetic time algorithm, which is O(n3 logn) in thecase of precision b � nO(1), but is an improvement in the case of extremelylarge (super-polynomial) precision. Pan [P 87] gave an O(n2 log b logn) arith-metic time algorithm based in part on the methods of Sch�onhage, which is thebest known bound for the sequential arithmetic complexity of the root problem.Pan [P 89] recently investigated the complexity of the real root problem in thearithmetic model, achieving processor bounds n2 with O(log2 n(log2 n+ log b))parallel time, but no improvement on his previous sequential bounds for the gen-eral root problem. Ben-Or and Tiwari [BT 90] investigated the bit complexityof the real root problem. Bini and Pan [BP 91, BP 92] recently developed ane�cient algorithm (which they view as a matrix reformulation of the Ben-Orand Tiwari [BT 90] algorithm) for the symmetric tridiagonal matrix eigenvalueproblem, which has arithemetic time cost O(n log2 n log2 b): Using the known ef-�cient reduction from the real root problem to the symmetric tridiagonal matrixeigenvalue problem describe in Subsection 1.2, their resulting real root algo-rithm has the same arithemetic time cost of O(n log2 n log2 b); thus has timebound O(n log4 n) in the case of precision b � nO(1). In contrast, our realroot algorithm has arithmetic time cost of O(n log2 n(logn + log b)) and thusO(n log3 n) in the case of precision b � nO(1). See the Conclusion (section 13)of our paper for a discussion of the Boolean complexity of these algorithms.1.4 Techniques used to Solve Root ProblemsThe following technical de�nitions will be of use in the discussion of root �ndingtechniques below. For any �xed �; 0 < � < 1=2, an interval [s; s0] on the realline is an �-splitting interval for the roots of f(x) if the interval [s; s0] contains4



exactly i roots of f(x), for some i; where�n � i � (1 � �)n:(See Figure 1). The �-splitting is balanced if � is a constant independent of n.For any real �; �; � > 0, an intervalI = [�� �; �+ �]is �-isolated with respect to the roots of f(x) if the larger interval[�� (1 + �)�; � + (1 + �)�]has no further roots of f(x) other than those contained already in I (See Figure2). An interval is well isolated if it is �-isolated, for � � 
(1=n) and is highlyisolated if it is �-isolated, for � � 
(1).The techniques used in root �nding algorithms (also see the recent text ofMignotte [M 92] for an excellent survey) are:1. Sturm de�ned in 1829 a sequence of polynomials known as the Sturmsequence, which can be used for counting the number of roots on intervalof the real line. In 1988, Ben-Or, Feig, Kozen and Tiwari [BFK 86]showed that given a polynomial of all n real roots, a Sturm sequence canbe used to �nd a point on the real line that gives a balanced splitting of theroots into sets whose size is a constant fraction of n. In particular, theyfound a 1=4-splitting interval. This gave them a divide and conquer NCalgorithm for the real root problem. Ben-Or and Tiwari [BT 90] gave ane�cient implementation of this parallel algorithm for the real root problemin the bit complexity model. Subsequently, Ne� [N 90] generalized thistechnique to �nd all the roots in NC in the case where the polynomialhas complex roots.2. Geometric techniques for search and exclusion on the complex plane weredeveloped by Lehmer and Weyl (see [H 70]) and require analytic map-pings (such as translation, deation and inversion) on the variable of apolynomial which can be e�ciently computed by reduction to convolutionand thus FFT.3. A method due to Turin in 1968 [T 68, T 75, T 84] can be used to deter-mine approximations to the magnitudes of all the roots of a polynomial.Sch�onhage [S 82] gave an e�cient implementation of Turin's method.4. Sch�onhage [S 82] developed e�cient techniques based on the method ofTurin for �nding a well isolated interval (which, however, may not be anontrivial splitting interval). Pan [P 89] gave an algorithm, requiring atleast quadratic time, for �nding a well isolated, balanced splitting interval.5



5. An algorithm known as Grae�'s Method,(see [H 70]) but which is actuallydue to Dandelin, 1826, can be used to separate the roots by repeatedpowering while still maintaining the same degree. Grae�'s Method canbe used to �nd a highly isolated splitting interval. After the roots aredetermined in the powered polynomial then the roots must be extractedfor the original polynomial, requiring 2n root proximity tests.6. Turin's method [T 68, T 75, T 84] can also be used to determine if agiven point is in the proximity of a root. This method requires at leastquadratic time to determine which of 2n points are in the proximity of nroots.7. It was shown in the early 1800s (also see Henrici [H 74]) that the Cauchycontour integration formula gives the power sums of the roots within theintegration contour. Sch�onhage [S 82] showed that if the roots are highlyisolated and thus su�ciently far from the contour, then the contour in-tegration can be done by reduction to DFT. This gives a relatively lowprecision approximation to the power sums. (Also, even if the roots arenot su�ciently far from the contour, the contour integration can still bedone within appropriate accuracy by careful choice of the discrete pointsused to approximate the contour integral; see Ben-Or, Feig, Kozen andTiwari [BFK 86], and Ne� [N 90].)8. The coe�cients of a factored polynomial can be e�ciently determinedfrom the power sums by use of a triangular Toeplitz linear system knownas Newton's identities. Thus a polynomial can be split into two factorpolynomials by Cauchy contour integration followed by solution of a tri-angular Toeplitz system.9. Newton's iteration method for �nding a root within high accuracy from anapproximation with low accuracy was analyzed in the average case in theworks of Smale [S 81, S 85, S 86] and Shube, Smale [SS 85, SS 86], andcan be e�ciently applied to improve the precision of approximations to allroots by use of multipoint evaluation. Also, Newton's iteration methodwas used by Sch�onhage [S 82] to exponentially improve the accuracy ofpolynomial splitting.1.5 Organization of this paperSection 1, the introduction, de�nes the root �nding problem, discusses relatedhistory and previous work, looks at application to the symmetric eigenvalueproblem, and examines techniques used to solve root problems. Section 2 sum-marizes our real root algorithm. Section 3 presents some preliminary resultsfor arithmetic on polynomials, translation, deation, and inversion operationson polynomials, reduction to simpli�ed root �nding problems, bounds on roots6



(root separation), and bounded precision polynomial approximation. Section4 deals with Sturm sequences and root isolation, while sections 5 and 6 dealwith approximating the magnitudes of all the roots and �nding a well-isolated�-splitting interval, respectively. Section 7 discusses obtaining a highly isolatedinterval by polynomial powering, while section 8 discusses FFT approximationsto contour integrals. Section 9 describes polynomial splitting using the New-ton identities. Section 10 deals with high accuracy calculations using Newtoniteration, speci�cally polynomial splitting and improving the accuracy of rootapproximations. Section 11 discusses fast root proximity veri�cation. Section12 describes an application of the real root problem: the symmetric eigenvalueproblem in sparse and structured matrices. Finally, sections 13 and 14 are theconclusion and acknowledgments.2 Summary of Our Real Root AlgorithmWe will use all the above techniques for our real root �nding algorithm.In the following, we assume the input polynomial has degree n, with eachcoe�cient given within log-precision m, and we wish to approximate all theroots within given log-precision �.Our main result isTheorem 2.1 There is an algorithm for the real root problem which has arith-metic time cost O(n log2 n(logn+log b); where b = m+�; using arithmetic stepswith log-precision � = O(n(�+m+ n)):Proof :Will use all the above techniques for our Real Root Algorithm. Because ofthe large number of details of our Real Root Algorithm, will present it in threestages of increasing detail and complexity.A Naive Version of our Real Root Algorithm is summarized below:INPUT A monic polynomial f(x) with degree n and log-precision m.OUTPUT A set S of n rationals approximating the roots of f(x) withinlog-precision �.Goal: Split polynomial f(x) = f1(x)f2(x) into factors f1(x); f2(x) wheredeg(f1(x)) � �n;deg(f2(x)) � (1 � �)n;for constant �; 0 < � < 1We will use log-precision � = O(n(�+m + n)):1. Get high accuracy approximation to factors f1(x); f2(x) with error � 2��.7



2. recursively factor f1(x)f2(x), with error � 2��.In fact we do not actually split f(x), and instead recursively split a relatedpolynomial f̂(y); and then recover the roots of f(x) from the roots of f̂ (y): Weoutline our slighly more detailed our real root algorithm below.Outline of Our Real Root AlgorithmINPUT A monic polynomial f(x) with degree n and log-precision m.OUTPUT A set S of n rationals approximating the roots of f(x) withinlog-precision �.We will use log-precision � = O(n(�+m + n)):1. Eliminate any multiple zeros.2. Construct from f(x) a poly f̂(y) of deg n with highly isolated balancedsplitting interval Î :3. Get high accuracy approximation to factors f̂1(y); f̂2(y) of f̂ (y) = f̂1(y)f̂2(y)with deg(f̂1(y)); deg(f̂2(y)) both bounded by n5=6.4. Recursively approximate factor f̂1(y); f̂2(y); giving set S0 of n high accu-racy approx roots of f̂(y):5. From S0, using our fast root proximity tests, construct a set S of n highaccuracy approximates to the roots of f(x):We now outline the operations of Step [2]: Finding a highly isolated balancedsplitting interval Î:[2.1] Approximate magnitudes of all roots of f(x) by Turin's method.[2.2]Compute the Sturm sequence and sign sequence, so we can count rootson real intervals fast.[2.3] Find a 1=4-splitting point using a improved algorithm.[2.4]Find a well isolated balanced splitting interval I, again using our im-proved algorithm.[2.5]Use Grae�'s method to construct a poly f̂ (y) deg n with highly isolatedbalanced splitting interval Î :[2.6]Compute by the Sturm sequence method the number n0 of roots of f̂ (y)within Î.Note:Steps [2.3] and [2.4] use our improved O(n log2 n) time algorithms, and thesesteps and the �nal step [5] require our fast root proximity tests (This improveson previous quadratic time algorithms of [Pan,89]).We next outline the operations of Step [3]: Get high accuracy approx tofactors f̂1(y); f̂2(y) of f̂ (y):[3.1]Do Cauchy contour integration via FFT, using highly isolated balancedsplitting interval Î: 8



[3.2]Solve NewtonUs equation which is a triangular Toeplitz system. Thisgives approx coef of factors of f̂ (y) within error � 2n=(1 + �)n:[3.3]Using Newton Iterations, Get high accuracy approximations to factorsof f̂ (y) within error � 2�� .We give further details of our real root algorithm below. (Note we haverenumbered the steps of algorithm, so the steps are in sequence.) The corre-sponding sections give detailed description and proof of each step. All calcula-tions are to be made using log-precision � = O(n(�+m+ n)):INPUT A monic polynomial f(x) with degree n and log-precision m.OUTPUT A set S of n rationals approximating the roots of f(x) withinlog-precision �.1. Eliminate any multiple zeros, by computingf(x)gcd(f(x); f 0(x))in time O(n log2 n) by applying Lemmas 3.1 and 3.2 and replacing f(x)with this new polynomial, which has the same distinct roots as f(x), butno multiple roots. Reassign n to be the degree of the new f(x). (SeeSubsection 3.3)2. A real point s is a 1=4-splitting point if s is between the ith and i + 1throots for some n=4 � i � 3n=4:Find a 1=4-splitting point for the roots of f(x) guaranteed by Lemma4.4 in time O(n log2 n). Here we �rst compute the Sturm sequence intime O(n log2 n) by Lemma 4.1. Then we determine of the sign sequenceof the Sturm sequence, which is computable by multipoint evaluation intime O(n log2 n) (Lemma 3.2). Then we apply Lemma 4.5 using O(logn)stages of binary search to determine the 1=4-splitting point from the lin-ear coe�cients of the Sturm sequence of f(x) At each stage we use theprecomputed sign sequence of the Sturm sequence (described in Lemma4.2) to count the number of roots within an interval. Thus each stagetakes O(n) time. The total time for all O(logn) stages and includingprecomputation, is O(n log2 n).3. Approximate the magnitudes of all the roots by Turin's method in timeO(n log2 n) by applying Lemma 5.1. This determines the magnitude ofeach root ri of f(x) to be within an interval[ri=(1� 1nO(1) ); ri(1 + 1nO(1) )]:9



4. Find a well isolated 1=6-splitting interval I, using the previously computed1=4-splitting point and the approximate magnitudes of all the roots. Herewe use our improved O(n log2 n) time algorithm given by Lemma 6.1(improving on the previous more than quadratic time algorithm of Pan[P 89]).5. Use Grae�'s method to construct in time O(n log2 n) a polynomial f̂ (y)of degree n with a highly isolated 1=6-splitting interval Î: f̂ (y) is con-structed by � = O(logn) stages of polynomial multiplication described inLemma 7.1 requiring O(n logn) time per multiplication stage by Lemma3.1. The variable transformation�(x) = yinvolves various scalar calculations including reciprocals and taking 2�-thpowers of scalars.6. Compute by the Sturm sequence method the number n0 of roots of f̂ (y)within Î .7. Let � be the circle of diameter length(Î ) on the complex plane intersectingthe real line at the end points of the interval Î : For each k = 1; : : : ; n0,approximately evaluate the (complex) Cauchy contour integral:sk = 12�p�1 Zz2� zk f̂ (y)0f̂ (y) dygiving an approximation to the k-th power sum sk of the roots of f̂ (y):To approximately evaluate the integral, shift and deate the polynomialf̂ (y) by the variable mappingy 7! (y � center(Î))=radius(Î)so the resulting mapped interval is now [�1; 1]. This requires timeO(n logn)by Lemmas 3.3, 3.4 and 3.5. Then evaluate the Cauchy contour integralof the transformed polynomial at the nth roots of unity, using a FFT inO(n logn) time. By Lemma 8.1 the error is� 2n=(1 + �)n;for some constant � > 0.8. Using the Newton Identities given in Lemma 9.1 construct a triangularToeplitz system relating the power sums of the n0 roots of f̂ (y) withinthe interval Î and the coe�cients of a monic polynomial with these same10



n0 roots. Solve this triangular Toeplitz system in time O(n logn), thusdetermining approximate factor polynomial f̂1(y) andf̂2(y) = f̂ (y)=f̂1(y)where deg(f̂1(y)) � n=6;deg(f̂2(y)) � n5=6;with coe�cient error between f̂(y) and f̂1(y)f̂2(y) at most 2n=(1 + �)n:9. Using O(log�) stages (where � = O(n(�+m+n))) of Newton's Iterationmethod (Lemma 10.1), compute a high accuracy polynomial splitting toexponentially improve the accuracy of the previous low accuracy poly-nomial splitting. This yields approximate factor polynomials f̂1(y); f̂2(y)where deg(f̂1(y)) � n=6;deg(f̂2(y)) � n5=6;and the error between the coe�cients of f̂ (y) and f̂1(y)f̂2(y) is at most2�� . Each stage requires polynomial multiplication and division takingtime O(n logn) by Lemma 3.1. Therefore, the total time isO(n logn log�) = O(n logn log(�+m+ n))assuming all calculations are made using log-precision� = O(n(�+m+ n)):10. Apply our Real Root Algorithm recursively on polynomials f̂1(y); f̂2(y),�nding high accuracy approximations to the n roots r̂1; : : : ; r̂n of f̂1(y)and f̂2(y) which di�er from the roots of f̂1(y) by at most 2��.11. Compute in O(n logn) time the setŜ = n[i=1f��1(~ri)gof at most 2n rational points, containing a n size subsetS = f~r1; : : : ; ~rng]consisting of high accuracy approximations to the n roots fr1; : : : ; rng off(x), which di�er from the roots of f(x) by at most 2�� . The inversevariable transformation ��1(y) involves taking 2�-th roots. Since there11



can be two possible real 2�-th roots of a real number, Ŝ contains at most2n points. Each such scalar root computation can be done by � = O(logn)stages of taking square roots, which requires O(logn) time since squareroot is considered a basic operation in the arithmetic model of computa-tion.12. Find and output a set S of high accuracy approximations to the n rootsof f(x) by evaluating f(x) at each point x 2 Ŝ, and testing if f(x) is suf-�ciently small, say < 2�
(�): This can be done by a multipoint evaluationalgorithm (stated in Lemma 3.2) in time O(n log2 n) (improving on theprevious more than quadratic time root proximity test of Pan [P 87, P 89]based on Turin's test). We prove the correctness of our surprisingly simpleroot proximity veri�cation test in Theorem 11.1.Note that computing the 2�-th roots in step 11 requires an additive term ofO(�) = O(logn)further log-precision. Our algorithm will recurse at most O(logn) levels, thusrequiring us to increase the required log-precision of calculations in the overallreal root �nding algorithm by an additive factor of only O(log2 n).In addition to the above comment, the extensive precision analysis of Sch�onhage[S 82], Ben-Or, Feig, Kozen and Tiwari, [BFK 86] as stated by Lemmas 3.8,3.9, limit the required precision of all calculations made by our algorithm tolog-precision � = O(n(�+m+ n)):We have shown in the steps above that each recursive decomposition of apolynomial of degree n requires time at mostO(n(logn)(logn+ log�)) � O(n(logn)(logn + log b));where b = m+ �; sincelog� � O(log(n(� +m + n))) � O(logn + log(n2(� +m))) � O(logn+ log b):Thus, a recurrence equation for the arithmetic time complexity is:T (n) � T (n0) + T (n� n0) + O(n logn(logn+ log b));where n=6 � n0 � n5=6;and T (1) = O(1). Thus,T (n) � O(n log2 n(logn+ log b));proving our main Theorem 2.1.By the known e�cient reduction from the symmetric tridiagonal eigenvalueproblem to the real root problem described in Subsection 1.2,12



Corollary 2.1 There is an algorithm for the symmetric tridiagonal eigenvalueproblem which has arithmetic time cost O(n log2 n(logn+log b); where b = m+�;using arithmetic steps with log-precision� = O(n(�+m+ n)):3 Preliminary Results3.1 Arithmetic on PolynomialsAll the polynomials considered in this paper are assumed univariate unless oth-erwise indicated. The following are well known results (see [AHU 74])Lemma 3.1 There is an O(n logn) time algorithm for multiplication and divi-sion of two polynomials.Lemma 3.2 There is an O(n log2 n) time algorithm for computing the n pointevaluation and also greatest common divisor(gcd) of two polynomials.3.2 Translation, Deation and Inversion Operations onPolynomialsThere are e�cient algorithms for analytic mappings such as translation, dea-tion, inversion, etc. of a polynomial. These will be used in our root �ndingalgorithm. Let f(x) be a polynomial of degree n. In each of these operations wewish to compute, without loss of precision, the coe�cients of the new polynomialgiven the coe�cients of the original polynomial.Lemma 3.3 There is an O(n logn) time algorithm for the variable translationmapping x 7! x� �;for real �, resulting in translated polynomialg(y) = f(y � �):Lemma 3.4 There is an O(n) time algorithm for the variable deation map-ping x 7! x=�, for real �, resulting in polynomial g(y) = f(y=�):Lemma 3.5 There is an O(n) time algorithm for the variable inversion map-ping x 7! 1=x;for real �, resulting in translated polynomialg(y) = ynf(1=y):13



3.3 Reduction to Simpli�ed Root Finding ProblemsHere we review classical techniques for reduction to simpli�ed root �nding prob-lems. A polynomial f(x) is monic if its highest order coe�cient is 1, so it canbe written nYi=1(x� ri)where the ri are the roots. Obviously, any polynomial can be made monic bydividing out the highest order coe�cient without altering the roots. Also, anypolynomial with rational coe�cients can obviously be made into a polynomialwith integer coe�cients by simply multiplying the denominators of the rationalcoe�cients.Given a univariate polynomial f(x) of degree n with complex coe�cients, wecan construct a polynomial f(x)f�(x) (where the coe�cients of f�(x) are thecomplex conjugates of the coe�cients of f(x)) of degree 2n with real coe�cientscontaining all the roots of f(x), thus e�ciently reducing the problem of root�nding in complex polynomials to the problem of root �nding in polynomialswith real coe�cients.A simple root r of a polynomial f(x) is a root with no multiplicity. Given anunivariate polynomial f(x) of degree n with n0 distinct zeros, we can constructa polynomial f(x)gcd(f(x); f 0(x))with exactly the same distinct n0 roots but no multiplicities, thus e�cientlyreducing the problem of root �nding in polynomials with multiple roots to theproblem of root �nding in polynomials with only simple roots.Thus, throughout this paper we generally assume the given polynomial f(x)is monic and has only integer coe�cients and simple roots, sayr1 < r2 < : : : < rn:3.4 Bounds on Roots: Root SeparationThe root separation of a polynomial is the minimum distance between any twodistinct roots. Mahler,1964 proves:Lemma 3.6 The minimum root separation of a polynomial of degree n andcoe�cient log-precision m is lower bounded byp3n�(n+2)=22�m(n�1) � 2�(2n logn+mn):Cauchy in 1929 (see Householder, 1970 [H 70]) showed thatLemma 3.7 Given a polynomial with coe�cient log-precision m, the maximummagnitude of any root is � 2m. 14



3.5 Bounded Precision Polynomial ApproximationLet ~f (x) be an approximation of f(x) up to log-precision �, that is, the coe�-cients of ~f (x) di�er from the coe�cients of f(x) by at most 2��, where� = O(n(�+m+ n)):The following can be proven using the fact that a polynomial with real coe�-cients has roots which are either real or complex conjugate pairs.Lemma 3.8 (Householder,1970 [H 70], [BFK 86]) The roots of ~f (x) di�erfrom the roots of f(x) by at most 2��.Lemma 3.9 (Householder,1970 [H 70], [BFK 86]) If the minimum root sep-aration of f(x) is > 2�� and f(x) has all distinct real roots, then so does ~f (x).The following Lemmas are due to Sch�onhage [S 82], and Ben-Or, Feig,Kozen and Tiwari, 1986 [BFK 86].Lemma 3.10 Given a monic polynomial f(x) of degree n with coe�cient log-precision m, and suppose f1(x); : : : ; fn(x) are monic polynomials such that thepolynomial f(x) � nYi=1 fi(x)has degree n � 1 and coe�cient log-precision � = n(m + � + 2 logn + 4), thenf1(x); : : : ; fn(x) need to have at most coe�cient log-precision nm.Lemma 3.11 Given a monic polynomial f(x) of degree n with coe�cient log-precision m, and suppose f1(x); : : : ; fn(x) are the approximate linear factors off(x) using log-precision O(n(logn+m+ �)), then the coe�cient size off(x) � nYi=1 fi(x)is < 2��:In this paper we are mostly interested in the arithmetic complexity but we donot ignore the bit complexity. These above results limit the required precisionall calculations need to be made to log-precision � = O(n(�+m + n)):4 Sturm sequences and Root IsolationRecall the following de�nitions: For any �; 0 < � < 1=2, an interval [s; s0] onthe real line is an �-splitting interval for the roots of f(x) if the interval [s; s0]15



contains exactly i roots of f(x), for some i; where �n � i � (1� �)n (see Figure1). The �-splitting is balanced if � is constant.A Sturm sequence of polynomials f0(x); f1(x) is the sequence of polynomialsf0(x); f1(x); : : : ; fk(x)where for i = 1; 2; : : :k � 1;fi+1(x) = qi(x)fi(x)� fi�1(x);the qi(x) are linear, and fk(x) is constant. Sturm de�ned this sequence in 1829.See [BP 60] for a survey on Sturm sequences.The (standard) Sturm sequence of polynomialf(x) is de�ned to be the Sturmsequence of f(x) = f0(x); f 0(x) = f1(x):Since f 0(x) has degree n � 1, the Sturm sequence of f(x) has length k = n.Note that the Sturm sequence of f0(x); f1(x) is similar to the remaindersequence generated by the Euclidean algorithm for the gcd(f0(x); f1(x)) exceptthat in the case of the Sturm sequence, fi+1(x) is the negative of the remain-der of the division of fi�1(x) by fi(x). Therefore, by simple modi�cation (seeSchwartz [Sc 80] for details) of the usual HGCD algorithms (see [AHU 74])used to compute gcd,Lemma 4.1 The Sturm sequence can be computed in time O(n log2 n).Note: The precision required of the Sturm sequence as de�ned above can bequite high; but this can be easily remedied by use of additional indeterminants aslinear factors, yielding a Sturm sequence computation requiring lower precision;see Collins [C 66] and [BFK 86] and also Ben-Or and Tiwari [BT 90] fordetails.The applications of Sturm sequences use the following lemma, attributedto Rolle; see Marden, 1966 [M 66], Collins and Loos [CL 82], and Mignotte[M 92]:Lemma 4.2 If f(x) has real coe�cients and all roots are real, then the rootsof f 0(x) are all real and they strictly interleave the roots of f(x).For a real a, let Va be the number of sign variations of the Sturm sequencef0(a); f1(a); : : : ; fk(a);that is, the number of times fi(a) � fi+1(a) < 0:The following is proven using the result of Rolle:16



Lemma 4.3 (Jacobson, 1974) For any interval [a; b] of the real line, the numberof real roots in this interval is Va � Vb.Let the zeros of the linear terms qi(x) be orderedyi1 � yi2 � : : : � yikand let the roots of f(x) be orderedr1 < r2 < : : : < rn:For any �xed �; 0 < � < 1=2; a point s on the real line is an �-splitting point forthe roots of f(x) if ri < s < ri+1 for some�n � i � (1 � �)n:Ben-Or, Feig, Kozen and Tiwari [BFK 86] prove the remarkable result that:Lemma 4.4 There is a j such that yij is a 1=4-splitting point for the roots off(x)Using a binary search of O(logn) stages on the sequenceyi1 � yi2 � : : : � yikand applying Lemma 4.3 to count the number of roots of f(x) in the appropriateinterval considered at each stage of this binary search, we getLemma 4.5 There is an O(n log2 n) algorithm for �nding a 1=4-splitting pointfor the roots of f(x).5 Approximating The Magnitudes Of All theRootsA method due to Turin in 1968 [T 68, T 75, T 84] can be used to determineapproximations to the magnitudes of all the roots of a polynomial. Sch�onhage[S 82] describes an algorithm which uses Turin's method to approximating themagnitudes of all the roots by a certain ratio. This algorithm takes an inputa polynomial f(x) of degree n, and for each root r of f(x), determines themagnitude of r to be within an interval [L;U ], whereU=(2n) � 2nL:Pan [P 89] shows this algorithm takes O(n logn) time using a reduction to 2Dconvex hull, for which there are many known O(n logn) time algorithms[PS 85].Pan [P 87] observes that g = O(log(log(2n)= log(1 � 2))) iterations of Gra-e�'s method (which is a technique involving polynomial powering described inSection 7) improves these root bounds to ratio (1 + ). Since for  = 1=nO(1),g = O(logn), this gives the following result:17



Lemma 5.1 Given a polynomial of degree n, there is a O(n log2 n) algorithmwhich, for all i = 1; : : :n, determines the magnitude of each root ri of f(x) tobe within an interval [Li; Ui], whereUi � Li(1 + );for  = 1=nO(1).6 Finding A Well-Isolated �-Splitting IntervalRecall the following de�nitions: For any real �; �; � > 0, an interval I = [���; �+ �] is �-isolated with respect to the roots of f(x) if the larger interval[�� (1 + �)�; � + (1 + �)�]has no further roots of f(x) other than those contained already in I (see Figure2). An interval is well isolated if it is �-isolated, for � � 
(1=n) and is highlyisolated if it is �-isolated, for � � 
(1). The following is an improvementof Pan's [P 89] quadratic time algorithm for �nding a well isolated balancedsplitting interval.Lemma 6.1 There is an O(n log2 n) algorithm given a 1=4-splitting point, for�nding a �-isolated 1=6-splitting interval for the n real roots of f(x), where� = 2=((1 + �)n); for any constant � > 0.Proof : Let r1 < r2 < : : : < rn be the roots of f(x). Let  = ln(1 + �)=n;where ln is the natural logorithm. Compute by Lemma 4.4 a rational s whichis a 1=4-splitting point for the roots of f(x). Construct the shifted polynomialg(y) = f(y � s):(Note: the purpose of shifting by s is to insure the root distances are determinedfrom s rather than 0. Also, note that it su�ces for us to �nd a splitting intervalfor the shifted polynomial g(y), since for any interval containing k roots of g(y)the corresponding interval shifted by s contains k roots of f(x).) Compute byLemma 5.1 the approximate root magnitudes of g(y), giving for each i = 1; : : :n;a lower bound Li and upper bound Ui = Li(1 + ) of the distance from s ofeach root ri of f(x) : Li � jri � sj � Ui;with L1 � L2 � : : : � Ln:Let U0 = 0. We will consider the gaps between consecutive bounding intervalsfor the roots of g(y). We de�ne gap i to be the interval [Ui; Li+1] if Li+1 > Ui18



and otherwise the empty interval of length 0. (See Figure 3.) The length of gapi is Gi = max(0; Li+1 � Ui)for 0 � i � n � 1 and let the length of gap n be Gn = 1. We say gap kdominates gaps i; : : : ; j, for i � j, if gap k has the largest length among thesegaps i; : : : ; j.Claim: Suppose for k + 1 � k0, gap k dominates gaps 0; : : : ; k0 � 1, but k0 = nor gap k does not dominate the gap k0: If there are exactly R roots of g(y) ofmagnitude at least Lk+1 and at most Uk0 , where �n � R and � < 1=2; then oneof I+ = [Lk+1; Uk0]; I� = [�Uk0 ;�Lk+1]is a �-isolated �=2-splitting interval for g(y). (See Figure 4a.) If there areexactly R0 roots of g(y) of magnitude at least Lk+1 and at most Un, where�0n � R0 � (1� �0)n and �0 < 1=2; then one ofI0 = [�Uk; Uk0]; I 00 = [�Uk0 ; Uk]is a �-isolated �0=2-splitting interval for g(y), where � = 2=((1 + �)n): (SeeFigure 4b.)Proof : In accordance with the assumptions of the claim, we haveGk � Gifor each i = 0; : : : ; k0� 1. For each i = k+ 1; : : : ; k0� 1, we have the recurrenceequation: Ui+1 � (Ui + Gk)(1 + );giving the boundUk0 � Gk k0Xi=1(1 + )i � nGk(1 + )n � nGk(1 + �)since (1 + )(1=) � eand (1 + )n � (1 + )(1=)(n) � en � 1 + �for  = ln(1 + �)=n. Thus we havejI+j = jI�j � Uk0 � Uk � Uk0 � nGk(1 + �) � Gk=(2�);for � = 2=((1 + �)n), so the intervals I+,I� each have radius � = jI+j=2 =jI�j=2 � Gk=(2�). Also we havejI 0j = jI 00j � 2Uk0 � 2nGk(1 + �) � Gk=�;19



so the intervals I 0,I 00 each have radius �0 = jI 0j=2 = jI 00j=2 � Gk=�, where�0 � �. Hence Gk � ��0; so the intervals[Uk0 ; Uk0 + ��0]; [�Uk0 � ��0;�Uk0 ];[Lk+1 � ��0; Lk+1]; [�Lk+1;�Lk+1 + ��0]contain no roots (see �gures 4a and 4b). Thus each of the intervals I+; I�; I 0; I 00are surrounded by empty intervals of size ��0 � �� containing no roots, so itfollows that each of these intervals are �-isolated. Suppose there are exactly Rroots of magnitude at least Lk+1 and at most Uk0 , where �n � R for � < 1=2:By the pigeon hole principal, either (i) at least R=2 of these R roots are non-negative or (ii) at least R=2 of these R roots are non-positive. If R � (1 � �)n;then one of the intervals I+ or I� has at least R=2 � (�=2)n roots and at mostR � (1 � �)n roots of g(y). Else if R > (1 � �)n; then one of the intervals I+or I� has at least R=2 � (1� �)n=2 roots and (since s is a 1=4-splitting point,both [�1; s] and [s;1] have at most 3n=4 roots each) at most 3n=4 roots ofg(y). Since �=2 � 1�3=4 = 1=4 for � < 1=2; we conclude in either case that oneof the intervals I+ or I� is a �-isolated �=2-splitting interval of g(y).Now suppose there are exactly R0 roots of magnitude at least Lk+1 and atmost Un, for �0n � R0 � (1 � �0)n and �0 < 1=2: By the pigeon hole principal,either (i) at most R0=2 of these R0 roots are non-negative or (ii) at most R0=2 ofthese R0 roots are non-positive. Then one of the intervals I 0 or I 00 has at leastn�R0 � �0n roots and at most R0=2+ (n�R0) = n�R0=2 � (1� �0=2)n roots.Since �0 � 1 � (1 � �0=2) = �0=2; we conclude one of the intervals I 0 or I 00 is a�-isolated �0=2-splitting interval of g(y). This completes the proof of the Claim.We will use the above claim to complete our proof of Lemma 6.1 as follows.Fix a gap k1, for 0 � k1 � b2n=3c, which dominates gaps 0; : : : ; b2n=3c. Let k2be the minimumnumber > b2n=3c such that gap k1 does not dominate the gapk2, but dominates the gaps b2n=3c+1; : : : ; k2�1 (note that if gap k1 dominatesall the gaps b2n=3c + 1; : : : ; n� 1, then k2 = n).CASE 1. Consider the case that k1 � bn=3c. LetI+ = [Lk1+1; Uk2 ]; I� = [�Uk2 ;�Lk1+1]:Since there are R roots of magnitude at least Lk1+1 and at most Uk2 , wheren=3 � R; all the requirements in �rst part of the claim are satis�ed for � = n=3;so either I+ or I� is �-isolated 1=6-splitting interval.CASE 2. Next consider the case that k1 > bn=3c. LetI 0 = [�Uk2 ; Uk1]; I 00 = [�Uk1 ; Uk2 ]:Since there are R0 roots of magnitude at least Lk1+1 and at most Un, wheren=3 � R0 � 2n=3; all the requirements in the second part of the claim aresatis�ed for �0 = n=3; so either I 0 or I 00 is �-isolated 1=6-splitting interval.20



In either case, we can determine which interval to use by applying Lemma4.3.7 Obtaining a Highly Isolated Interval by Poly-nomial PoweringThe following is known as Grae�'s Method, but is actually due to Dandelin,1826. Given a monic polynomial f0(x) =Qni=1(x� ri) of degree n, letfi(x) = fi�1(px) � fi�1(�px)for i > 0. Note that f1(x) = (�1)n nYi=1(x� r2i );so f1(x) has the same degree n but the roots of f1(x) are the squares of theroots of f0(x). Thus, for any i > 0, fi(x) = (�1)niQni=1(x� r2ii ); so fi(x) hasthe same degree n but the roots of fi(x) are the 2ith powers of the roots off0(x).Given a well isolated �-splitting interval I = [� � �; � + �] for the roots off(x), let x = �+ y, and letg0(y) = ynf(�+ 1=y)=f(�)be the monic polynomial of degree n derived from f(x). Let � = � logn, for anyconstant � > 0. Applying Grae�'s Method to g0, we computegi(y) = gi�1(py)gi�1(�py)for i = 1; 2; : : : ; �, resulting in a degree n polynomial f̂ (y) = g�(y) which hasroots which are the 2�th powers of the roots of g0(y). Note that the correspond-ing interval Î for f̂ (y) is �-isolated, �-splitting interval for the roots of f̂ (y).The variable transformation �(x) = y involves scalar calculations includingreciprocals and taking 2�-th powers of scalars.Lemma 7.1 Given well isolated �-splitting interval I for the roots of f(x), forany constant � > 0, there is an O(n log2 n) algorithm for constructing a degreen polynomial f̂ (y) and an interval Î which is a �-isolated �-splitting interval forthe roots of f̂ (y). Furthermore, a set of 2n points containing all the roots off(x) can be obtained by the inverse variable transformation��1(y) = xinvolving scalar calculations including reciprocals and taking 2�-th roots of scalars.21



8 FFT Approximations to Contour IntegralsLet r1; : : : ; rn0 be the real roots of monic polynomial f(x) within the interval I.Let � be a circle on the complex plane of diameter length(I) and such that theendpoints of interval I are on � (see �gures 5a and 5b).The Cauchy formula states that if � is a closed curve on the complex plane,then sk = 12�p�1 Zz2� zk f 0(z)f(z) dzwhere sk = rk1 + : : :+ rkn0is the kth power sum of the roots in I.Sch�onhage [S 82], (also see Pan [P 87]) showsLemma 8.1 If � is the unit disk and interval I is �-isolated, then the integralcan be approximated by the N th roots of unity within error � 2n=(1 + �)N .First shift and deate the polynomial f(x) by the variable mappingx 7! (x� center(I))=radius(I)so the resulting mapped interval is [�1; 1] Then evaluate the Cauchy contourintegral at the roots of unity by a FFT in O(n logn) time, thus giving:Lemma 8.2 Given a degree n polynomial f(x) and an interval I which is a�-isolated interval for the roots of f(x), for a constant � > 0, then in timeO(n logn) the n power sums of the roots of f(x) can all be computed withinprecision � 2n=(1 + �)n:9 Polynomial Splitting Using The Newton Iden-titiesGiven the power sums s1; : : : ; sn of a monic polynomialf(x) = nXi=0 cixi;with cn = 1, the coe�cients of f(x) can be related to the power sums s1; : : : ; snof the roots of f(x) by the following linear system, known as Newton's Identities:2666664 1s1 2s2 s1 3... . . . . . . . . .sn sn�1 : : : s1 n 37777752666664 cn�1cn�2cn�3...c0 3777775 = 2666664 s1s2s3...sn 3777775 :22



Lemma 9.1 Given power sums of a monic polynomial f(x) within precision� 2n=(1 + �)n, we can compute the coe�cients of f(x) within the same orderof accuracy.This linear system is nearly a triangular Toeplitz system, and can be solvedby applying known O(n logn) algorithms [BP 86].Lemma 9.2 Given a degree n polynomial f(x) and an interval I which is a �-isolated �-splitting interval for the roots of f(x), for a constant � > 0; 0 < � < 1,then in time O(n logn), f(x) can be approximately separated into a productg1(x)g2(x) where �n � deg(g1(x));deg(g2(x)) � (1� �)n;and the coe�cient error between f(x) and g1(x)g2(x) is at most 2n=(1 + �)n:10 High Accuracy Calculations Using NewtonIteration10.1 High Accuracy Polynomial Splitting Using NewtonIterationWe will apply the Newton's iteration method developed by Sch�onhage [S 82]to exponentially improve the accuracy of a low accuracy polynomial splitting.Lemma 10.1 Given a degree n polynomial f(x) and an interval I which is a �-isolated �-splitting interval for the roots of f(x), for constants � > 0; 1 > � > 0,and where f(x) is approximately separated into f1(x)f2(x) where�n � deg(f1(x));deg(f2(x)) � (1 � �)n;and coe�cient error between f(x) and f1(x)f2(x) is at most 2n=(1 + �)n, thenin time O(n logn log�), f(x) can be approximately separated as f1(x)f2(x),where �n � deg(f1(x)); deg(f2(x)) � (1� �)n;so that the coe�cient error between f(x) and f1(x)f2(x) is at most 2��.Note that this algorithm requires O(log�) stages, where each stage requirespolynomial multiplication and division taking time O(n logn) by Lemma 3.1.Therefore the total time is O(n logn log�): We can apply this lemma to obtainarbitrarily high precision polynomial splittings.23



10.2 Improving the Accuracy of Root Approximations Us-ing Newton IterationOptionally, we can also apply a Newton's iteration method developed by Sch�onhage[S 82] to exponentially improve the accuracy of low accuracy root approxima-tions.Lemma 10.2 Given a degree n polynomial f(x) with n approximate roots whichhave distance from the roots of at most 1=(1 + �)n for � > 0 then in timeO(n logn log�), we can �nd n approximate roots~r1; : : : ; ~rnwhich have distance from the roots of at most 2��.Note that this algorithm requires O(log�) stages, where each stage requiresn point polynomial evaluation (Lemma 3.2) taking time O(n log2 n). By thismethod however, the total time is O(n log2 n log�):11 Fast Root Proximity Veri�cationNote that there may be two real N -th roots of a real number, for N � 2. Thus,to apply Lemma 7.1, we need a way to test, given a real point, whether itis close to a root of f(x). (see �gure 6.) Pan [P 87, P 89] utilized a costlyproximity test due to Turin requiring 
(n log2 n) time per test, and a total timeof 
(n2 log2 n) time for the 2n tests. The following improves on Turin's test:Theorem 11.1 Let f(x) be a polynomial of degree n with all real roots and withreal coe�cients of log-precision m. Let S be a set of real points where we wishto test which points are within a given su�ciently small distance 2�� of a rootof f(x), where � = O(n(� + n +m)): Then all these tests can be done in timeO(n log2 n).Proof : We reduce the task to multipoint evaluation, for which there areO(n log2 n) time algorithms (Lemma 3.2).Lemma 11.1 Given a polynomial f(x) of degree n with all real roots and coef-�cient log-precision m, if we �nd a real � such that jf(�)j < 2�� , for su�cientlylarge � , then the closest distance �n from � to a root of f(x) is at most 2m��for n = 1 and at most n2n�(��m+n(n+1)=2)=n for n > 1.Proof : For �xed m;� � 1, we show by induction on n that if � is further than�n = n2n�� from a root of f(x) then jf(�)j > 2��n for �1 = � +m � 1 and�n = n� +m� n(n+ 1)=2 for n > 124



(see Figures 7,8).In the base case n = 1, f(x) = c0 + c1x is a linear function with c1 6= 0, sojf 0(x)j = jc1j � 21�m:Thus jf(x)j grows by a rate of at least 2�m, sojf(�)j � jc1j�1 � 2�m21�� � 2��1 ;for �1 = � +m� 1.Now consider an f(x) of arbitrary degree n > 1. Since we have assumedthat f(x) has real coe�cients and all roots are real, by Rolle's result (Lemma4.2), the roots of f 0(x) are all real and they strictly interleave the roots of f(x).Choose r to be the root of f(x) either just below � or just above �, such thatf 0(x) is not zero between � and r. Let I be the interval between � and r, notcontaining r but containing �. Thus, there are at most two roots, say r1; r2 off 0(x) where r1; r2 are not on I but are of distance � �n�1 from a point on I.Let I 0 be the points of I of distance � �n�1 from a root of f 0(x). Note thatjI 0j � �n � 2�n�1 > n2n�� � (n� 1)2 � 2(n�1)��� 2n��(n� (n� 1)) � 2n��:Since f 0(x) has degree n � 1, by the induction hypothesis, jf 0(x)j � 2��n�1for all x 2 I of distance > �n�1 = (n � 1)2n�1�� from r1 or r2. Thusjf(�)j � 2��n�1 jI 0j � (2��n�1 )(2n��) � 2n����n�1 � 2��n ;for �n, requiring �n to satisfy the recurrence equation �n = �n�1 + � � n forn > 1, and �1 = � +m � 1. This gives�n = �1 + nXi=2(� � i) = (� +m � 1) + ((n � 1)� + 1� n(n+ 1)=2)= n� +m� n(n+ 1)=2 for n > 1:12 Application of the Real Root Problem: theSymmetric Eigenvalue Problem in Sparseand Structured MatricesRoot �nding has many applications, and one of the most important of these is�nding the eigenvalues of a matrix. The eigenvalues are the roots of the charac-teristic polynomial of the matrix, which can found by a symbolic computation25



on the determinant. The characteristic polynomial of a matrix A is det(A�I�),where � is an indeterminant.Here consider various such classes of sparse and structured matrices oc-curring in practice which have special structure that allow the characteristicpolynomial to be computed signi�cantly faster than time O(n3). We can applyTheorem 2.1 to e�ciently solve the symmetric eigenvalue problem for theseclasses of matrices. Thus, given e�cient algorithms for the real root problem,we get e�cient algorithms for the symmetric eigenvalue problem for these classesof matrices.Eigenvalues are used in many engineering and scienti�c applications, in-cluding vibration analysis in structures, stability analysis, etc. The symmetriceigenvalue problem is: given a symmetric matrix (or more generally, a Hermitianmatrix), �nd all the eigenvalues; which are all real in this case. Symmetric ma-trices and the corresponding symmetric eigenvalue problems occur naturally andfrequently in applications and in fact most application programs for eigenvaluesare for the symmetric eigenvalue problem. For example in most of the caseswhere the matrices are derived from the solution of discretized PDEs, circuitproblems, structure problems, and in signal processing, the resulting matricesare generally symmetric. Moreover, many large matrices occurring in practicehave a special structure which allow the characteristic polynomial to be com-puted in nearly quadratic time. In addition to be generally symmetric, theyoften fall into one of two classes:1. Dense structured matrices (see [BA 80, BGY 80, PR 87]). A matrix Ais Toeplitz if Ai;j = Ai+k;j+k for each k where the matrix elements arede�ned. De�ne an n � n matrix to have displacement rank r if it canbe written as the sum of r terms, where each term is the product of alower triangular Toeplitz matrix and an upper triangular Toeplitz matrix.Structured matrices, and in particular Toeplitz and bounded displacementrank matrices arise frequently in signal processing, coding theory, datacompression, and algebraic computation applications. Pan [Pa 90] gaveO(n2 logn log logn) algorithms for computing the characteristic polyno-mial of these class of matrices.2. A class of n�nmatrices is sparse if they have O(n) non-zeros. Sparse ma-trices arise from, for example, VLSI circuit problems, structure problemsand discretization of d = 2; 3 dimensional PDEs, Canny, Kaltofen andLaksman [CKL 89] have applied Wiedemann's method of solving sparselinear systems (see [KS 91]) to computing the characteristic polynomialof sparse matrices in O(n2 log2 n) time.26



13 ConclusionWe have upper bounded the arithmetic complexity of the real root problem tobe nearly the same as basic arithmetic operations on polynomials. We haveshown that there is an algorithm for the real root problem which has time costO(n log2 n(logn+log b)) in the arithmetic model where b = m+�. This is withpolylog factors of optimality. There are number of immediate extensions:1. improving the sequential boolean complexity of the real root problem,2. improving the parallel complexity of the real root problem.We have shown that our real root algorithm requires only the moderatebound of � = O(n(�+m+ n)) bits of precision to carry out our computations,similar that required by other related root �nding algorithms. Thus the Booleancomplexity of our algorithm is a multiplicative factor of M (�) more than ourarithmetic complexity, whereM (�) = O(�(log�) log log�)is the bit complexity for multiplication of integers of length �. Ben-Or andTiwari [BT 90] investigated the Boolean complexity of the real root problem,giving, for b = m + � and b0 = n+ b, a bound ofO(n log2 nM (nb0)) log2 b) � O(n2b0(log2 b)(log b0) log2 n log log b0)Boolean operations. Bini and Pan [BP 91, BP 92] recently developed an e�-cient algorithm for the symmetric tridiagonal matrix eigenvalue problem, whichhas Boolean cost ofO(n2M (b) log2 b) = O(n2b(log3 b) log log b):Using the knowne�cient reduction from the real root problem to the symmetric tridiagonal ma-trix eigenvalue problem describe in Subsection 1.2, the resulting real root al-gorithm of Bini and Pan [BP 91, BP 92] has the same Boolean cost as forthe symmetric tridiagonal matrix eigenvalue problem. Although Bini and Panmodestly view their work as a matrix reformulation of the Ben-Or and Tiwari[BT 90] algorithm, in fact they have a reduction in Boolean cost which remainsthe best known Boolean cost bound. In contrast, our real root algorithm has asingle logarithmic factor more Boolean complexity, namelyO(M (nb0)n log2 n log b0) = O(n2b0(log2 n)(log2 b0) log log b0):Thus there remains the open problem of further reducing the Boolean cost ofthe real root problem.Our real root algorithm can be executed in parallel. Our most costly op-eration which respect to parallel arithmetic complexity in the O(logn) recur-sive levels is the Sturm sequence evaluation. In a subsequent paper we showthat parallelization of the techniques of this paper and application of a parallel27
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