
Class provisioning using proportional delay di�erentiationConstantinos Dovrolisa and Parameswaran RamanathanbaComputer and Information Sciences, University of DelawarebElectrical and Computer Engineering, University of Wisconsin-MadisonABSTRACTWe consider the problem of link provisioning in a di�erentiated services network that o�ers N classes of service. Atthe provisioning phase, the network manager con�gures the link to support the requirements of M distinct tra�ctypes. Each tra�c type is speci�ed by an expected arrival rate and an average delay requirement. The objectiveof the provisioning phase is to jointly determine: the minimum link capacity needed to support the M given tra�ctypes, the nominal class of service for each tra�c type, and the appropriate resource allocation between classes.We propose such a class provisioning methodology. Our methodology is based on Proportional Delay Di�erenti-ation (PDD) scheduling. The major advantage of PDD scheduling is that it avoids the computation of an explicitbandwidth share for each class. Instead, PDD scheduling determines the order of packet transmissions in order tomeet the N � 1 ratios of the N target class delays. Having �xed the delay ratios with PDD, we then set the N classdelays to their target values adjusting a single knob, which is the link capacity. The methodology is illustrated withexamples. 1. INTRODUCTIONThe IETF has recently standardized eight di�erentiation classes, called Class Selector Compliant Per-Hop-Behaviors(CSC PHBs), or simply Class Selectors.1 These classes of service are ordered, in the sense that higher classes receivebetter performance (lower queueing delays and lower loss rate). Such a relative di�erentiation architecture is easierto deploy and manage, because it does not require admission control, bandwidth brokers, resource reservations,signaling, or route pinning.2Since there is no admission control, however, the o�ered load at a link cannot be controlled. Consequently, it ispossible that an application with absolute QoS requirements will not �nd an acceptable class, even if it makes use ofthe highest service class. This depends on the amount of forwarding resources at the link (transmission capacity andnumber of bu�ers), on the allocation of forwarding resources between classes, and on the volume and performancerequirements of the rest of the tra�c. Intuitively, if the link is well-provisioned, there should be an acceptable classfor each tra�c type. But what does it exactly mean for the link to be well-provisioned? And how can a networkmanager perform such provisioning?This is the kind of questions that we attempt to answer in this paper. Speci�cally, we investigate the followinginstance of the provisioning problem: how can a network manager provision a link to meet an average delay require-ment for each tra�c type, requiring the minimum link capacity? In order to provision a link, the network managerneeds a workload pro�le. The workload pro�le is a speci�cation of the anticipated tra�c types in the link, in termsof their arrival rate and average delay requirement. Given this pro�le, a provisioning methodology has the followingoutcomes:1. The nominal service class for each tra�c type.2. The minimum link capacity for the given workload pro�le.3. The required capacity allocation between classes.Contact authors at dovrolis@cis.udel.edu, parmesh@ece.wisc.edu.



We propose such a class provisioning methodology. The methodology uses Proportional Delay Di�erentiation(PDD) scheduling.3 The major advantage of PDD scheduling is that it avoids the computation of an explicitbandwidth share for each class. Instead, PDD scheduling determines the order of packet transmissions in order tomeet the N � 1 ratios of the N target class delays. Having �xed the delay ratios with PDD, we then set the N classdelays to their target values adjusting a single knob, which is the link capacity.Section 2 explains the class provisioning problem in more detail. Section 3 describes the link and packet schedulingmodel. Section 4 derives the nominal service class for each tra�c type. Section 5 computes the minimum link capacityand the required Delay Di�erentiation Parameters for the PDD scheduler. Section 6 comments on the `average backlogfunction', which is required for the calculation of the minimum link capacity. Section 7 summarizes the paper andsuggests possible extensions.2. THE PROBLEM OF CLASS PROVISIONINGIn the provisioning phase, the objective of the network manager is to con�gure a network link at a desired operatingpoint. The "knobs" that the manager can control are the link forwarding resources, as well as the allocation of theseresources between classes. An important issue in the provisioning phase is to use the minimum capacity, especiallyif the cost of the link increases with its capacity. Even when this is not strictly the case (say in optical networks),the network manager would still be interested to at least know the minimum link capacity required.The desired operating point is determined by the link's workload, i.e., by the tra�c types that the link carries.By `tra�c type', we mean an aggregation of ows that have the same performance requirements. In order to performprovisioning, the network manager needs a pro�le for the link workload. This workload pro�le consists of the o�eredload and the QoS requirement for each tra�c type. Such a pro�le is often available, based on operational data andstatistics, in stable networks that are well monitored.The exact form of link provisioning that we develop in this paper can meet an average queueing delay requirementfor each tra�c type. For example, a network provider can provision an average delay of 50msec for the E-mail,Network-News (NNTP), and other `Bulk' tra�c, 20msec for the WWW tra�c, and 10 msec for the IP telephonyand video conferencing tra�c.To illustrate the importance of class provisioning, let us consider the following simple example. Figure 1-a showsa delay requirement curve for three tra�c types (Bulk, WWW, and Voice) at a certain link. In this example, about25% of the link's tra�c is Bulk transfers that can tolerate large delays, 60% is WWW ows with moderate delayrequirements, and 15% is Voice, having low delay requirements. The link, in this example, o�ers three classes ofservice: Class-1, Class-2, and Class-3. It is noted that the number of classes may be di�erent than the number oftra�c types, and in practice it is likely that the tra�c types will be more than the o�ered classes.When the link is under-provisioned, one or more tra�c types cannot meet their delay requirements even in thehighest class of service. In Figure 1-b, Voice does not get an acceptable delay even in Class-3. A link can be under-provisioned either because it does not have an adequate amount of forwarding resources (capacity), or because thedi�erentiation between classes (i.e., the delay spacing in this case) is not appropriately con�gured.When the link is over-provisioned, an acceptable class exists for each tra�c type, but the link may operate withmore than the minimum required capacity. In Figure 1-c, Bulk meets its requirement in Class-1, WWW in Class-2,and Voice in Class-3. Notice, however, that each class o�ers a much lower delay that what the corresponding tra�ctype needs.Finally, when the link is well-provisioned, an acceptable class exists for each tra�c type, and additionally, the linkoperates with the minimum required capacity. In Figure 1-d, the link is well-provisioned when Bulk uses Class-1,WWW uses Class-2, and Voice uses Class-3. Such a nominal class allocation can be enforced by a network providerusing an ingress classi�er that operates based on the packet port numbers. Notice that each class provides (almost)the delay requirement of the corresponding tra�c type. Also, none of the tra�c types would be able to meet theirdelay requirement in a lower class.
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(a) Delay requirement for three tra�c types
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(b) Under-provisioned di�erentiation
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(c) Over-provisioned di�erentiation
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(d) Well-provisioned di�erentiationFigure 1. An under-provisioned, over-provisioned, and well-provisioned link with three classes and three tra�ctypes.



3. LINK MODEL AND PDD SCHEDULINGSuppose that we provision a network link L that o�ers N service classes and carriesM tra�c types. A tra�c type j ischaracterized by an average queueing delay requirement �j , and an average input rate �j . Without loss of generality,the tra�c types are ordered based on their delay requirements, so that �1 > �2 > : : : > �M > 0. For simplicity, weassume that all tra�c types have the same average packet size �L, normalized as �L = 1. The set f(�j ; �j); j = 1 : : :Mgis the input of the class provisioning methodology.We assume that the network manager provisions L for lossless operation. This is a reasonable assumption, asmost backbone providers today provision their links for lossless operation. The link capacity, which is an outcomeof the class provisioning methodology, is denoted by C. The o�ered rate in class i is �i, while the aggregate o�eredrate is � =PNi �i =PMj �j . The utilization is denoted by u = �=C. Note that � depends on the tra�c type rates,and is constant for a given workload pro�le. The capacity, and thus the utilization, are variables, however, that areto be computed by the provisioning methodology.The delay di�erentiation between classes in L follows the Proportional Delay Di�erentiation (PDD) model.3According to the PDD model, if �di is the average queueing delay in class i, the ratios between class delays are �xedto: �di�dj = �i�j 1 � i; j � N (1)where �i are the Delay Di�erentiation Parameters (DDPs) (�1 = 1 > �2 > : : : > �N > 0). Notice that the PDDmodel consists of N � 1 ratios of N class delays.The packet scheduler in L is a work-conserving, non-preemptive, Proportional Delay Di�erentiation schedulerthat can meet the PDD model, when the speci�ed DDPs are feasible. Such schedulers have been the subject ofrecent research.3{8The proposed class provisioning methodology consists of two parts. First, we determine the target average delayv̂i and the corresponding target o�ered rate ĥi for each class i = 1 : : :N . The objective in the selection of the N pairsf(v̂i; ĥi); i = 1 : : :Ng is that L meets the average delay requirement f�j ; j = 1; : : : ;Mg of the M tra�c types, with theminimum link capacity. Second, we compute this minimum link capacity Ĉ , and the required DDPs f�̂i; i = 2 : : :Ng.4. CLASS OPERATING POINT (COP) SELECTIONWe de�ne a Class Operating Point (COP) as a vector v = fv1; : : : ; vNg, such that v1 � v2 � : : : � vN > 0, wherevi is the desired (target) average delay in class i. A COP v is acceptable when for each tra�c type j there exists atleast one class i such that vi � �j . Let V be the set of acceptable COPs. If v 2 V , then for each tra�c type j thereexists a class n(j) 2 f1 : : :Ng such that vn(j) � �j < vn(j)�1 (v0 =1).Given an acceptable COP v, each tra�c type j is assigned to class n(j), since that is the minimum class thatsatis�es the delay requirement of j. We say that tra�c type j is mapped to class n(j), or that n(j) is the nominalclass for tra�c type j. Note that when M > N (which is probably the more practical case), there will be more thanone tra�c types mapped to some classes. Some classes, that are referred to as void, may not be nominal for anytra�c type. To denote the inverse mapping, from classes to tra�c types, t(i) is the maximum tra�c type that mapsto class i; if class i is void, then t(i)=0.The expected rate hi in class i is the aggregate rate of all tra�c types that map to class i. Since an acceptableCOP v determines the nominal class for each tra�c type, the expected rates are a function of v,h(v) = fh1(v); h2(v); : : : ; hN (v)g with hi(v) = Xj:n(j)=i �j � 0 (2)When the particular v that we consider is obvious, we write h or hi, instead of h(v) or hi(v), respectively. The totalexpected rate in the link is h = NXi=1 hi = MXj=1 �j (3)that is independent of v.
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(a) An acceptable COP
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(b) The optimal COPFigure 2. An acceptable COP and the optimal COP for a link with N=2 classes and M=4 tra�c types.We say that an acceptable COP is realized if the average delay in each class i becomes �di=vi, when the class ratesare �k=hk for k = 1 : : :N . The link capacity that is required for realizing v is called the capacity requirement of vand is denoted by C(v). When v is realized, the aggregate backlog in L becomes�qag(v) = NXi=1 �di�i = NXi=1 vihi (4)Note that the average backlog �qag depends on the link utilization and the statistical characteristics of the tra�c, andnot on the scheduler or the class load distribution.9If we want to compute the capacity requirement C(v) of a COP v, we need to know how the average backlog�qag varies with the link utilization u. We refer to this relation as the average backlog function �qag = �(u). �(u) isassumed to be strictly increasing and convex when u 2 (0; 1), and it is unbounded as u! 1. �(u) is thus invertible,meaning that the link utilization u can be computed from the average backlog through the inverse backlog function��1(�qag). The problem of estimating the average backlog function is discussed in x6. Given the inverse backlogfunction, we can determine the capacity requirement of v fromC(v) = hu(v) = h��1(�qag(v)) (5)where u(v) is the link utilization that creates an average backlog �qag(v).An important part of the class provisioning methodology is to select the optimal COP v̂ among all acceptableCOPs. The optimality constraint in the selection of v̂ is that it has to be the acceptable COP with the minimumcapacity requirement, v̂ = argminv2V C(v) (6)Since the average backlog function �qag = �(u) = �(�=C) is strictly increasing though, the COP with the minimumcapacity requirement is the COP with the maximum average backlog. So, the optimal COP is the acceptable COPwith the maximum average aggregate backlog, v̂ = argmaxv2V �qag(v) (7)To determine v̂ in practice, we only need to consider a �nite set of acceptable COPs. To see why, considerthe example of Figure 2. The example refers to a link with N=2 classes and M=4 tra�c types, and it shows two



optimal cop (t1; t2; : : : ; tN�1; i;max q; best cop)f// ti: maximum tra�c type (2 f1 : : :Mg) that maps to class i.// max q and best cop are call-by-reference arguments.// Initially, call optimal cop (0; 0; : : : ; 0; 1; 0; ;).// The optimal COP v̂ is returned in the best cop argument.// avg backlog() computes the backlog of a COP as in (4).// Note: tN=M and t0 = 0.if (i � N � 1) ffor ti = (ti�1 + 1) to (M �N + i)optimal cop (t1; t2; : : : ; tN�1; i+ 1;max q; best cop);gelse fq = avg backlog (�t1 ; �t2 ; : : : ; �tN�1 ; �tN );if (q > max q) fmax q = q;best cop = (�t1 ; �t2 ; : : : ; �tN�1 ; �tN );ggg Figure 3. Algorithm to determine the optimal COP v̂.acceptable COPs. In the COP of Figure 2-a, the �rst tra�c type and a large part of the second tra�c type aremapped to Class-1; the rest of the tra�c is mapped to Class-2. Notice that the four tra�c types meet their delayrequirements with this class mapping, but there is some `waste' of resources since the two classes provide lower delaysthan what the tra�c types need.In the COP of Figure 2-b, on the other hand, the average delay in each class is equal to the delay requirement ofone of the tra�c types. Speci�cally, the �rst two tra�c types map to Class-1, which o�ers the delay requirement �2of the second tra�c type, while the two higher tra�c types map to Class-4, which o�ers the delay requirement �4 ofthe fourth tra�c type. Note that the shaded area in each COP represents the average backlog �qag(v) =PNi=1 vihi.The optimal COP has to maximize the average backlog, and thus, to maximize the shaded area in Figure 2. In theprevious example, the COP of Figure 2-b can be shown to be optimal.Based on the graphical insight from the previous example, we can see that the optimal COP v̂ satis�es thefollowing properties. First, each optimal class delay v̂i should be equal to the delay requirement of a tra�c type, i.e.,for each i = 1 : : :N there is a j 2 f1 : : :Mg such that v̂i = �j . Second, the optimal COP should not have void classes,because void classes always lead to an average backlog that is less than maximum. So, if v̂i = �j , then there shouldbe no other class k with v̂k = �j . Third, following from the previous two properties, the target delay for the highestclass should be the most stringent tra�c type delay requirement, i.e., v̂N = �M .Putting the previous three properties together, we see that the �nite set of acceptable COPs that should beexamined in order to determine the optimal COP v̂ isfv 2 V : v1 > v2 > : : : vN ; 8i = 1 : : :N; 9j 2 f1 : : :Mg such that vi = �j (vN = �M )g (8)Note that the strict inequalities between the vi's prevent the existence of void classes.A recursive algorithm for selecting the optimal COP is shown in Figure 3. The run-time complexity of thealgorithm is O�(M �N)N�1�. For instance, in the case of N=3 classes and M � 3 tra�c types, the algorithm



examines (M � N + 1)(M � N + 2)=2 COPs. Since the provisioning methodology is performed o�-line, and thenumber of classes and tra�c types is expected to be relatively small (e.g., N=8, M=16), the run-time complexity ofthe algorithm is not prohibitive.Example of optimal COP selection:Suppose that a certain link supports N=2 classes and M=3 tra�c types. We need to consider two COPs, dependingon whether the maximum tra�c type that maps to Class-1 is tra�c type 1 or 2. Speci�cally, the two COPs are:v1 = (�1; �3) with h1 = (�1; �2 + �3) and v2 = (�2; �3) with h2 = (�1 + �2; �3)The average backlog in the two COPs is:�qag(v1) = �1�1 + �3(�2 + �3) and �qag(v2) = �2(�1 + �2) + �3�3Which COP has the maximum average backlog depends on the relation between the tra�c type rates and averagedelay requirements. If �1(�1��2) > �2(�2��3), then �qag(v1) � �qag(v2) and the optimal COP is v1; otherwise, theoptimal COP is v2.5. MINIMUM LINK CAPACITY AND DELAY DIFFERENTIATION PARAMETERSIn the �rst part of the class provisioning methodology, the goal was to determine the mapping from tra�c types toclasses that leads to the minimum capacity requirement. Given this optimal COP v̂ and the corresponding expectedrate vector h(v̂), the second part of the provisioning methodology determines the minimum capacity requirementand the required DDPs.The minimum capacity requirement Ĉ can be computed using the inverse backlog function, asĈ = C(v̂) = h��1 (�qag(v̂)) = h��1 �PNi=1 v̂iĥi� (9)where h is the total expected rate given by (3). The required DDPs, on the other hand, are simply the ratios of thecorresponding optimal average class delays, i.e.,̂�î�1 = v̂iv̂1 i = 2 : : :N (10)with �̂1=1.Notice that these particular DDPs provide theN�1 delay ratios of theN class delays in the optimal COP.Withoutthe appropriate link capacity, however, the absolute class delays will not be as in the optimal COP. Speci�cally, if thecapacity is C > Ĉ, it is easy to see that all class delays will be lower, i.e., �di < v̂i for all i. This would be an instanceof over-provisioning. On the other hand, if the capacity is C < Ĉ , all class delays will be larger, i.e., �di > v̂i for alli. That would be an instance of under-provisioning. In practice, there is also a well-provisioned operating region inwhich the capacity is C 2 (Ĉ�; Ĉ+), where Ĉ+ = Ĉ and Ĉ� = fĈ, with f being a tolerance factor (f < 1). Sucha tolerance factor is necessary because of uncertainties in the workload pro�le and in the estimation of the averagebacklog function.Also note that, throughout the provisioning methodology, we did not have to compute explicit capacity shares foreach class. That would be the case if we had used a link sharing scheduler, such as WFQ,10 Class Based Queueing(CBQ),11 or Hierarchical Packet Fair Queueing (H-PFQ).12 Unfortunately, there is no straightforward approach tocompute the N � 1 weights of such schedulers in order to meet a certain average delay in each class. Additionally, a`trial-and-error' approach would require searching in an (N �1)-dimensional space, making the approach impracticaleven for a small number of classes.With PDD scheduling, on the other hand, we avoid the explicit computation of a capacity allocation betweenclasses. A PDD scheduler services backlogged packets in an appropriate order for the given delay ratios to be met.Having �xed the N � 1 delay ratios, the absolute delay in each of the N classes depends only on the link capacity.If the average backlog function is known, the calculation of Ĉ is straightforward. If the average backlog function isunknown, we can adjust the link capacity until the class delays become as in the optimal COP. Such a trial-and-error
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(b) u = ��1(qag)Figure 4. The backlog and the inverse backlog functions for Pareto tra�c with �=1.5.approach is simpler, because there is only one `knob' to vary, and the relation between the link capacity and theaverage class delays is monotonic.Example of DDP and capacity calculations:Suppose that a certain link o�ers N=4 classes, and that we need to meet the following COP:v = (40; 20; 10; 5)msec and h = (0:5; 0:5; 2:0; 1:0)kppswhere kpps stands for `kilo-packets-per-second'. If the average packet size is 1000 bytes, the total expected rate ish =Pi hi=4kpps, or about 32Mbps. The problem is to determine the DDPs and the minimum link capacity requiredto realize this COP.From (10), the required DDPs are�2 = 2040 = 0:5 �3 = 1040 = 0:25 �4 = 540 = 0:125With this optimal COP, the average backlog is�qag =Xi vihi = 40� 0:5 + 20� 0:5 + 10� 2:0 + 5� 1:0 = 55 packetsWe can now use the inverse backlog function u = ��1(�qag) to compute the required utilization u. In this example,suppose that the average backlog function (and its inverse) are as in Figure 4 (these curves are generated fromsimulating Pareto interarrivals with �=1.5). For �qag=55 packets we �nd that the utilization is u = ��1(55) �92.0%,and so the capacity requirement is C=h=u=4444pps, or about 35.6Mbps.Simulating the link with the previous DDPs, with u=92.0%, and with a WTP scheduler,3 we get that the classaverage delays are ( �d1; �d2; �d3; �d4) = (35:1; 17:5; 8:8; 4:4)msec, that are slighly less than the given maximum averagedelays speci�ed in the given COP. Because the backlog curve is quite steep in the heavy load range, however, slightvariations in the utilization or in the expected class rates can violate the average delay requirements. For example, ifthe utilization is increased to u=94.0%, the average class delays become ( �d1; �d2; �d3; �d4) = (68:2; 34:1; 17:1; 8:6)msec,that violate the average delay requirements. The large sensitivity of the capacity requirement in the heavy load range



implies that the network operator should use some tolerance in the computation of C. Even if the network providerprovisions the link with a higher capacity than Ĉ, it is still useful to know Ĉ as a lower bound on the required linkcapacity. 6. THE AVERAGE BACKLOG FUNCTIONThe calculation of the capacity requirement of a COP v can be performed if we know the average backlog �qag as afunction of the link utilization u. For simple queueing models, the function �(u) is analytically known. For instance,in the M jM j1 system �(u) = u21�u packets, while in the M jGj1 system �(u) = u21�u 1+c2L2 , where cL is the coe�cient ofvariation of the packet size distribution.9 In the very generalGjGj1 system, the average backlog can be approximatedby the Allen-Cunneen formula �(u) � u21�u c2A+c2L2 ,13 where cA is the coe�cient of variation of the distribution ofinterarrivals.A practical alternative, instead of relying on queueing models, is to measure the function �(u) directly on therouter, by monitoring the actual backlog in the link. The network operator, in that case, would need to record theaverage backlog in di�erent link utilizations. If the underlying tra�c dynamics are stationary, it would be possibleto extract an empirical curve for the average backlog function.It is noted that the backlog function may not only depend on the utilization u, but also on the capacity C. Thiscan occur if the statistical properties of the tra�c (tra�c burstiness) depend on C. For instance, with the sameutilization, an OC-3 link (155Mbps) may have a larger backlog than a T-1 link (1.5Mbps), because higher capacitylinks attract more bursty tra�c in general. In a relatively narrow range of C though, it is reasonable to assume thatthe tra�c burstiness remains invariant, and that the backlog function depends on u, but not on C.7. DISCUSSION AND OPEN ISSUESThe proposed class provisioning methodology is e�ective as long as the workload pro�le is valid. If the tra�c typeshave larger arrival rates, or if the average backlog function is not accurately estimated, some tra�c types may notbe adequately supported. Similar problems can arise due to dynamic routing changes, link or router failures, orunexpected increases in the tra�c demand. In those cases, the link may not operate in its provisioned operatingpoint. The PDD di�erentiation, however, will still provide a controllable and predictable relative di�erentiationbetween classes, even though the absolute QoS of each class will not be known.The class provisioning methodology can be performed over relatively long timescales (say weeks or months),depending on how simple it is to adjust the link capacity. It is noted though that it gradually becomes simpler toadjust the capacity of a link even in a few minutes or seconds, through the use of Wavelength-Division-Multiplexing(WDM).14 Using such technologies, an ISP can lease the capacity of an additional `wavelength' from the backboneprovider that owns the network �bers, when a larger tra�c demand is anticipated or encountered. Also, if thecharacterization of tra�c types on a certain link follows di�erent patterns through the day (e.g., many IP-telephonysessions through the day and mostly WWW sessions in the evening), the network operator can perform class provi-sioning for the di�erent tra�c patterns, and operate the link with a schedule of di�erent capacities and DDPs duringthe day.It will be interesting to extend this class provisioning methodology in the case of coupled delay and loss di�er-entiation. The Proportional Loss Di�erentiation model,15 with the corresponding packet droppers PLR(1) andPLR(M), can be used to di�erentiate the loss rates between classes. It is not clear, though, how to jointly provisiona link for a per-class maximum average delay and a maximum loss rate at the same time.Another open issue is to examine the e�ectiveness of PDD scheduling compared to other di�erentiation models,such as the link sharing schedulers (e.g., WFQ). Is PDD the optimal di�erentiation model for the provisioning ofaverage class delays? The optimality criterion here is: can a PDD scheduler provide a certain set of target averageclass delays with the minimum possible capacity among all work-conserving and non-preemptive schedulers? Somework in this direction has been done in the context of loss rate provisioning using PLD droppers. Speci�cally, Yangand Pan showed that the PLR(1) dropper, jointly with a FCFS scheduler, is optimal, in the sense that it requiresthe minimum capacity for a certain loss rate in each class.16
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