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Active Networks Protocol Specification ér Hop-By-Hop
Message Aithentication and Integrity

Abstract

This document proposes a protocol specification of the Hop-By-Hop Message
Authentication and Intgity described in the ABone Nebnk Security Archi-
tecture [1]. It defines a n@ ANEP option to support this mechanism and pro-
vides guidance to implementing the associatedgigmocessing ancely man-
agement functions.

1. Introduction

Ensuring the intgrity of actve retworks actvities requires the ability to protect message
traffic against corruption and spoofingfhis document defines a mechanism to protect
ANEP paclets using hop-by-hop checks for message authentication agdtintehe
proposed scheme transmits an authenticating digest of the message, computed using a
secret Authentication & and a leyed-hash algorithmThis scheme prades protection

against fogery or message modificatiomhe INTEGRITY option of each ANEP pagk
includes a one-time-use sequence numbéis allovs the message rewei to identify
playbacks and hence to tam replay attacksThe proposed mechanism does néoralf
confidentiality since messages stay in the cl@ars decision not to include confidential-

ity was deliberate tovaid export restriction issues.

The message replay peation algorithm is quite simpleThe sender generates messages
with monotonically increasing sequence numbénsturn, the receier only accepts mes-
sages that @ a hrger sequence number than thevpaes messageTo dart this pro-
cess, a receer handshaks with the sender to get an initial sequence numiigs memo
discusses ®ays to relax the strictness of the in-orderva)i of messages as well as tech-
niques to generate monotonically increasing sequence numbers that st acioss
sender dilures and restarts.

The proposed mechanism is independent of a specific cryptographic algouiththe b
document describes the use @&yKd-Hashing for Message Authentication using HBAA
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MD5 [2]. It is likely that implementations may include an array of hash algorithms, both
wealer and strongerThe choice of hash algorithm for avgn link will be based on the
balance between strength of the hash and computatierhead. HMAC-MDS is
required as a baseline to bewsnsally included in NodeOS implementations \pding
cryptographic authentication, with other proposals optional (see Section 6 on-Confor
mance Requirements).

2. DataStructures

2.1. ANEPINTEGRITY Option F ormat

ANEP paclets hae gtions fields in the headers and avnENTEGRITY option is
defined in this document.

The INTEGRITY option has the foNaing format:

Keyed Message Digest INTEGRITY: Option Type =5

01234567890123456789012345678901
B i I T T st o i S S s s T ol ST S SR S Y S
| FLG tion Type | Option Length |
i i e b S o e e ok ok

| Key ldentifier |

e I e S S e e i T S e S S i SN S
| Sequence Nunber |

T T T S T I S S SR S R e

I I
| Keyed Message Di gest |
|
I

I T I r T TR R SRR T O e

»  Keyldentifier. An unsigned 64-bit number that MUST be unique for i
sender Locally unique Ky Identifiers can be generated using some combina-
tion of the address (IP or M&) of the sending intesite and thedy rumber
The combination of the & Identifier and the sending systenretwork
address uniquely identifies the security association (Section 2.2).

e Sequence NumherAn unsigned 64-bit monotonically increasing, unique
sequence numhber
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Sequence Numberalues may be gnmonotonically increasing sequence that
provides the INTEGRITY option with a tag that is unique for the associated
key’s lifetime. Detailson sequence number generation are presented in Section
3.

« Keyed Messge Dgest The digest MUST be a multiple of 4 octets lorfepr
HMAC-MDS5, it will be 16 bytes long.

2.2. SecurityAssociation

The sending and res@mng systems maintain a security association for each authentication
key that the share. Thissecurity association includes the faliag parameters:

*  Authentication algorithm and algorithm mode being used.
* Key wsed with the authentication algorithm.
» Lifetime of the ley.

* Associated sending intexdfe and other security association selection criteria
[REQUIRED at Sending System].

*  Source Address of the sending system [RERED at Recaiing System].

* Latest sending sequence number used with #ysdentifier [REQJIRED at
Sending System].

e List of last N sequence numbers rgediwith this key identifier [REQJIRED
at Recering System].

3. GeneratingSequence Numbers

In this section we describe methods that could be chosen to generate the sequence num-
bers used in the INTEGRITY option of an ANEP petckAsprevious stated, there are

two important properties that MUST be satisfied by the generation proceDueefirst

property is that the sequence numbers are unique, or one-time, for the lifetime of the
integrity key that is in current useA recever can use this property to unambiguously
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distinguish between a weor a replayed messageThe second property is that the
sequence numbers are generated in monotonically increasingroodeto 2°64. This is
required to greatly reduce the amount ofedagate, since a recer only needs to sa

the \alue of the highest sequence number seewndid a replay attackSince the starting
sequence number might be arbitrarilygkrthe modulo operation is required to accom-
modate sequence number roleowithin some ley's lifetime. Thissolution dravs from
TCP’s goproach [4].

The sequence number field is chosen to be a 64-bit unsigned qudihisyis lage
enough to eoid exhaustion ger the ley lifetime. For example, if a ley lifetime was con-
senatively defined as one yeahere would be enough sequence numbaiues to send
ANEP paclets at an\erage rate of about 585 giBackets per secondA 32-bit sequence
number vould limit this average rate to about 136 patk per second.

The ability to generate unique monotonically increasing sequence numbers aeaibss a f
ure and restart implies some form of stable storage, either local tovibe deremotely
over the netvark. Threesequence number generation procedures are describad belo

3.1. SimpleSequence Numbers

The most straightforard approach is to generate a unique sequence number using a mes-
sage counterEach time a message is transmitted for\eergkey, the sequence number
counter is incrementedThe current alue of this counter is continually or periodically
saved to dable storage After a restart, the counter is reeoed using this stable storage.

If the counter was s&ed periodically to stable storage, the count should bevezed by
increasing the sad value to be lager than ay possible alue of the counter at the time

of the filure. Thiscan be computed, kaang the interal at which the counter as

saved to gable storage and incrementing the storalder by that amount.

3.2. Sequenc®&lumbers Based on a Real ime Clock

Most devices will probably not hae the capability to sa& quence number counters to
stable storage for eaclelk A more unversal solution is to base sequence numbers on
the stable storage of a real time clodkany computing dgices hae a eal time clock
module that includes stable storage of the clotikese modules generally include some
form of norvolatile memory to retain clock information in theeat of a paver failure.

In this approach, we could use an NTP based timestanp as the sequence number
The roll-over period of an NTP timestamp is about 136 years, much longer than an
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reasonable lifetime of ae In addition, the granularity of the NTP timestamp is fine
enough to allw the generation of a messageerg 200 picoseconds for avgn key.

Many real time clock modules do notvysathe resolution of an NTP timestamjm these

cases, the least significant bits of the timestamp can be generated using a message
counter which is resetwery clock tick. For example, when the real time clock prdes

a resolution of 1 second, the 32 least significant bits of the sequence number can be gen-
erated using a message counfBne remaining 32 bits are filled with the 32 least signifi-

cant bits of the timestampAssuming that the rewery time after &ilure tales longer

than one tick of the real time clock, the message counter for whertter bits can be

safely reset to zero after a restart.

3.3. Sequencé&lumbers Based on a Netark Recovered Clock

If the device does not contain grstable storage of sequence number counters or of a real
time clock, it could reoger the real time clock from the netnk using NTP Once the
clock has been rewered following a restart, the sequence number generation procedure
would be identical to the procedure describedvabo

4. MessagéProcessing

Implementations SHOULD alw specification of interdices that are to be secured, for
either sending messages, or recgy them, or both.The sender must ensure that all
paclets sent on secured sending irdees include an INTEGRITY option, generated
using the appropriatedy. Recevers erify whether ANEP paaekts, &cept of the type
“Integrity Challenge” (Section 4.3), avihg on a secured rec@ig interface contain the
INTEGRITY option. If the INTEGRITY option is absent, the reeei discards the
paclet.

Security associations are simyplethe leys that a sending system uses to sign its mes-
sages may be d#rent from the &ys that its receiers use to sign theirsHence, each
association is associated with a unique sending system and (possibly) multiplegecei
systems.

Each sender SHOULD fa dstinct security associations (andyk) per secured sending
interface. Whileadministrators may configure all the nodes on a subnet (or for that mat-
ter, in their network) using a single security association, implementations MUST assume
that each sender may send using a distinct security association on each secuaed.interf
At the sendersecurity association selection is based on the exterthrough which the
message is seniThis selection MX include additional criteria, such as the destination
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address. Finallydl intended message recipients should participate in this security asso-
ciation. Thisis especially important for multicast messages.

Recevers select kys based on the &y Identifier and the sending systsnretwork
address. Th&ey Identifier is included in the INTEGRITY optionThe sending systesy’
address can be obtained by the use of the ANEP Source Identifier option, os ifidhat’
present, from intedce information that unambiguously identifies the sender (e.g. point to
point interices). Sincehe Key Identifier is unique for a sendehis method uniquely
identifies the ky.

The intgrity mechanism modifies the standard processing rules for ANERtpabtloth
when including the INTEGRITY option senv@ a ®cured sending intexte and when

accepting a paek receved on a fcured rec®ing interiace. Thesenodifications are
detailed belar.

4.1. Messagé&eneration

For an ANEP packt sent ger a cured sending intexte, the folling steps must be
applied:

(1) TheINTEGRITY option is inserted in the appropriate place, and its location in
the message is remembered for later use.

(2) Thesending intedice and other appropriate criteria (as mentionesehlane
used to determine the Authenticatioaykand the hash algorithm to be used.

(3) TheSource Identifier option is inserted in the appropriate place, if needed, and
is set to the sender intade address.

(4) Thesending sequence number MUST be updated to ensure a unique, monoton-
ically increasing numberlt is then placed in the Sequence Number field of the
INTEGRITY option.

(5) TheKeyed Message Digest field is set to zero.
(6) TheKey Identifier is placed into the INTEGRITY option.

(7) An authenticating digest of the message is computed using the Authentication
Key in conjunction with the &yed-hash algorithmWhen the HMAC-MD5

Lindell Expiration:April 2000 [Page 6]



ABONE-DRAFT NodeOSSecurity Specification December 1999

(8)

algorithm is used, the hash calculation is described in TAg hash MUST
include the entire message, the ANEP headetuding all options, and &n
portion of the link layer headers which can be used by theviegesystem to
classify and demultiplepackets into NodeOS Channels.

Thedigest is written into the Cryptographic Digest field of the INTEGRITY
option.

4.2. Messag&eception

When the message is reax on a ®cured receing interface, and is not of the type
“Integrity Challenge”, it is processed in the felimg manner:

(1)

(2)

®3)

(4)

()

Lindell

The Cryptographic Digest field of the INTEGRITY option isved and the
field is subsequently set to zero.

TheKey Identifier field and the sending system address are used to uniquely
determine the Authenticationelt and the hash algorithm to be usderocess-

ing of this packt might be delayed when thee¥X Management System
(Appendix 1) is queried for this information.

A new keyed-digest is calculated using the indicated algorithm and the Authen-
tication Key.

If the calculated digest does not match the vedaligest, the message is dis-
carded without further processing.

If the message is of type “Imgpety Response”, erify that the CHALLENGE
object identically matches the originated challengfeit matches, se te
sequence number in the INTEGRITY option as thgdar sequence number
receved to date.

Otherwise, for all other ANEP pagts, the sequence number a&idated to
prevent replay attacks, and messages withiaid sequence numbers are
ignored by the recegr.

When a message is accepted, the sequence number of that message could

update a storedalue corresponding to the ¢gast sequence number resi to
date. Eachsubsequent message must theweha hmger (modulo 2°64)
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sequence number to be acceptdthis simple processing rule pemts mes-
sage replay attacksubit must be modified to tolerate limited out-of-order
message delery. For example, if sgeral messages were sent in@dt by a
node, thg might get reordered and then the sequence numbeauiiwot be
receved in an increasing order

An implementation SHOULD alle administratve cnfiguration that sets the
recever's tlerance to out-of-order message w&l. A simple approach
would allov administrators to specify a message wwdmrresponding to the
worst case reordering behar. For example, one might specify that pat&
reordered within a 32 message windeould be acceptedIf no reordering
can occurthe windav is st to one.

The recerer must store a list of all sequence numbers seen within the reorder
ing window. A receved sequence number isalid if (@) it is greater than the
maximum sequence number re@eior (b) it is a past sequence number lying
within the reordering winde and not recorded in the listAcceptance of a
sequence number implies adding it to the list and vémgaa number from the
lower end of the list Messages recad with sequence numbers lying belo

the laver end of the list or maekl seen in the list are discarded.

When an “Intgrity Challenge” message is rees on a £cured sending intexte it is
processed in the foldng manner:

(1) An “Integrity Response” message is formed using the Challenge object
receved in the challenge message.

(2) Themessage is sent back to the reeeibased on the source address of the
challenge message, using the “Message Generation” steps outlived &be
selection of the Authenticationg and the hash algorithm to be used is deter
mined by the Ry identifier supplied in the challenge message.

4.3. Integrity Handshake & Restart or Initialization of the Recewer

To dbtain the starting sequence number fova Authentication ey, the recerer MUST
initiate an intgrity handsha& with the sender This handshak consists of a receer’s
Challenge and the sendeResponse, and may be either initiated during restart or post-
poned until a message signed with that krives.

Once the receer has decided to initiate an imgpety handsha& for a particular
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Authentication Ky, it identifies the sender using the sending systeduress configured

in the corresponding security associatidine recerer then sends an Irgety Challenge
message to the sendérhis message contains theidentifier to identify the sendsr’
key and MUST hae a unique challenge cookie that is based on a local secret\enpre
guessing. se8ection 2.5.3 of [4]).It is suggested that the cookie be an MD5 hash of a
local secret and a timestamp to\pde uniqueness (see Section 8).

[Author’'s rote: TheNodeOS group needs to identify ANEP type id(s) for use in NodeOS
signaling actiities. Thehandsha& messages auld then use these type id(s) and mes-
sage structureln the case of the Ingeity Handshak&, we need 2 distinct message types
for the handshak]

An Integrity Challenge message will carry a use a #NedeOS message with type num-
ber = ??.The message format is as folis:

<Integrity Challenge nmessage> ::= <Commobn NodeOS Message Header>
<CHALLENGE>

The CHALLENGE object has the follang information:

B T el e e T o T e e e el it e TR S TR S e e S e i s
| Chal | enge Cooki e |

T S T S T e S S T e S i Sl SR SN S

The sender accepts the “Igtay Challenge” without doing an irgety check. It returns
an “Intgyrity Response” message that contains the original CHALLENGE oljealso
includes an INTEGRITY option, signed with theyk ecified by the Ky Identifier
included in the “Intgrity Challenge”.

THe Integgrity Response message will carry a message type off®message format is
as follaws:

<Integrity Response nessage> ::= <ANEP | NTEGRI TY opti on>
<ANEP Source ldentifier option>
<Conmon NodeOS Message Header >
<CHALLENGE>
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The “Intgyrity Response” message is accepted by thewuerc@hallenger) only if the
returned CHALLENGE object matches the one sent in the diityeChallenge” mes-
sage. Thigrevents replay of old “Intgrity Response” messageH. the match is suc-
cessful, the receer saves the Sequence Number from the INTEGRITY option as the lat-
est sequence number reael with the ley identifier included in the CHALLENGE.

If a response is not resed within a gven period of time, the challenge is repeated.
When the intgrity handsha successfully completes, the reeai begns accepting ner
mal ANEP messages from that sender and ignorgother “Integrity Response” mes-
sages.

5. Key Management

An integrated ley management protocolag deliberately omitted from this specification.

It would be desirable to use ajkmanagement protocol to distute Authentication Kys

among peering nodesuch a protocol wuld provide scalability and significantly reduce

the human administrat kurden. Wherkey management is depled in the ABone, we
expect that those protocols will be operational coupled to the mechanisms described in
this document.

5.1. Key Management Pocedures

Each ley has a lifetime associated with it that is recorded in all systems (sender and
recevers) configured with thatdy. The concept of a ‘&y lifetime” merely requires that

the earliest (l€yStart\alid) and latest (KyEnd\alid) times that the dy is valid be pro-
grammable in a ay the system understandSertain ley generation mechanisms, such

as Kerberos or some publieik £hemes, may directly produce ephemerik Inthis

case, the lifetime of theel is implicitly defined as part of theel

In general, no &y is ever used outside its lifetime (b see Section 5.3)Possible mecha-
nisms for managingdy lifetime include the Netark Time Protocol and hardave time-
of-day clocks.

To maintain securityit is alvisable to change the AuthenticatioryKm a regular basis.

It should be possible to switch the AuthenticatiayKuthout loss of service and without
requiring people to change all theyk & once. Thisrequires an implementation to sup-
port the storage and use of more than one@duthentication ey & the same time.
Hence both the sender and reees might hae nultiple actve keys for a gven security
association.
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Since leys ae shared between a sender and (possibly) multipleveesgihere is a ggon

of uncertainty around the time oék svitch-over during which some systems may still
be using the old &y and others might hee swvitched to the n& key. The size of this
uncertainty rgion is related to clock synchrgrof the systems.Administrators should
configure the werlap between thexpiration time of the old &y (KeyEnd\alid) and the
validity of the nev key (KeyStart\alid) to be at least twice the size of this uncertainty
interval. Thiswill allow the sender to makthe key switch-over at the midpoint of this
interval and be confident that all reesis are na accepting the n& key. For the dura-
tion of the werlap in key lifetimes, a receer must be prepared to authenticate messages
using either &y

During a ley switch-over, it will be necessary for each reegi to handshak with the
sender using the nekey. As dated before, a recar has the choice of initiating a hand-
shale during the switcheer or postponing the handshakntil the receipt of a message
using that ky.

5.2. Key Management Requiements
Requirements on an implementation are asvialo

* Animplementation MUST support the storage and use of more tharepre k
the same time, for both sending and réiogi systems.

* Animplementation MUST associate a specific lifetime (i.ey3art\alid and
KeyEnd\alid) with each ky and the correspondingdy Identifiet

* Animplementation MUST support manuaykdstribution (e.g., the pvileged
user manually typing in theel key lifetime, and ky identifier on the con-
sole). Thdifetime may be infinite.

e If more than one algorithm is supported, then the implementation MUST
require that the algorithm be specified for eaelp & the time the otherdy
information is entered.

*  Keys that are out of date MAbe automatically deleted by the implementation.

*  Manual deletion of aate keys MUST also be supported.
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* Key gorage SHOULD persist across a system restatwor cold, to ease
operational usage.

5.3. Rathological Case

It is possible that the lasek for a gven security association haggired. Wherthis hap-
pens, it is unacceptable toveet to an unauthenticated condition, and not advisable to dis-
rupt current serviceTherefore, the system should send a “last authenticatpreXira-

tion” notification to the netark manager and treat theyka having an infinite lifetime
until the lifetime is g&tended, the &y is celeted by netark management, or awekey is
configured.

6. Conformance Requiements

To conform to this specification, an implementation MUST support all of its aspEuts.
HMAC-MD5 authentication algorithm defined in [2] MUST be implemented by all con-
forming implementations.A conforming implementation MA also support other
authentication algorithms such as NISTBecure Hash Algorithm (SHA)Manual ley
distribution as described ab® MUST be supported by all conforming implementations.
All implementations MUST support the smootykoll over described under “By Man-
agement Procedurés.

Implementations SHOULD support a standaegy kmnagement protocol for secure dis-
tribution of Authentication Kys ance such ady management protocol is degkd in the
ABone.
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8. SecurityConsiderations

The quality of the security pvaded by this mechanism depends on the strength of the
implemented authentication algorithms, the strength of éyebking used, and the cor

rect implementation of the security mechanism in all communicating NodeOS implemen-
tations. Thigmechanism also depends on the Authenticatieys iKeing kept confidential

by all parties.If any of these assumptions are incorrect or procedures ardidresuity
secure, then no real security will be yided to the users of this mechanism.

While the handshak“Integrity Response” message is igitity-checled, the handshak
“Integrity Challenge” message is nothis was done intentionally tovaid the case when
both peering nodes do notveaa $arting sequence number for each othé&ey. Conse-
guently they will each lkeep sending handshakintegrity Challenge” messages that will
be dropped by the other endloreover, requiring only the response to be ontigy-
checled eliminates a dependgman an security association in the opposite direction.

This, havever, lets an intruder generataké handshaking challenges with a certain chal-
lenge cookie.lt could then s the response and attempt to play iiagt a receer that

is in recoery. If it was lucly enough to hee guessed the challenge cookie used by the
recever at recovery time it could use the sed response. Thigesponse wuld be
accepted, since it is properly signed, aralld hare a snaller sequence number for the
sender because itas an old messagélhis opens the reosr up to replays. Still, it
seems gry difficult to exploit. It requires not only guessing the challenge cookie (which
is based on a locally kimm secret) in adance, It also being able to masquerade as the
recever to generate a handshaKintegrity Challenge” with the proper nebnk address
and not being caught.
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10. Appendix 1: Key Management Interface

This appendix describes a generic irded to Ky Management. Thidescription is at an
abstract leel realizing that implementations may need to introduce sragktons to the
actual interéce.

At the start of gecution, a NodeOS wowld use this intedce to obtain the current set of
relevant keys for sending and recghg messagesDuring eecution, a NodeOS can
query for specific &ys gven a Key Identifier and Source Address, digeonewly created
keys, and be informed of thoseys that hae been deletedThe interfice preoides both a
polling and asynchronous upcall style for wider applicability

10.1. DataStructures
Information about &ys is returned using the folaing Keyinfo data structure:

Keyl nfo {
Key Type (Send or Receive)
Keyl dentifier
Key
Aut henti cation Al gorithm Type and Mde
KeyStartValid
KeyEndVval i d
Status (Active or Deleted)
Qutgoing Interface (for Send only)
O her Qutgoing Security Association Selection Criteria
(for Send only, optional)
Sendi ng System Address (for Receive Only)

10.2. Defaultkey Table

This function returns a list ofé¢info data structures corresponding to all of tegskhat
are configured for sending and re@eg ANEP messages andveaan Active Satus.
This function is usually called at the start géaution tut there is no limit on the number
of times that it may be called.

KM Def aul t KeyTabl e() -> Keyl nfolLi st
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10.3. Queryingfor Unknown Receve Keys

When a message ares with an unknavn Key Identifier and Sending System Address
pair, the NodeOS can use this function to query tley Klanagement System for the
appropriate Ry. The status of the element returned, if,anust be Actve.

KM _Get RecvKey( | NTEGRI TY Obj ect, SrcAddress ) -> Keylnfo

10.4. Blling for Updates

This function returns a list of é§info data structures corresponding ty ancremental
changes that va been made to the daflt key table or requestedels snce the last call
to either KM_KeyTablePoll, KM_DetultKeyTable, or KM_GetRecvigy. The status of
some elements in the returned list may be set to Deleted.

KM KeyTabl ePol | () -> Keyl nfoLi st

10.5. Asynchonous Upcall Interface

Rather than repeatedly calling the KMeyablePoll(), an implementation may choose to
use an asynchronouseat model. This function rgisters interest tody danges for a
given Key Identifier or for all leys if no Key Identifier is specifiedThe upcall function is
called each time a change is made tew k

KM KeyUpdate ( Function [, Keyldentifier ] )

where the upcall function is parameterized as ¥edto

Function ( Keylnfo )
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