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Summary. The peer review of grant proposals is very important to academics from all disci-
plines. Although there is limited research on the reliability of assessments for grant proposals,
previously reported single-rater reliabilities have been disappointingly low (between 0.17 and
0.37). We found that the single-rater reliability of the overall assessor rating for Australian Re-
search Council grants was 0.21 for social science and humanities (2870 ratings, 1928 assessors
and 687 proposals) and 0.19 for science (7153 ratings, 4295 assessors and 1644 proposals).
We used a multilevel, cross-classification approach (level 1, assessor and proposal cross-clas-
sification; level 2, field of study), taking into account that 34% of the assessors evaluated more
than one proposal. Researcher-nominated assessors (those chosen by the authors of the re-
search proposal) gave higher ratings than panel-nominated assessors chosen by the Australian
Research Council, and proposals from more prestigious universities received higher ratings. In
the social sciences and humanities, the status of Australian universities had significantly more
effect on Australian assessors than on overseas assessors. In science, ratings were higher
when assessors rated fewer proposals and apparently had a more limited frame of reference
for making such ratings and when researchers were professors rather than non-professors. Par-
ticularly, the methodology of this large scale study is applicable to other forms of peer review
(publications, job interviews, awarding of prizes and election to prestigious societies) where
peer review is employed as a selection process.

Keywords: Australian Research Council; Cross-classified models; Grant proposal funding;
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1. Introduction

The peer review process is highly valued and frequently used for evaluating the academic merits
of grant proposals, journal submissions, academic promotions, job applications, monographs,
text-books, doctoral theses and a variety of other academic products (Cicchetti, 1991). In the
peer review process, assessors evaluate the attributes of academic documents according to spe-
cific criteria and then decision makers (e.g. editors or granting bodies) use these assessments
and, perhaps, apply additional criteria to decide whether or not to accept a manuscript, to fund
a proposal, to grant a promotion, etc. Clearly, the peer review process is extremely important
to the academic community.
The precise details of the peer review process, however, vary widely. Nevertheless, whichever,

peer reviewprocess is used the ratings that are given to the same submissionbydifferent assessors
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normally differ from each other—sometimes substantially. To provide a common bench-mark,
Marsh and Ball (1981, 1989, 1991) defined the single-rater reliability as the correlation between
two independent assessors of the same submissions across a large number of different submis-
sions. This single-rater reliability can then be used to estimate the reliability of the mean rating
based on varying numbers of raters. On the basis of their review of previous research, Marsh
and Ball (1989) reported that the mean single-rater reliability for journal submissions was only
0.27. Although there is little research on the reliability of assessments of grant proposals, Cic-
chetti (1991) reported single-rater reliabilities of between 0.17 and 0.37 (median 0.33) based on
nine analyses of reviews of (American) National Science Foundation grant submissions. This
suggests that the reliability of assessments of grant proposals may be comparable with those
reported for journal submissions, but there is too little research on grant proposals to draw any
clear conclusions.
By way of countering the criticisms that referees selected by the editors are biased, some

journals allow their authors to nominate at least one of the referees (Daniel, 1993). A sim-
ilar policy was adapted by the Deutsche Forschungsgemeinschaft in nominating reviewers
(Neidhardt (1988), as cited in Daniel (1993)). Yet no reports are available regarding the
effect of author-nominated reviewers on the reliability, fairness or validity of manuscript
review (Daniel, 1993).
Although there are many opinions about the peer review of research funding, little quantita-

tive analysis is available on its operation or outcomes (Osmond, 1983; Garfield, 1986). Naylor
(1994) pointed out that manuscripts are more commonly accepted with revision but research
proposals are rarely given this opportunity. He further suggested that applicants for research
funds should be given an opportunity to resubmit within weeks of a decision or re-entered in
the next competition. The peer review process for grant proposals also differs from that used
for manuscripts in at least one important way which alters the review process. Assessors for
academic journals may not know the name of the authors of manuscripts that they are asked to
review (i.e. some variation of a blind review process is used) and are only asked to evaluate the
quality of the manuscript. In contrast, the typical peer review process for assessing grant pro-
posals requires assessors to evaluate the research track record of the research team, on the basis
of personal knowledge and track record summaries provided, as part of the grant application.
Hence, particularly in the case of grant proposals, there has also been considerable interest in
what characteristics of the researchers (e.g. age, gender, academic rank and institutional affilia-
tion) are associated with peer review assessments and whether these constitute a potential bias
in the process.
For example, Emery et al. (1992) noted that the age of the author had no effect on success

in winning a US National Institute of Health first independent research support and transition
award. Further, the difference in the rate of funding for male and female applicants was not sta-
tistically significant. Cole et al. (1977) found that professional age had no significant influence
on the ratings and final outcome of the US National Science Foundation peer review system.
Hammel (1980) established that scientific productivity increasedwith age, with some evidence of
flattening, but not necessarily declining, with age. Bazeley (1998) reported that professors were
more likely to be funded than grant applicants who were below the level of professor. Eminent
authors were likely to bemore successful in achieving publication and in receiving quick reviews
(Lindsey, 1976, 1977; Mahoney, 1985; Zuckerman andMerton, 1971). Therefore, owing to ‘ac-
cumulative advantage’ successful scientists tend to be more productive, whereas less productive
scientists are likely to decline further in their productivity (Allison and Stewart, 1974). Cole
et al. (1977), however, emphasized that it is to be expected that leading scientists whose research
work had been valued highly by other scientists are more likely to submit highly rated proposals.
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It has been argued that peer review outcomes are less prone to error and bias in the physical
and biological sciences than in the social and behavioural sciences. For example, Lindsey (1978)
noted that there was a lack of paradigm development and consensus in the social and behavio-
ural sciences. He further emphasized that the social and behavioural sciences deal with social
reality that is based on political and cultural assumptions. Therefore, he concluded, they are less
able to use value-free objective criteria than in the physical sciences. Furthermore, the indus-
trial and technological success of the physical and biological sciences directly translated their
benefits into serviceable programmes or products whereas the process has been less spectacular
in social and behavioural sciences (Lindsey, 1978). According to Cicchetti (1991), there did not
appear to be any formal studies of the reliability of peer review undertaken for manuscripts or
abstract submissions to journals in the physical sciences. He emphasized, however, that there
was a belief that levels of agreement between referees were substantially higher for journals
in the physical sciences than in other areas. This conclusion appears to have been based on a
brief analysis made by Zuckerman and Merton (1971) about Physical Review, which is one of
the most prestigious journals in the physical sciences. To pursue this distinction, in the present
investigation we analysed separately the results from the social science and humanity panels
and from the science panels.

1.1. Summary of analytic approaches used in previous research
Typically, analyses in previous research on peer review studies were carried out by using
single-level models using analytic techniques such as correlation, multiple regression, analysis
of variance, discriminant function analysis andZ-tests for proportions. Cole et al. (1977) tested
matching hypotheses of reviewer and applicant departments and the relative eminence of the
reviewer and applicant by using analyses of variance. Similarly, gender bias in peer review
was examined by using Z-tests for proportions (Gilbert et al., 1994). However, characteristics
associated with assessors (in our research, assessor ratings are at level 1, cross classified by
assessors and proposals) that are clustered into proposals, pose special problems for analysis.
These include the appropriate levels of analysis, aggregation bias, heterogeneity of regression
and associated problems of model misspecification due to a lack of independence between mea-
surements at different levels. Thus, it is inappropriate to pool ratings without regard for the
correlation between ratings from the same assessor for different proposals, or between ratings
from different assessors for the same proposal. Ratings for proposals or from assessors in the
same field of study may also be correlated. Multilevel analyses allow researchers to consider
multiple units of analysis within the same analysis simultaneously.
Another complication with peer review data is that it is typical that some or most assessors

review more than one academic product (e.g. manuscripts and funding proposals), but no one
assessor typically reviews all the academic products. Hence, even if multilevel analyses were
used, the analyses would be compromised by this problem of cross-classification. There have
been a few attempts to deal with the problem in single-level analyses. For example, Marsh and
Ball (1981) included a ‘fixed effect’ for each of the reviewers who evaluated a relatively large
number of journal submissions to make a correction for the rater response bias of each reviewer
and analysed the data by using analysis of variance. Importantly, in the present investigation,
we used a multilevel cross-classified model in which ratings were nested within assessors, and
ratings within proposals. However, assessors and proposals were non-nested since an assessor
may rate more than one proposal and a proposal may be rated by more than one assessor. The
use of multilevel cross-classified models is potentially important in our study because one in
three assessors rated more than one proposal. In summary, the multilevel approach has many
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advantages over generally inappropriate alternative approaches that have typically been used in
peer review studies. Because peer review data have a multilevel structure, the study provides an
important methodological advantage over most research done in peer review using single-level
models.

1.2. The present investigation: aims and objectives
The aims of this paper are as follows.

(a) The first aim is to compute the reliabilities for external reviewer ratings of the Australian
Research Council (ARC) large grant programme. There is little research on the reliabil-
ity of ratings of grant proposals, but previously reported single-rater reliabilities were
disappointingly low.

(b) Of particular interest is whether researcher-nominated external reviewers give systemati-
cally higher or lesser reliable ratings. A critical concern in the ARC peer review process is
whether there are systematic differences in the ratings that are offered by those external
reviewers who were nominated by the applicant and those nominated by the ARC panels.

(c) A large number of external reviewers rated only one proposal per year; approximately a
third of the assessors ratedmore than one and a few evaluatedmany proposals (up to 26).
It is important to examine whether the number of proposals reviewed by each external
reviewer has any effect on the quality of ratings.

(d) A large number of external reviewers from countries other than Australia were asked to
review ratings. An important issue is whether ratings by overseas external reviewers differ
from each other and from ratings given by Australian external reviewers.

(e) The question of whether the gender of either the external reviewer or the researcher has
an effect on ratings is of general interest. Of particular interest is whether there is a gender
bias in ARC ratings (i.e. a researcher gender by external reviewer gender interaction).

(f) An important policy question is whether the age of researchers has any effect on external
reviewer ratings.

(g) It is appropriate to investigate whether there is any effect of well-established senior re-
searchers and/or prestigious older universities on ratings of the proposal.

(h) We wish to test Lindsey’s (1978) hypothesis that ratings are more reliable in the sciences
than in the social sciences and humanities and to evaluatewhether the effects of researcher
and assessor characteristics differ in this broad discipline classification.

The structure of the paper is as follows. Section 2 summarizes briefly the procedure that is
adopted by the ARC in the allocation of large research grants. The discussion of data and
statistical modelling is given in Section 3. Section 4 summarizes the results by using tables
and figures. Section 5 provides a discussion of important results and the final section outlines
implications on policy of the study and future research directions.

2. Australian Research Council large grant allocations

The ARC has established a peer review process for the evaluation of grant proposals submit-
ted to its large grants scheme (Australian Research Council, 1996). In Australia, the ARC is
the main research funding agency for non-medical research. Applicants submitted proposals
according to a prescribed format to one of nine discipline panels (Molecular and Cell Biology,
Plant and Animal Biology, Chemistry, Earth Sciences, Engineering 1 (electrical and comput-
ing), Engineering 2 (civil, mechanical and chemical), Humanities, Physics and Mathematics,
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and Social Sciences; see Australian Research Council (1996)) that cover the wide range of dis-
ciplines which are eligible for funding through this scheme. In an interesting variation to the
typical peer review process, applicants were invited to nominate the assessors whom they would
like to evaluate their proposals (researcher-nominated assessors) and a justification about why
the researcher-nominated assessors were appropriate. Applicants were also given the option of
nominating assessors who they felt should not evaluate the proposal.
In a preliminary examination, twomembers from each panel scrutinized the proposal and de-

termined whether the proposal was sufficiently competitive to be sent out for further assessment
or culled. In 1996, these initial culls accounted for around 22% of the total applications. The
remaining proposals were sent to external assessors for assessments. The twomembers who had
read the proposal chose five external assessors and two reserve assessors. The initial group of
five assessors typically included one external reviewer nominated by the researcher (researcher-
nominated assessor). Other external assessors (panel-nominated assessors) were selected either
from professionals known to panel members through their professional associations or from
an extensive database of potential reviewers and their areas of expertise, compiled by the ARC.
Reserve assessors were contacted when the original assessors had not completed their assess-
ments by a cut-off date. (For further discussion of this process, see Bazeley (1998), Bond and
Hesketh (1998) and Australian Research Council (1996)).
Assessors were asked to provide two global ratings on a scale of 1–100—one of the quality of

the proposal itself (the project rating) and one of the research track record of the researcher team
(the researcher rating). These were supplemented with more specific ratings (on a scale of 1–7)
about the proposal and a separate evaluation of the research track record of each researcher on
the research team.Assessors were also asked to provide written comments that were used as part
of the feed-back that was given to applicants. (For more detail, see Australian Research Council
(1996).) The total (overall) score representing each proposal for the 1996 round, as computed
by the ARC, was a weighted average of the global project rating (weighted 0.6) and the global
researcher rating (weighted 0.4) of the proposal, averaged across all external assessors.
After the external assessments had been completed, applicants were given an opportunity to

make a one-page response to the assessors’ reports received for their projects. Panels would then
meet again to consider the assessors’ reports and the applicants’ responses to all the material
that was available for each proposal. Although the committee could raise or lower the weighted
average response by external assessors in response to comments by the proposal authors and
their assessment of the materials, typically they did not change the ratings at all or only by
a small amount. The panels then assigned a final (single) rating (the committee score) for the
proposal. The applications were then ranked according to the committee scores. (The weighted
average of external assessors before adjustment by the ARC panel correlated 0.95 with the final
committee score after adjustment.) Within each panel, the funds for proposals were allocat-
ed starting from the best-ranked proposal and working down until the allocated funding was
exhausted (Bond and Hesketh, 1998).
Marsh and Bazeley (1999) and Bazeley (1998) considered data from a commissioned study

of opportunities for early career researchers (Bazeley et al., 1996). Apparently, this small study
was the first external evaluation of ARC assessments based on data provided by the ARC. Con-
sistent with the overall design of the study of Bazeley et al. (1996) data were considered from
a sample of academic disciplines (physics, engineering, psychology, history, nursing and social
work). Of the 488 proposals that were considered for funding in 1995, 175 were not externally
reviewed, 202 were sent to external reviewers but not funded and 111 were actually funded.
For the proposals that were sent to external reviewers, the estimated reliabilities of the mean of
four independent assessors’ ratings were 0.49 for the quality of the proposal and 0.63 for the
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quality of the research team (Marsh and Bazeley, 1999). For these data (Bazeley, 1998), female
researchers were under-represented (11.4% of first researchers were women) and success rates
were slightly lower for women (18.3%) than for men (21.2%). Bazeley suggested that the gender
imbalance was due to the lack of seniority of women in the academic system. Professors were
more likely to be funded than researchers who had a lower academic rank. More established
researchers, however, were not affected by including younger researchers in the team. Age had
no significant effect on obtaining research grants and younger researchers were not disadvan-
taged. As noted by some ARC panel members a specific problem in using assessors from other
countries is the variation in scoring practices between assessors from different countries (Wood,
1997). For example, Wood reported that assessors from America are generally considered to be
more lenient than those from the UK or Germany.

3. Methods

3.1. Data and variables
Data for the present investigation are based on all externally reviewed proposals from the 1996
round of the ARC large grants scheme. Thus, the data consisted 2331 proposals that were rated
by 6233 external assessors (653 or 22% of the proposals, which were culled in a preliminary in-
ternal evaluation in which they were judged to be ineligible or uncompetitive and, thus, not sent
out for review by external assessors). The external assessors provided a total of 10023 reviews.
The response variables that were used in the different analyses presented in this paper are

two global overall ratings (the overall quality of the proposal and of the research team). Char-
acteristics of the assessor and the first-named researcher of the research team to be considered
included nomination (assessor nominated by the researcher or nominated by the ARC panel),
the number of proposals reviewed by each assessor, region (country) of the assessor, gender
of the assessor and researcher, age of the researcher, academic title of the researcher and the
university status of the researcher (Table 1).
As stated previously, a decision was made to analyse data from social science and humanities

panels separately from data from science-based panels (Molecular and Cell Biology, Plant and
Animal Biology, Physics andMathematics, Chemistry, Earth Sciences, Engineering 1 (electrical
and computing) and Engineering 2 (civil, mechanical and chemical)).

3.2. Statistical procedure
Peer review ratings may have a hierarchical structure if each reviewer reviews only one sub-
mission or a cross-classified structure if some reviewers review more than one submission. The
response variables can be either categorical (e.g. accept, reject or resubmit for journal articles or
to fund or not to fund for grant proposals) or continuous (e.g. assessor ratings for the quality
of grant proposals). Fitting single-level regression models is typically inappropriate if the data
have a hierarchical or cross-classified structure. Fitting single-level models would only be appro-
priate if the estimated intraproposal correlation was not statistically significant (i.e. the ratings
were completely unreliable), but this is unlikely to be the case. Furthermore, the estimation of
correct standard errors requires a consideration of an appropriate multilevel structure of the
data (Goldstein, 1995; Goldstein et al., 1998).
In the multilevel analyses, it is not necessary to have the same number of lower level units

within each higher level unit for the data to be balanced (Goldstein et al., 1998). For example,
the number of reviewers assigned to evaluate an outcome (proposal, manuscript, job applicant,
etc.) typically varies from case to case. Because peer review studies typically have unbalanced
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Table 1. Summary description of the data†

Variable Assessors Ratings

Number % Number %

Assessor attributes
Gender of the assessor
Male 4112 90.5 7111 90.2
Female 430 9.5 772 9.8

Researcher-nominated assessors 2016 32.4 2016 20.1
Region of the assessor
Australia 3429 56.6 6296 64.2
North America 1186 19.6 1511 15.4
Europe 1132 18.7 1555 15.8
Other regions 311 5.1 449 4.6

Number of proposals reviewed by each
1 proposal 4100 65.8 4100 40.9
2 proposals 1241 19.9 2482 24.8
More than 2 proposals 892 14.3 3441 34.3

First researchers

Number %

Researcher attributes
Gender of the first researcher
Male 1964 84.3
Female 365 15.7

Title of researcher
Professor 540 23.2
Non-professor 1789 76.8

University status of first researcher
Older, more prestigious (pre-1987) universities 1999 87.1
Newer (post-1987) universities 296 12.9
Age of first researcher
Young (less than 40 years) 597 25.6
Older (40 years or more) 1734 74.4

†All percentages were calculated excludingmissing values. The total number of casesmay
differ from one category to the next depending on the missing values of the category.

data, the ability to handle unbalanced data is an important advantage of multilevel modelling.
This is in contrast with traditional repeated measures multivariate analysis of variance, which
requires balanced data.
In summary, the multilevel approach offers many advantages over generally inappropriate

alternative approaches that are typically used in peer review studies. Because this is apparently
the first study that has used multilevel modelling to analyse peer review data, the multilevel
modelling approach illustrated here provides an important advance over most research that has
been done on peer review.

3.3. Multilevel models
In the ARC data for 1996, some assessors reviewed more than one proposal. Thus, there was
an assessor and proposal cross-classification at level 1 and fields of study at level 2. In the ARC
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1996 round there were up to eight assessors for each of 2331 proposals and 34% of assessors
rated more than one proposal. There were a total of 144 fields of study employed by the ARC
(although a few of them did not have any proposals in 1996) that were then assigned to one
of the nine discipline panels. The Physics and Mathematics Panel had the highest number of
fields of study with 31 fields of study and the Molecular and Cell Biology Panel had the lowest
number of fields of study, with three in the 1996 round. The influence of any remaining panel
effect (within social science or science) on ratings was controlled by the presence of field of study
as the top level in the models. Normal plots of residuals for both project and researcher ratings
showed no evidence of outliers.
In extensive preliminary analyses, the coefficient of each explanatory variable was allowed

to vary randomly, one at a time at the assessor and field of study levels, for each of the re-
sponse variables. Little or no evidence of variation in any of these coefficients was found. As the
fixed and random coefficients at levels 1 and 2 were nearly unchanged by the inclusion of ran-
dom coefficients, random-intercept models were fitted. The variance components (or random-
intercept) model assumes that the only variations between proposals and between fields of
study are in the intercept of the model.
The dependent variable is denoted by Y.ij/k, referring to the rating given by assessor i to the

jth proposal from kth field of study. Thus, for example, a two-level multilevel cross-classified
model with assessor and proposal cross-classification at level 1 and field of study at level 2 can
be written as

Y.ij/k = X.ij/kβ + uk + eik + ejk

whereX.ij/k is a vector of explanatory variables defined at the assessor or researcher level and the
assessor and proposal effects are modelled by the level 1 random variables eik and ejk and level
2 random variable uk. The level 1 and level 2 variances of the model are given by var.eik/ = σ2

ei,
var.ejk/ = σ2

ej and var.uk/ = σ2
u. The random effects were assumed to be normally distributed.

We fitted cross-classifiedmodels by creating a dummy variable for each proposal and allowing
the coefficients of these to vary randomly at the proposal level with an equal variance. Further
details of multilevel cross-classified models are available elsewhere (Goldstein, 1995; Rasbash
et al., 1999; Rasbash and Goldstein, 1994; Snijders and Bosker, 1999). All cross-classified mod-
els fitted in this paper are based on the iterative generalized least squares procedure in MLwiN
(version 1.1) (Goldstein et al., 1998).

3.4. Reliabilities of Australian Research Council ratings
The single-rater reliabilities or intraproposal correlations were derived from analysis of vari-
ance (Winer (1971) and Shout and Fleiss (1979); see Marsh and Ball (1981, 1989)) and mul-
tilevel modelling (Goldstein, 1995). When different sets of reviewers evaluate each proposal,
the intraproposal correlation coefficient (ρ) derives from an analysis-of-variance model across
reviewers:

ρ = MSS − MSE
MSS+ .N − 1/MSE

where MSS is the mean sum of squares between proposals, MSE is the mean-square error and
N is the number of assessors per proposal.
In multilevel modelling, the intraproposal correlation is defined as the correlation between

two independent ratings of the same proposal. In our cross-classified model the correlation
between two ratings for the same proposal is given by
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ρ = corr.y.i′j/k, y.ij/k/ = σ2
u + σ2

ej

σ2
u + σ2

ej + σ2
ei

where σ2
u is the between field of study variance, σ2

ej is the between-proposal variance and σ2
ei is

the between-assessor variance.
The intraproposal correlation is sometimes called a single-rater reliability in the peer review

literature (e.g. Marsh and Ball (1981)). The reliabilities of ratings of the 1996 ARC round were
computed by substituting the single-rater reliabilities ρ computed using the variance estimates
from the base-line variance component cross-classified models and the average number of as-
sessors (N) in the Spearman–Brown formula (see Marsh and Ball (1981)):

rm = Nρ

1 + .N − 1/ρ
:

3.5. Significance of parameters
If the ratio of the parameter estimate to its standard error is greater than 1.96 (the critical val-
ue under a normal distribution) then the parameter estimate is significantly different from 0
(Goldstein et al., 1998).When twomodels are nested (i.e. the parameters estimated in onemodel
are a proper subset of those in a second model), the difference of deviances of the two models
(the χ2-difference with degrees of freedom equal to the difference in the number of parameters
estimated) can, under appropriate conditions, be used to test whether the difference between
the two models is statistically significant.

3.6. Modelling procedures
Some preliminary cross-classified analyses were conducted. The academic title of the assessor
was not statistically significant and, thus, not considered further. Although the cubic age effect
of assessor age had a marginally significant effect, we excluded the age of the assessor from
further analyses as the dates of birth of 74% of assessors were not available. The effect of the
number of researchers in the research team was also not significant. The variables that were
non-significant in the preliminary analyses were not considered further.
The characteristics that are considered in this paper are the nomination of assessor (1 for

researcher nominated; 0 for panel nominated), the region of the assessor, the number of pro-
posals reviewed by each assessor, the gender of the assessor (1 for females; 0 for males) and
the first researcher (1 for females; 0 for males), the academic title of the first researcher of the
research team (1 for professor; 0 for others) and the university status of the first researcher of the
team (1 for pre-1987 universities; 0 for post-1987 universities). The region of the assessor was
represented by American assessors (1 for North American assessors; 0 for others), European
assessors (1 for European assessors; 0 for others) and assessors from other regions (1 for Asian,
African, New Zealand and South American assessors; 0 for others) where Australia was the
base-line or ‘left-out’ category. Preliminary analyses showed a significant cubic (but no linear
or quadratic) effect of the first researcher’s age on ratings. Thus, only the cubic effect of age was
included in the analyses.
In the present investigation, we examined the simultaneous influence of assessor and re-

searcher characteristics on the project (the overall quality of proposal) and researcher (the
overall quality of the research team) ratings. Multilevel cross-classified models were used with
project and researcher ratings as the response variables and assessor and researcher attributes
as the explanatory variables.
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The response variables project and researcher ratings have skewed distributions with more
than 40% of ratings being 87 or above out of 100. Hence, project and researcher ratings were
transformed to normal scores (Goldstein, 1995;Goldstein et al., 1998). Continuous explanatory
variables were standardized. In general, we assumed that the probability of missing data was
independent of any of the random variables used in the multilevel models (see Rasbash et al.
(1999) for details).

4. Results

4.1. Reliabilities of Australian Research Council ratings
The single-assessor reliabilities of global ratings calculated from the multilevel cross-classified
models were marginally higher than those produced by the techniques of analysis of variance.
Of greater relevance, however, was the finding that reliability estimates based on cross-classifica-
tionmodels were alsomarginally larger than those based onmodels without cross-classification.
This reflected that in cross-classified models individual assessor effects (leniency or stringency)
were taken into account. Furthermore, in supplementary analyses, we found that the reliabilities
were systematically higher for assessors who evaluated more proposals.
The single-rater reliabilities in social sciences and humanities were 0.179 (p < 0:001) for the

quality of the proposal (the project rating) and 0.255 (p < 0:001) for the quality of the research
team (the researcher rating). The corresponding reliability estimates for science were 0.167 and
0.223 for the project and researcher ratings respectively. The reliability estimates for the project
and researcher ratings, based on the average number of assessors per proposal (4.1), were 0.47
and 0.58 for social sciences and humanities and, based on the average of 4.2 assessors, 0.46 and
0.55 for science respectively. These results indicated that ratings in science were certainly no
more reliable than ratings in social sciences and humanities—thus refuting the Lindsey (1978)
hypothesis. Results in Fig. 1 demonstrate that confidence intervals around the estimated pro-
posal effects are wide, reflecting the substantial amount of unreliability and probable error in
the ratings of each proposal.

4.2. Gender effects in the peer review of grant proposals
It is important to examine whether researchers are disadvantaged as a function of their gender
and whether this effect varies as a function of the gender of the assessor. Of particular interest
is a ‘gender matching hypothesis’, suggesting that female assessors give systematically higher
ratings to female researchers and that male assessors give systematically higher ratings to male
researchers. Because of our interest in this question and as there was a substantial number of
missing values (23%) for the gender of the assessor, we decided to look at this issue separately,
before the more general analysis of other assessor and researcher characteristics.
As described earlier, multilevel cross-classified models were fitted separately for social scien-

ces and humanities (2401 ratings by 1580 assessors for 673 proposals from 28 fields of study)
and for science (3235 ratings by 1621 assessors for 1436 proposals from 106 fields of study). (The
number of cases was substantially lower than those in the main analyses because of the sub-
stantial amount of missing data associated with assessor gender.) Separate models were fitted
with researcher and project ratings, using normalized ratings as the response variables. Female
first researcher (1, female; 0, male), female assessor and their interaction were the explanatory
variables. Importantly, the significance of this cross-level interaction between the gender of the
researcher and the gender of the assessor could not be tested appropriately by using traditional
single-level analyses.
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Fig. 1. Confidence intervals (plus or minus 1.96 standard errors) of proposal residuals for researcher rat-
ings, illustrating the substantial error variation that is associated with each proposal (for further detail see
Goldstein and Healy (1995), Goldstein (1995) and Snijders and Bosker (1999)): note that a very large number
of proposals means that these confidence intervals merge together to form a continuous interval rather than
discrete intervals

Initially, we fitted a base-line variance component model for project and researcher ratings.
The final model contained researcher gender, assessor gender and their interaction in addition
to the intercept. The addition of three gender variables to the base-line model decreased the
deviance by 10.0 and 5.9 for project and by 12.6 and 8.1 for researcher ratings of social science
and science respectively. The effects of assessor gender were small, but statistically significant
and negative for both ratings in social sciences and humanities (Table 2). Female assessors gave
significantly lower ratings than did male assessors in social sciences and humanities, whereas
female researchers received lower ratings than male researchers in science. However, the re-
searcher gender by assessor gender interaction (Table 2) was not statistically significant for all
ratings in both disciplines. In supplemental analyses, the coefficient of each gender variable
was allowed to vary randomly at each level, but this addition was not statistically significant,
indicating that the relative lack of gender effects was consistent across different fields of study
and different assessors.
In summary, there was little or no significant effect of gender and, of particular importance,

there was no evidence to suggest that female assessors favoured female researchers or male
assessors favoured male researchers. We interpreted these results to indicate that there is no
evidence based on our results to suggest a gender bias in ARC ratings.

4.3. Main analyses of assessor and researcher characteristics
In this section we pursue a more complete analysis of assessor and researcher characteristics.
These effects on project and researcher ratingswere analysed in several stages. Firstly, a base-line
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Table 2. Cross-classified analyses for genders of the researcher and assessor†

Parameter Estimate for the following disciplines:

Social science and humanities Science

Project Researcher Project Researcher
ratings ratings ratings ratings

Fixed effects: main effects
Intercept 0.114 0.073 0.010 0.023
Female 1st researcher 0.099 (0.059) 0.062 (0.062) −0:090 .0:053/ –0.132 (0.056)
Female assessor –0.142 (0.071) –0.143 (0.069) −0:093 .0:058/ −0:060 .0:057/
Interaction
Female 1st researcher × female assessor −0.034 (0.103) −0.090 (0.100) 0.033 (0.153) −0.041 (0.151)

Random effects
σ2
u (between-field variance) 0.025 (0.013) 0.022 (0.013) 0.059 (0.013) 0.050 (0.012)

σ2
ej (between-proposal variance) 0.171 (0.026) 0.243 (0.028) 0.107 (0.013) 0.167 (0.015)

σ2
ei (between-assessor variance) 0.918 (0.031) 0.831 (0.028) 0.749 (0.017) 0.689 (0.016)

†Standard errors are given in parentheses. Values in bold are statistically significant.

model of variance components was evaluated. Secondly, assessor attributes and their interac-
tions (but not researcher attributes) were added to the base-line model. Thirdly, the final model
contained all assessor and researcher attributes with their interactions. All possible two-way
interactions were introduced and, because no three-way interactions were significant, they were
not included in the models. For these analyses, a small number of proposals from organizations
other than universities were excluded. After listwise deletion of missing values, main analyses
for social sciences and humanities included 2738 ratings (95% of the total available) given by
1858 assessors for 667 proposals from 28 fields of study. Similarly, the main analyses for science
included 6660 ratings (93% of the total available), 4055 assessors, 1580 proposals and 108 fields
of study.

4.3.1. Variance components for the main analyses
This section examines the variances due to assessors, proposals and fields of study before and
after adjusting for assessor and researcher characteristics.

4.3.1.1. Base-line variance component model.Webegan by fitting a base-line (variance compo-
nent) model of project and researcher ratings. This model explained how the total variance was
partitioned into variance components associated with assessor, proposal and field of study. The
results indicated that in social sciences and humanities there was significant variation between
fields of study (project, σ2

u = 0:035, standard error SE = 0.014; researcher, σ2
u = 0:030, SE =

0.015), betweenproposals (project,σ2
ej = 0:162,SE=0.023; researcher,σ2

ej = 0:245,SE=0.025)
and between assessors (project, σ2

ei = 0:906, SE = 0.028; researcher, σ2
ei = 0:803, SE = 0.025).

Similarly, the values for field of study, proposal and assessor variances in science were 0.056
(SE = 0.012), 0.099 (SE = 0.011) and 0.773 (SE = 0.015) for project ratings and 0.042 (SE =
0.011), 0.163 (SE = 0.013) and 0.713 (SE = 0.014) respectively for researcher ratings. Thus,
employing multilevel cross-classified models is well justified. In social sciences and humanities,
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for project rating, 82.1% of the variance is due to assessors, 14.7% is due to the proposal and
3.2% is due to the field of study. For researcher ratings the corresponding percentages were
74.5%, 22.7% and 2.8% respectively. Similarly, in science percentages of assessor, proposal and
field of study variances were 83.3%, 10.7% and 6.0% for project ratings and 77.7%, 17.8% and
4.6% for researcher ratings respectively. Whereas systematic variation due to the proposal was
disappointingly low in both disciplines, it was systematically higher for researcher ratings than
for project ratings, indicating why researcher ratings were more reliable. Although most of the
variance in both ratings was due to differences between assessors of the same proposal, there
was significant variation due to proposals and fields of study.

4.3.1.2. Variance components for model with assessor characteristics. The introduction of
assessor variables into the base-line model led to small decreases in the variance components
for field of study for both project ratings (from 0.035 to 0.029 in social sciences and humanities
and from 0.056 to 0.042 in science) and researcher ratings (from 0.030 to 0.027 in social sciences
and humanities and from 0.042 to 0.031 in science). This indicated that the differences between
fields of studywere reduced somewhat after controlling for the effects of assessor attributes. This
reduction was marginally higher in science than in social sciences and humanities. Controlling
for assessor attributes increased somewhat the variance components for proposals for both pro-
ject ratings (from 0.162 to 0.172 in social sciences and humanities and from 0.099 to 0.112 in
science) and researcher ratings (from 0.245 to 0.255 in social science and humanities and from
0.163 to 0.175 in science). These results are important and interesting in that controlling for
the effects of explanatory variables typically leads to reductions in the variance components,
not increases. In the present investigation, however, the reliability of differentiation between
proposals was improved somewhat by controlling for assessor characteristics. This suggests,
perhaps, that the assessors’ characteristics evaluated here were not sources of valid differences
between the proposals.

4.3.1.3. Variance components for model with assessor and researcher characteristics.The in-
troduction of research variables into the model with assessor attributes led to small decreases
in the variances for the field of study for project ratings (from 0.029 to 0.025 for social sciences
and humanities and from 0.042 to 0.036 for science) and researcher ratings (from 0.027 to 0.021
for social sciences and humanities and from 0.031 to 0.025 for science). This indicates that the
differences between fields of study were reduced somewhat after controlling for the effects of
researcher attributes. Controlling for researcher attributes also decreased somewhat the vari-
ances for proposals for both project (from 0.172 to 0.149 for social sciences and humanities
and from 0.112 to 0.099 for science) and researcher (from 0.255 to 0.209 for social sciences and
humanities and from 0.175 to 0.144 for science) ratings. Hence, the reliability in differentiation
between proposals was reduced somewhat by controlling for researcher characteristics, suggest-
ing, perhaps, that the researcher characteristics that were evaluated here were valid sources of
differentiation between the proposals.

4.3.2. Simultaneous effects of assessor and researcher characteristics
In this section, our main focus is on the results of the final model that simultaneously eval-
uated assessor and researcher characteristics (Table 3). However, results of the preliminary
model with assessor characteristics only are also discussed if these results differed from those
of the final model. The introduction of assessor variables (the nationality of the assessor, the
researcher-nominated status, the number of proposals reviewed by each assessor and inter-
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Table 3. Cross-classified analyses for characteristics of the researcher and assessor†

Parameter Estimate for the following disciplines:

Social science and humanities Science

Project Researcher Project Researcher
ratings ratings ratings ratings

Assessor main effects
Intercept −0:399 −0:494 −0:366 −0:357
Researcher-nominated assessors 0.557 (0.131) 0.472 (0.123) 0.518 (0.083) 0.476 (0.080)
American assessors 0.880 (0.228) 0.571 (0.217) −0:014 (0.100) −0:017 (0.098)
European assessors 0.459 (0.217) 0.157 (0.207) −0:022 (0.090) −0:154 (0.088)
Assessors from other regions 0.621 (0.286) 0.580 (0.273) −0:094 (0.155) 0.022 (0.151)
Number of proposals reviewed 0.038 (0.119) −0:039 (0.114) –0.051 (0.024) –0.074 (0.023)

Assessor interaction effects
Nominated and American assessor 0.299 (0.142) 0.253 (0.135) 0.218 (0.074) 0.206 (0.071)
Nominated and European assessor 0.105 (0.137) 0.218 (0.131) 0.076 (0.077) 0.105 (0.075)
Nominated and assessor from other regions 0.111 (0.279) 0.209 (0.266) 0.184 (0.120) 0.149 (0.117)
Nominated and number of proposals reviewed −0:011 (0.124) −0:118 (0.118) −0:063 (0.053) −0:075 (0.051)
American and number of proposals reviewed −0:095 (0.320) −0:404 (0.305) –0.252 (0.096) –0.264 (0.094)
European and number of proposals reviewed −0:216 (0.245) −0:182 (0.234) −0:050 (0.065) −0:031 (0.063)
Other regions and number of proposals −0:021 (0.364) 0.063 (0.347) 0.102 (0.104) 0.110 (0.101)
reviewed

Researcher main effects
Professor 1st researcher 0.153 (0.144) 0.178 (0.151) 0.270 (0.089) 0.312 (0.093)
University status 1st researcher 0.266 (0.085) 0.292 (0.088) 0.262 (0.057) 0.246 (0.059)
Cubic age 1st researcher −0:061 (0.037) –0.081 (0.038) 0.010 (0.014) 0.022 (0.014)

Researcher interaction effects
Professor and university 1st researcher 0.208 (0.154) 0.320 (0.162) −0:117 (0.092) 0.034 (0.097)
Professor and cubic age 1st researcher 0.012 (0.021) −0:020 (0.022) −0:012 (0.008) 0.000 (0.009)
University and cubic age 1st researcher 0.058 (0.038) 0.102 (0.040) 0.008 (0.014) −0:011 (0.015)

Researcher × assessor interactions
Nominated assessor and professor 1st researcher 0.096 (0.113) 0.120 (0.107) −0:052 (0.066) −0:058 (0.064)
Nominated assessor and university 1st researcher −0:069 (0.132) −0:080 (0.124) −0:062 (0.082) −0:080 (0.077)
Nominated assessor and cubic age 1st researcher 0.004 (0.019) −0:031 (0.018) 0.003 (0.008) −0:003 (0.008)
American assessor and professor 1st researcher −0:131 (0.172) −0:059 (0.165) 0.129 (0.075) 0.014 (0.073)
American assessor and university 1st researcher –0.713 (0.205) –0.544 (0.197) −0:013 (0.099) 0.058 (0.096)
American assessor and cubic age 1st researcher −0:002 (0.039) −0:003 (0.037) 0.016 (0.009) 0.015 (0.009)
European assessor and professor 1st researcher −0:045 (0.157) −0:002 (0.151) 0.085 (0.073) 0.032 (0.071)
European assessor and university 1st researcher –0.511 (0.216) −0:329 (0.206) −0:098 (0.091) −0:029 (0.089)
European assessor and cubic age 1st researcher −0:023 (0.025) 0.005 (0.024) −0:002 (0.009) −0:002 (0.008)
Other region assessor and professor 1st –0.547 (0.265) –0.795 (0.254) 0.149 (0.121) 0.128 (0.117)
researcher

Other region assessor and university 1st –0.638 (0.300) –0.606 (0.286) 0.166 (0.156) −0:083 (0.152)
researcher

Other region assessor and cubic age 1st 0.120 (0.062) 0.144 (0.059) −0:022 (0.013) −0:016 (0.013)
researcher

Proposals reviewed and professor 1st researcher 0.078 (0.108) 0.099 (0.104) 0.011 (0.026) 0.008 (0.025)
Proposals reviewed and university 1st researcher −0:097 (0.124) −0:066 (0.119) 0.004 (0.025) −0:002 (0.024)
Proposals reviewed and cubic age 1st researcher −0:027 (0.017) −0:022 (0.016) −0:000 (0.005) −0:005 (0.005)

(continued)
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Table 3 (continued )

Parameter Estimate for the following disciplines:

Social science and humanities Science

Project Researcher Project Researcher
ratings ratings ratings ratings

Random effect
σ2
u (between-field variance) 0.025 (0.012) 0.021 (0.011) 0.036 (0.009) 0.025 (0.007)

σ2
ej (between-proposal variance) 0.149 (0.020) 0.209 (0.022) 0.099 (0.010) 0.144 (0.011)

σ2
ei (between-assessor variance) 0.794 (0.025) 0.701 (0.022) 0.692 (0.014) 0.635 (0.013)

†Standard errors are given in parentheses. Values in bold are statistically significant.

actions between these variables) led to highly significant decreases in the deviances for both
project ratings (268.7 for social sciences and humanities and 587.0 for science, 12 degrees of
freedom and p < 0:001) and researcher ratings (270.9 for social sciences and humanities and
626.4 for science, p < 0:001). Similarly, the addition of researcher variables (academic title,
university status and cubic age of the first researcher) and their interactions with assessor and
researcher variables was significant for both project (χ2.21/ = 82 for social sciences and hu-
manities and χ2.21/ = 107 for science) and researcher (χ2.21/ = 112 for social science and
χ2.21/ = 172:7 for science) ratings (p-values less than 0.001). Finally, in supplemental anal-
yses, we ascertained that the exclusion of non-significant effects had almost no effect on the
parameter estimates.
The largest effect was for researcher-nominated assessors (p < 0:001) even after controlling

for researcher characteristics. Overall, researcher-nominated assessors gave higher ratings than
panel-nominated assessors. However, this difference interacted significantly with nationality
(North American versus Australian) for all except researcher ratings in the social sciences and
humanities (even this interaction was significant in the assessor model). An inspection of these
interactions (Fig. 2) indicated that the difference between researcher-nominated and panel-
nominated assessors was somewhat larger for ratings by North American assessors than Aus-
tralian assessors.

Fig. 2. 95% confidence interval for the interaction between North American nationality of assessors and
researcher-nominated status of assessors for project ratings in social sciences and humanities
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In science, the number of proposals reviewed by an assessor was significantly and negatively
related to their ratings, but this effect also interacted with nationality (North American versus
Australian—see Table 3). Whereas assessors who reviewed more proposals gave lower ratings,
this negative effect of the number of proposals assessedwas larger forNorthAmerican assessors
than for Australian assessors (Fig. 3). In social sciences and humanities, there was no significant
effect of the number of proposals reviewed by an assessor.
There were significant effects of the nationality of the assessors that are of particular interest,

but the interpretations were complicated by interactions particularly with the university status
(see Table 3). In the social sciences and humanities, Australian assessors tended to give low-
er ratings than did overseas assessors. However, Fig. 4 illustrates that the effect of assessors’
nationality was larger for researchers from post-1987 (newer, less prestigious) Australian uni-
versities. Hence, the relative status of the Australian university from which the proposal came
had significantlymore effect onAustralian assessors than on overseas assessors. Interestingly, in
science we did not find any significant effect of region of assessor on ratings (although European
assessors gave significantly lower ratings before adjusting for researcher characteristics).
University status had a highly significant effect for all ratings in both disciplines (Table 3)

such that proposals from pre-1987 (older, more prestigious) universities received higher ratings
than those from post-1987 universities. However, as discussed earlier, this effect interacted with
the nationality of the assessor in the social sciences and humanities such that the systemati-
cally higher ratings for proposals from pre-1987 universities were due primarily to ratings by
Australian assessors (Fig. 4).
The positive effect of being a professor was evident in science for both project and researcher

ratings. In the social sciences and humanities, the positive effect of being a professor was not
significant but did interact significantly with university status for researcher ratings (Table 3).
An inspection of Fig. 5 indicates that the advantage of being a professor was more clearly ev-
ident in older, well-established (pre-1987) universities than in newer universities. The effect of
professor status in the social sciences and humanities also interacted with the effect of assessors
from other regions such that these assessors rated proposals by professors marginally lower
than proposals by non-professors, whereas Australian assessors rated proposals by professors
as marginally higher (Fig. 6).
The effects of age, after controlling for other variables, was not significant for ratings in the

sciences but was significant for researcher ratings in the social sciences and humanities. The
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Fig. 3. Interaction between North American nationality of assessors and the number of proposals reviewed
for project and researcher ratings in science
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Fig. 4. 95% confidence interval for interaction between assessors’nationality and the status of the university
for project and researcher ratings in social sciences and humanities

Fig. 5. 95% confidence interval for the interaction between professor rank and university status in the social
sciences: researcher ratings received by professors in pre-1987 and post-1987 universities
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Fig. 6. 95% confidence interval for researcher and project ratings given to researchers with different aca-
demic titles in social science and humanities

cubic age effect of first researcher was significantly negative for researcher ratings in the social
sciences, but this effect interacted with the effect of university status and with the effect of
assessors from other regions. Fig. 7 illustrates that researcher ratings for younger researchers
were similar for pre-1987 and post-1987 universities, but that older researchers from pre-1987
universities received better ratings than older researchers from post-1987 universities. Research-
ers from pre-1987 universities received somewhat higher ratings with increasing age, whereas
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Fig. 7. Interaction between age of researcher and university status for researcher ratings in social sciences
and humanities
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Fig. 8. Interaction between age of researcher and nationality (Australia versus other regions) for researcher
ratings in social sciences and humanities

researchers from post-1987 universities received lower ratings with increasing age (see Fig. 7).
This difference apparently reflects the fact that many older researchers at post-1987 universities
were initially appointed at a time when these institutions were colleges of advanced education
rather than research universities. In the social sciences the age of the researcher also interacted
with the effect of assessors from other regions for researcher ratings. Whereas assessors from
Australia and other regions tended to give similar ratings to the youngest researchers, Australian
assessors gave systematically lower ratings as researchers became older (Fig. 8).

5. Discussion

5.1. Reliabilities
Estimates of reliability for the evaluations of grant proposals in the ARC scheme were dis-
appointingly low. The single-rater reliabilities were low for researcher ratings (0.255 in social
sciences and humanities; 0.223 in science) and even lower for project ratings (0.179 in social
sciences and humanities; 0.167 in science). On the basis of the average number of assessors per
proposal (4.1 for social sciences and humanities; 4.2 for science), the estimates of reliability for
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the average proposal assessment were 0.47 and 0.46 for project ratings and 0.58 and 0.55 for
researcher ratings respectively. Whereas these estimates are unacceptably low, the estimates of
reliability were equally low in the sciences and in the social sciences and humanities. Hence,
there was no support for the contention that evaluations of grant proposals are more reliable in
the sciences than in social sciences and humanities.
Although disappointingly low, these estimates of reliability underestimated the reliability of

the actual panel decisions. In the ARC programme the final decision is taken by panels, who
also review the proposal, assessors’ comments, authors’ rejoinders, etc. Furthermore, the 22%
of initially culled proposals that were not reviewed by external assessors were not included in the
analyses of reliability (because there were no external assessments of these proposals). If they
had been included, the between-proposal variance would probably have increased substantially
and, consequently, the reliability would have improved. Because of the above-mentioned fac-
tors, the final decision about ARCproposals was likely to have beenmore reliable than indicated
by the estimates of reliability based on the assessor ratings (for a further discussion, see Marsh
and Bazeley (1999)). However, the reliability of the dichotomous decision (e.g. to fund or not
to fund) was likely to be lower than the reliability of the reasonably continuous scores on which
this decision was based.

5.2. Researcher and assessor attributes
The differences in success rates for male and female researchers were small or non-significant.
In this sense, there was no gender bias in the grant evaluations. Furthermore, this lack of
researcher gender difference did not interact with assessor gender. In particular, female
assessors did not favour female researchers; nor did male assessors favour male researchers.
Hence, there was no support for a ‘matching hypothesis’. Surprisingly, however, only 15.3% of
the total number of researchers (including initial culls) were females. Thus, females were sub-
stantially under-represented among those researchers who applied for ARC grants even though
those who did apply fared no better or worse than the predominantly male applicants.
When the first-named researcher on the research teamwas a professor, both the project ratings

and particularly the researcher ratings were higher in science. In supplementary analyses, we
found that the inclusion of a professor in the research team as a co-author (not the first-named
researcher) also had an additional positive effect on ratings. Common sense suggests that aca-
demic rankmay be a valid source of variance and this interpretation is supported by two related
findings. First, the effect of professor status was significantly stronger for researcher ratings than
for project ratings (see Table 3). Individuals become professors at least in part because of their
well-established research track records, so ratings of research track records should be higher for
professors than for non-professors. Whereas it is possible that professors should also be able to
write better grant proposals than non-professors, it is also possible for non-professors to write
outstanding proposals as well. Hence, the finding that the advantage associated with being a
professor was greater for researcher ratings than project ratings offered support for the inter-
pretation that this is a valid source of variation in the ratings. Second, controlling for the effect
of being a professor resulted in a less reliable differentiation between the proposals. Again, this
suggested that professor rank might be a valid source of variation in the proposal evaluations.
Indeed, it is surprising, perhaps, that the effect of being a professor was not even greater. The
apparent explanation for this finding is an implicit reverse discrimination introduced by the
ARC in that applicants were only asked to provide a list of publications during the previous
5 years and assessors were explicitly instructed to rate the research track record in relation to
opportunity. This may also explain why Australian assessors rate particularly older researchers
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more negatively in that these assessors are more likely to be aware of these policies, which are
designed to provide a greater opportunity to younger, less senior researchers.
The status of the university had a significant and substantial effect in both social sciences

and humanities, and in sciences. In social sciences and humanities, however, this effect was only
evident in ratings by Australian assessors (Fig. 4).

6. Policy implications and future directions

6.1. Researcher-nominated assessors
Researcher-nominated assessors gave systematically higher ratings than did ARC panel-
nominated assessors. Supplemental analyses showed that the reliabilities of ratings increased
after adjusting for the effects of nominated assessors and that the reliabilities of ratings by
researcher-nominated assessors were systematically lower than the reliabilities of panel-
nominated assessors. These results suggest that ratings by researcher-nominated assessors were
positively biased.
The rationale for having researcher-nominated assessors was that researchers would be more

likely to have at least one assessor who had a good understanding of the proposal and would be
likely to make the peer review process more credible to the academic community. Although the
ARC did not actually present a systematic evaluation of researcher-nominated ratings, there
was at least the implication that they were not systematically higher than ratings by ARC-
nominated assessors and that they were sometimes substantially lower. Hence, our results
present a very different picture—showing that researcher-nominated assessors gave system-
atically higher ratings than ARC panel-nominated assessors. Clearly, a proposal that did not
have any researcher-nominated assessors was likely to be disadvantaged relative to proposals
that did, and the few proposals that had multiple researcher-nominated assessors were likely
to be particularly advantaged. Also, because the ARC could not control communication
between researchers and their researcher-nominated assessors, it was possible that researchers
put inappropriate pressure on their researcher-nominated assessors. Importantly, our results
also suggest that ratings for researcher-nominated assessors were more positively biased and
less reliable than those by ARC panel-nominated assessors. Hence, despite the potentially
adverse reactions by researchers who appreciated being able to nominate their own assessors,
the ARC decided to drop the use of researcher-nominated assessors. In this respect, our results
have already had important implications on policy for the ARC peer review process (Bond
and Hesketh, 1998). These results also have important implications on policy for many other
situations in which proposers or applicants can choose some or all of the external assessors
who provide assessments of their suitability as part of an assessment process (e.g. most job
applications).

6.2. Number of proposals reviewed by each assessor
It was observed that the number of proposals reviewed by each assessor had a significant neg-
ative effect on global assessor ratings in science. This effect was little affected by controlling
for other assessor characteristics. Apparently, assessors who reviewed more proposals had a
broader frame of reference against which to evaluate each proposal. The more proposals an
assessor reviewed, the better the quality of the ratings they provided. As the number of pro-
posals increased, the ability to discriminate between the proposals also increased and, thus,
the reliabilities of proposals. This interpretation was supported by supplemental analyses of
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reliabilities. In particular, the single-rater reliabilities were computed separately for global
ratings provided by assessors who rated fewer than three proposals and three or more pro-
posals (overall 34% or 3441 of ratings were provided by assessors who rated three or more
proposals). The single-rater reliabilities of assessors who rated three or more proposals were
systematically higher for both project (ρ = 0:159) and researcher (ρ = 0:267) ratings than those
of assessorswho rated fewer than three proposals (ρ = 0:147 for project ratings andρ = 0:192 for
researcher ratings). Interestingly, this effect of the number of proposals reviewed on the
assessor ratings was even larger for North American assessors than for Australian assessors
in science.
Apparently, assessors who reviewed a single proposal tended to give higher ratings in part

because they did not know the quality of the other proposals in the same subdisciplinary area
and had no adequate frame of reference for determining what constituted a fundable proposal.
Thus, for example, Perlman (1982) suggested that one method of improving interrater reli-
abilities would be for reviewers to review sets of papers simultaneously rather than reviewing
individual papers periodically over a long period of time. Unfortunately, in our study 66% of
assessors reviewed only one proposal and 20% two proposals, which partially explains why the
reliability of the ratings was so low.
The results of the present investigation suggest that there may be relatively little systematic

bias in peer ratings for the large ARC scheme—at least for the characteristics that were consid-
ered here. Like nearly all studies of peer reviews, however, our results indicated that there was
substantial variation between ratings by different assessors. Hence, the reliability of the peer
reviews is not adequate by most standards—particularly given the importance of the decisions
based on these peer reviews and the high regard given to the peer review process in evaluating
a wide range of academic outcomes. A critical direction for future research is how to improve
the reliability of peer reviews. One approach to this problem would be to assess all reviewers in
terms of their leniency of grading and to control for this effect when evaluating their reviews
(i.e. to discount the low ratings by extremely harsh reviewers and the high ratings by extremely
lenient reviewers). This approach, however, would only be practical for reviewers who rated a
large number of proposals (e.g. Marsh and Ball (1981)) and is not feasible in a scheme where
most reviewers assess only one or a small number of proposals. Alternatively, it may be feasible
for a relatively small number of assessors to evaluate a relatively large number of proposals
within their subdiscipline area of expertise. This would substantially reduce between-assessor
variation in that the same assessors would evaluate all proposals within the same subdiscipline
or field of study. Although a radical departure from the existing ARC scheme, this strategy
is consistent with the manner in which the ARC does preliminary culls (based on evaluations
by two panel members with relevant expertise) and is consistent with peer review processes
used by some academic journals where many or most of the assessments are conducted by
members of a relatively small editorial board. In support of this strategy, we found that the
quality of ratings apparently improved when the same assessor was asked to evaluate more
proposals.
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