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Abstract

This paper introduces eollisionlesspre-allocation protocol and compares it t@allisionlessreservation protocol

for WDM star-coupled photonic networks. A detailed simulationlgsia is developed to study the behavior of the
protocols with varying system characteristics. Tre-allocationprotocol is designed for a network with tNéDM
channels assigned to the nodes for data packet receptionesédo the channels is based on time multiplexing,
eliminating data channel collisions and destination cot#li Thereservationprotocol employs one of th&/DM
channels as a control channel to reserve access for datatpgeaksmission on the remaining data channels. Time-
division multiplexing is employed on the control channehkling all active nodes the opportunity to transmit once
every control cycle. Any available data channel can be usedrfinsmission. Channel collisions and destination
conflicts are avoided through the use of tables tracking tifieis of data channels and destination nodes maintained
at every node. This approach is shown to significantly redbieelong synchronization delays typical of systems
employing time-division multiplexing on data channels.efimpact to the performance due to the switching latencies
of the optical devices is decreased through overlappinghardsms. The performance is evaluated in terms of
network throughput and average packet delay for variatiortke number of nodes and data channels, data packet
length and switching latency.

Index Terms:  media access protocol, performance analysis, wavelerigtsiah multiplexing, photonic network
architecture.

1 INTRODUCTION

This paper introduces a collisionless media access prbfmca wavelength division multiplexedDM)
star-coupled system with channels pre-allocated to thes\éa data packet reception. The performance
of the proposed protocol is compared to a collisionlesstrobohannel-based reservation protocol [1, 2].
The performance analysis, studied in terms of average palgtay and network throughput, is based on
extensive discrete-event simulation.

Wavelength multiplexing eases the speed mismatch betwpgosand electronics by partitioning the
enormous optical bandwidth into multiple, more manageatii@annels that each operate at the data-rate
limited by the interface electronics [3)VDM creates multiple channels where each channel may operate in
a multi-access mode. A multiple access environment can le\aed through a variety of optical channel
topologies [4]. Star-coupled networks have an optical polwelget advantage over optical bus-based
systems so a larger system size can be supported beforefigatjgh is required. Furthermore, high
fault-tolerance is achieved with a star-coupled interamtion due to its passive nature and complete unity
distance connectivity [5, 6]. This high connectivity is ashed with low system complexity through the
multiple access nature of the system.
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computing facilities at the National Center for SupercotimyApplications, University of lllinois at Urbana-Chamign, through
NSF Grant TRA-910321.



Media access protocols developed for photonic star-cauplBM networks may be broadly classified into
reservationandpre-allocationstrategies [7, 8] Reservation techniquegsignate a wavelength channel as
the control channekhat is used to reserve access on the remaining channelsipedcket transmission

[9, 10,11, 2, 12, 13, 14, 1]. The control channel is used tosimat control information and reserve access
on the data channels. Media access protocols are requirptbwide arbitration on both the data and
control channels.Pre-allocation techniquepre-assign the channels to the nodes, where each node has
a home channethat it uses either for all data packet transmissions or @t gbacket receptions [7, 15].
This eliminates the requirement that a node possess bothabliitransmitteand a tunable receiver.
Pre-allocation eliminates the need for a control channehlsahannels are used for data transmission
[16, 7].

Random and static access pre-allocation protocols wengoged in [7, 15, 17, 18]. Pre-allocation may
be achieved by either specifying the channel a node will ageansmit (requires a tunable receiver and
a fixed transmitter) or receive (requires a tunable trarteménd a fixed receiver). A source node tunes
its transmitter to the home channel of the destination naakteansmits according to the media access
protocol with a system where channels are pre-allocateddta packet reception. A home channel may be
shared with other nodes if the number of nod&t) exceeds the number of channgl). Any node in the
system can determine the home channel of any other node iteatalized fashion with knowledge of the
destination node number and the total number of nodes anthelsin the system [7, 18].

The reservation based protocols proposed for star-cougyistéms in [9, 16] are based on random access
schemes. The channels are shared by all nodes in [9] on antimméasis, with random access schemes
employed on both control and data channels. The destinatide is informed through the control channel
by the source node of its intention to transmit, the data obhto expect the data packet, and its size.
Packet collisions could occur during both control and datekpt transmission. Improvements to these
protocols were proposed to avoid collisions on the contnainmel in [13], reduce data channel collisions
in [19] and avoid receiver conflicts in [14].

Reservation protocols may provide flexibility in the use afalchannels and are particularly attractive over
pre-allocation protocols when there are far fewer chaniiela nodes. However, reservation protocols are
often more complex than pre-allocation approaches sined¢rémsfer is based on two stages: reservation
and transmission [7]. Depending on the implemented prét@atlisions may occur during control and
data packet transmission. The performance of reservatidipee-allocation random access protocols were
compared in [7] where it was shown that pre-allocation prote achieve a significant improvement in
performance with reduced system complexity.

A hybrid protocol, denoted aBT-WDMA, was proposed in [10] that has data channels pre-allocated f
data packet transmission and a time-multiplexed contrahokl used to inform a destination node of the
intentions of a source node. Each node has two fixed (or sloabie) transmitters and two receivers. One
transmitter is parked on the control channel and the othpaiked to transmit on its home channel. One
receiver is fixed (or slow tunable) and continually monittre control channel while the other receiver
is (fast) tunable. A node tunes its fast receiver to the hohamgel of the source node after receiving a
control packet that identifies it as the destination.

A protocol that also time multiplexes the control channednoted asTDMA-C, was proposed in [1].
However, the data channels wilftDMA-C are not owned by any particular node. Time multiplexing
the control channel provides each node a chance to transwtt @ntrol cycle. This protocol achieves
collisionless data packet transmission without requitimgallocation ohomechannels. Packet collisions
due to destination node or data channel contention arereied through status tables maintained at each



Figure 1: Network architecture: star-coupled configuragbown with tunable transmitters and receivers to achWiev with
one fixed receiver at each node feFDMA*; one fixed and one tunable receiver at each nod&RivA-C.

node that track the availability of destination nodes artd daannels. This protocol decouples the system
size and the number of data channels. Variable sized paateupported without loss of utilization with
small packetsTDMA-C employs a single tunable transmitter for both data and obptckets, one fixed
receiver to monitor the control channel and one tunableivecdo receive data packets on any channel
per node. The source node informs the destination node odldkee channel that will be used for data
packet transmission and the size of the data packet throeghtsol packet. As shown in [2IDMA-C
achieves a significant improvement in performance &&WDMA. Additional advantages dFfDMA-C
over DT-WDMA are the support of variable packet sizes, elimination ofidaton conflicts requiring the
execution of an arbitration algorithm as in [10], scaldisince the number of channels and nodes were no
longer coupled, and simpler implementation.

The pre-allocation protocol{TDMA*) being introduced and investigated employs time-divisiutitiplex-
ing on all the channels in the system. Each node has a chat@sonit on any channel once per cycle.
The network architecture has one tunable transmitter amdfixed receiver that is parked on its home
channel.l-TDMA* is similar to thel-TDMA protocol [18], but eliminates the severe head-of-line affe
[20] that significantly hindered the performancelefDMA due to a single transmitter queue [18, 21].
I-TDMA* employsC' transmitter queues at every node, one for each channel.

Section 2 presents the photonic network architecture undesideration. Refer to [2] for background
information on optical devices and network architectur&ection 3 defines the access protocols. The
behavior of the protocols is then examined in Section 5 imgeof the performance metrics and varying
system parameters. The performance comparison of the tiferadit classes of protocols enables
comparison in terms of the hardware required and the pedooa improvement levels attainable. The
analysis is done through extensive discrete-event simoulat

2 NETWORK ARCHITECTURE

Fig. 1 illustrates the network architecture used in thisgra fixedtransmitter or receiver is defined as
a device that cannot alter its operating wavelengtby tunabledevices require a time greater than the
nominal data packet transmission time to switch betweemratla, whilefast tunabledevices require a
time less than the nominal data packet transmission timeitols between channels. Slow tunable devices
are typically tuned to a specific wavelength at system sfaurt-The device will remain parked at this
wavelength and is not switched during normal operation.



M: number of interconnected nodes

(' number of data channels in the network
m;. addressofnode 1 <:< M

co. control channel iMmfDMA-C

¢;: datachannel, 1< < (C —1)for TDMA-C

data channel, 0 < ¢ < (C' — 1) for I-TDMA*

a: switching latency

L: ratio of length of data packet to length of control packet

A packet generation rate at each node

I':  network throughputin packets per unit time

t: average delay per packet

U: utilization of data channels

Table 1: Summary of notation

Both systems considér nodes which are numbered &9, m1, ..., mas—1}, andC wavelength channels
numbered cg, c1, ..., cc—1}. Table 1 summarizes the notation definitions.

2.1 |-TDMA*

The objective of pre-allocation is to avoid the requirentbiat each node possess both a tunable transmitter
and a tunable receiver. This approach does not require astehainnel and all available channels are used
for data packet transmission.

Channels may be pre-allocated either for transmission @gptgon. Channels pre-allocated for packet
transmission require each node to possess a tunable re@gidea fixed or slow tunable transmitter.
The destination node must tune its receiver to the home ehanirthe source node to receive a packet.
DT-WDMA is such a protocol, however, it uses a control channel tainfitne destination node of a source
nodes’ intention to transmit.

The I-TDMA* protocol introduced in this paper is based on channels lfweaded for packet reception
where each node receives on its home chankR€DMA* avoids collisions by time multiplexing access to
the channels. Time is slotted to data packet lengths on denimel, and every node in the system has a
chance to transmit to a destination node on each channgl eyele. Each node in the system has a tunable
transmitter and a fixed or slow tunable receiver. A sourceertodes its transmitter to the home channel
of the destination node and transmits according to the aqmedgocol. A node receives and processes all
traffic along its home channel. Optical self-routing, whareode only receives data that is destined to
it, is achieved whenl/ = (' since a home channel is not shared. A home channel is shagegaatial
self-routing is achieved whel > ' [7]. Global tables mapping home channel allocation are petlied.

A source node can determine the home channel of a destimatathrough the destination node number,
the number of nodes in the systevhand the number of channels

Each node has a receiver which is tuned to its home channe@uka node can compute the home channel
of the destination node through a simple computation baseth® channel allocation policy. Node;

is assigned:; as its home channel based on the allocation policy, where {0,1,2,...,C — 1} and
0< i< M — 1. Two possible channel allocation schemes for a giverostati, are:

4
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C' transmitter queues are maintained at each node to buff&efsadirected to each channel. This reduces
the head-of-lineeffect seen in-TDMA due to the single transmitter queue [18]. Access is slotiethta
packet boundaries but time is described in terms of conltot$ s described in the following section.

2.2 TDMA-C

A node may transmit or receive on any data channel as welleasahtrol channel. The control channel is
defined aso; ande;, 1 < i < (C' — 1), denotes a data channel. Each node has a tunable transrajitdrie

of tuning to any channel. Concurrent data packet transorisand data packet reception is supported.
The receiver subsystem consists of two receivers. The écdtiver o) continually monitors the control
channel to receive all transmitted control packets. Themsgceceiver ;) is tunable and is used to receive
data packets along any of tlie— 1 data channels. The control packet has four integer figlds: and

L: s, 1< s < M, identifies the source node address; d, 1 < d < M, identifies the destination node
addressny; 7, 1 < 1 < €' — 1, identifies channel; as the selected data channel, dnohdicates the data
packet length.

Time is normalized to theontrol slot the time required for the transmission of a control paciet taken
to be one unit of time. Data packets are taken to be a posittegér/. times the length of a control packet.

3 DESCRIPTION OF PROTOCOLS

This section describes the twidM/WDM protocols being considered in this pap&TDMA* employs
time-division multiplexing on all th§/DM channels whereas ti®MA-C protocol employs time-division
multiplexing only on its control channel.
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Figure 3: Time-Space diagram illustrating access to therobchannel and transmission on the data channels.

3.1 |-TDMA*

I-TDMA* has evolved fromt-TDMA described in [18, 22]. Each node now maintaihgueues; one queue
per channel. This eliminates the severe head-of-line prablofl-TDMA which hampered its ability to
take advantage of an increase in the number of channelswaligue to a single queue of variable capacity
per node which stored packets destined for all channels [P&lckets to be transmitted on a channel in
I-TDMA* are stored in the corresponding channel queue. This eltesrthe head-of-line effect observed
in I-TDMA and improves the network utilization.

Time is slotted where a slot is the time required for the tuaatansmitter to tune to the required channel
plus the data packet transmission time. Every node has &eltartransmit a data packet on every channel
in a cycle. Determining the slot which is assigned to a paldicsource-destination pair is simple and
decentralized and based on the home channel allocatiooypaédifined in Section 2.1. Fig. 2 shows a
channel/transmitting node allocation map when> . WhenM = (' the cycle length is/ — 1 slots
where each node has a slot reserved for it on each channel b its home channel) during each cycle
assuming that a node will not be required to transmit tofite@ptical self-routing is achieved in this case
where a node only receives traffic destined to it. Partidtselting is achieved withld > ¢ and the cycle
has a length of/ slots since home channel transmission may be necessagyismay be shared. A node
is assigned a total @f' slots per cycle and remains idle for the remainivig— C' slots. However, as shown
Fig. 2, the channels are fully allocated.

3.2 TDMA-C

Access to the control channel is based on a static cycliadlilmtation scheme. Each node is assigned one
control slot per cycle, and all nodes have the opportunityansmit a control and data packet during each
cycle. The slot allocation is static and does not change lvét.

A control cycle consists off control slots as shown in Fig. 3. Every node has an assigneiiotslot

it uses to reserve access on a data channel if backloggedig.Ii3,Fhodem transmits a control packet
in control slotTy. The transmitter then waits far time slots before transmitting the data packet on the
selected data channel. The delays defined as thewitching latency The switching latency is defined
asa = max{ts, t, }, wheret, is the time required by the transmitter of the source to dwiitcthe selected



data channel wavelength, andis the time required by the target node to receive and dedueledntrol
packet and switch its tunable receiver to the selected detanel. As described below, the dependence on
the optical devices switching delay can be reduced by oppitay .

Collisionless transmission is achieved by this protocatigh the use of status tables. Each node maintains
two tables: a table to track the status of the data channabntdnate data channel collision, and a table
to avoid destination conflict by tracking the status of fyereceiver at each node. This is why each node
has receiver?y parkedon the control channel: all transmitted control packetsraoeived by all nodes
(including the node that transmitted the control pack&f).updates the two status tables at the end of each
control slot after receiving and decoding a control packetz ; transmits a control packet targeting on

data channet, all nodes add. + « against entry in their node status table and entryin the channel
status table. The entries indicate the number of time slasthe resources will be busy. All positive
entries of each table are decremented at the end of everyottinte slot to update the remaining busy
control slots.

The feasibility ofTDMA-C protocol depends on the ability of the node to receive andge®the information
contained in the control packets at the speed of the optataiark. AVLSI chip has been designed to be
used in the receiver subsystem for maintaining the chamubhade status tables [23]. The chip is designed
to receive serial data at a speed of 2 Giga bits per second.ddtaeis decoded, the entries in the tables
are identified and updated. The chip was designed uSitgpolson aMOSIS tiny chip frame and fully
simulated withMUSA. The design of the chip incorporated the results of the perémce analysis of [1]
where it was shown that the optimum ratio of nodes to charis@dl. The chip was designed in a modular
fashion, each implementing the status tables for 4 nodeg ah@nnels, such that an array of chips could
be used for larger systems.

A backlogged node checks its status tables at the beginriitg preallocated time slot. If the target
node has a status table entry of less than or equal to 0, inisidered idle. If the target node is idle, the
transmitter then checks for any available data channel. tA daannel is considered idle if its status table
entry is less than or equal to. This achieve®verlapof the switching latency.. The control packet is
then formed with the source, target, selected data chamuepacket length identifiers. If a node is not
backlogged, its control slot remains idle during that cydtecase the target is busy or an idle data channel
is not available, the transmitter waits until the next cyidattempt transmission.

The features of th& DMA-C protocol are:

& No collision on either the control channel or the data chénne
¢ Arbitration is not required at target node
¢ Support of variable sized data packets

¢ The switching latency is overlapped to decrease the imgabhemptical device switching character-
istics

¢ Flexibility in using channels since any free channel candedu
¢ Easily adaptable to a change in the number of interconnexidds and channels

¢ Complexity of implementation is reduced due to simple as@bitration of control channel along
with its collisionless nature



4 PERFORMANCE MODELS

Performance models enable prediction of the protocol behawe to changes in system parameters such
asM, C, L, « and). Table 1 summarizes the architecture parameters, and thdoroused to denote the
performance metrics.

The performance metrics of primary concern are networkughput and average packet delay. Throughput
of the network is studied in terms of packets per time unite placket delay is defined as the time from
when it is generated until it is received by the target node.

The model assumptions are:

1. Allnodes are assumed to behave independently.

2. Each case considers a fixed length padkgines the control packet length.

3. Packet generation follows a poisson process with axai&ckets per control slot per node.
4

. A data packet can be transmitted on any idle data chanribl egual probability forTDMA-C
protocol.

5. Data packet synchronization is at constitboundaries fof DMA-C and at data packet boundaries
for - TDMA*.

for

6. Uniform reference model: a packet generatedhats targeted ton; with probability
t# j,1<:< M and 1< j < M; and with probability O when = ;.

M-1

7. Single transmitter queue of infinite capacity at each rfod@ DMA-C and(' transmitter queues of
infinite capacity at each node fbiTDMA*.

The simulators are based on a stochastic self-driven deseneent model. The simulators were written
in the C' programming language with SimPack. SimPack i§ d&ased library of routines that provide
discrete-event and random variate facilities [24, 25].aB8yestate transaction times and throughput were
measured. Simulation convergence was obtained througiephieation/deletion method [26], with a 98%
confidence in a less than 2% variation from the mean.

Average Packet Delay.The packet delayt) is defined as the time taken from the instant a packet is
generated at the node to the instant it is received at thettaggle. This includes the synchronization delay
on the control channel foFDMA-C, the synchronization time on data channelslfdDMA*, waiting time

in the queue and the packet transmission time.

Data Channel Utilization: The percent of time the data channels are busy transmiteng plackets
defines the data channel utilizatidn)(

Network Throughput: Throughputis expressed as the number of packets sucdgs$sfosmitted across
the network per unit time. The throughput of the network imte of packets per unit time, denotedlgss

r=2
L



Data channels can be used according to their availabilith&lrDMA-C protocol. Any variation inC'
causes a large impact on the performance of the protocol. ifivpmrtant conditions result from this:
data-channel starvatioandcontrol-channel limitation Data channel starvation occurs when data packet
transmission is blocked due to the unavailability of a ddtanmel when the target node is not blocked
(whenC' < M). A system is defined as control limited when the throughplidund due to destination
blocking or insufficient access to the control channel. Acréase in data channels improves performance
characteristics for a protocol limited by data channelvgtaon, but has little or no effect on a control
limited system. This issue is examined in greater detaildati®n 5.4 where the impact of variationsah

is studied.

The next section analyzes the protocol in terms of the paerngiven in the above sections for variations
in the system parameters.

5 PERFORMANCE ANALYSIS

This section analyzes the performance of the two protocotenms of average packet delay and network
throughput. The effect of varying the packet generatioe,rdata packet length, number of nodes and
data channels, and switching latency is analyzed in theviatig sections. Note that time is normalized to

control slot lengths.

5.1 Impact of Variations in Packet Size

This section compares the performance of the two protondésims of packet delay and network throughput
for variations in data packet length. This section illussgthe advantages of time-multiplexing the control
channel rather than the data channels.

Figs. 4(a)-(c) compare the average packet delay and netivookighput for theTDMA-C andI-TDMA*
protocols with varying packet lengttise {16,32,64},a = 0, M = 32 andC' € {8,16,32}. The average
packet delay is comprised of the synchronization delay,qmgueing delays plus the packet transmission
delay. For thd-TDMA* pre-allocation protocol, the synchronization delay isagivy

(M —-1)1/2] ifC<M
%:{[MLQMQ}HC:M (1)

Synchronization of th&@ DMA-C reservation based protocol is on control slot boundariethesynchro-
nization delay is given by

(M -1)/2] fC<M
‘RI{RM—apwwczM (@)

The synchronization delay is a large percentage of the geepacket delay. Fig. 4(a) plots the delay-
throughput graphs fodd = 32, C = 8, « = 0 and € {16,32,64}. The average packet delay for
I = 16 and very low packet generation rates is about 32ZTIOMA-C in comparison to about 250 for

I-TDMA*. This illustrates the penalty of multiplexing based on dadgaket lengths which results in the
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large differences in the synchronization delays for the pratocols. The average delay BTDMA* is
shown to be very sensitive to increases in packet size sireceyicle length is directly proportional to data
packet length.

For increased values of packet sizes, the delay increasesotb protocols bui-TDMA is far more
sensitive. For example, ab increases from 16 to 32 and from 32 to 64, the lightly loadeldydef
I-TDMA* increases by 100% at each step. This is expected since ttéy ligaded delay of-TDMA*
is approximatelyZ;_rpaa« = L[1+ (M — 1)/2]. TDMA-C has a lightly loaded delay of the form
Trpma-c = [L + (M —1)/2] so is less sensitive to an increase in packet size, pantigutar large
systems. Fig. 4 shows that an increase in the number of clsahae little impact on the delay of a lightly
loaded system but significantly increases the maximum dgpaidoth protocols.

The maximum throughput fokf = 32, . = 16 andC' = 8 is 0.43 and 0.5 foTDMA-C andI|-TDMA¥*,
respectively. The maximum possible throughput (when datngel utilization is 100%) i€’/ L for
[-TDMA*, and(C' — 1)/ L for TDMA-C since it must allocate oné&/DM channel as its control channel.
Fig. 4 shows that both protocols can achieve their maximuenochl capacities with varying packet lengths.
However,TDMA-C supports varying packet sizes whild@DMA* is slotted on data packet boundaries so
support for dynamically varying packet sizes is not prodide TDMA* is able to achieve the maximum
throughput attainableTDMA-C has a slightly lower system capacity because the sourcesromitend (in

a collisionless fashion) for the data channels and destima¢ceivers. As noted in [1I]TDMA-C suffers
head-of-line effects since transmission could be blockee t receiver contention. The head-of-line
effects withTDMA-C could be avoided by having queues at each node, adiMDMA*, so transmission
will not be blocked due to a single busy receiver. Howeverhaee not done this since the performance
degradation is not nearly as severe as WATIDMA.

Figs. 4(b)-(c) plot the delay-throughput graphs as the remobchannels increase froth = 16 toC' = 32.
These figures show that the protocols still maintain maxintiroughput as the number of channels
increase. However, there is little performance improvenferTDMA-C with C' > M/2 due to the
head-of-line effects caused by receiver contention. I fag. 4 shows that the performanceTMA-C
with C' = M /2 is only slightly less than with’ = M.

This section shows that as the data packet size increasem/¢hage packet delay increases proportionately
and the maximum network throughput decreases correspgiydiriThe maximum network throughput
also depends on the number of channels in the network. TB&MA-C, the maximum throughput does
not increase with increases in channels beydh®@. This is examined in greater detail in Section 5.4.
[-TDMA* attains higher maximum throughput because of the statcailion on the data channels and the
elimination of head-of-line effects.

5.2 Impact of Switching Latency

This section studies the effect of varying switching laterfa) on the protocols and illustrates the
dependence of the protocols on the availability of fast blmaevices. As technology improves, devices
which support a large number /DM channels with a fast switching time may become availableehSu
devices are being fabricated in research laboratories endi@ expected to be commercially available
for some time. However, devices (transmitters and recs)vale to support a limited number /DM
channels with microsecond to millisecond switching spedgor are expected soon) available.

The switching latency of the TDMA* protocol is the time required by the tunable transmitterioet to
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the wavelength of the required home channel. The switctditenkty forTDMA-C, defined in Section 3.2,
is also mainly composed of the switching latency of the @btaevices. This section assumes that the
switching latency has the same duration for both protocols.

There is a cycle synchronization delay with b@M/WDM protocols. The cycle synchronization delay
of thel-TDMA* protocol can be used to partially overlap the switchingriaies in a lightly loaded system.
As the system load increases, the probability that a packeea for transmission at an idle node decreases.
This decreases the likelihood thatcan be overlapped with the synchronization delay. Dependm
the relative values oft and I, different strategies can be devised fefDMA* overlap [27]. This paper
considers the simplest technique that is well suited to itii@tion whena < I: extend the slot length to

be of duration/, + « rather thanl.. This strategy essentially sacrificisi— utilization, but this section
(8%
shows that this is an effective technique for smaall

TDMA-C cannot use its synchronization delay to overlap the switgtdtency but achieves overlap through
the mechanism described in Section 3.2. This overlap tgcienis particularly useful whea/ > ¢ and

at higher traffic rates. This section examines the impactutiching latency on the delay and throughput
characteristics of both the protocols. In particular weiaterested in the case when data channel starvation
may occur (' < M) for TDMA-C.

Fig. 5 shows the impact af on the delay and throughput @dDMA-C andI-TDMA*. For a packet size
of . = 16 slots, this figure varies the switching latencycas {0,1,2,4,8, 16, 32 64} slots. This figure
assumes that/ = 32 andC' = M /2. This graphs varies the switching latency from O to fouresnthe
nominal data packet transmission time, with smaller va{ues 16) corresponding to fast tunable devices.
The remainder of this section considers the magnitude of/#niations in performance as the switching
latency increases.

Average Delay: Fig. 5 illustrates an advantage BDMA-C where the the impact of the delay is additive
when the system is lightly loaded. For low packet generataias, the average delay ®DMA-C is
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. M-1 : :
approximately- + I + . For example, the delay is approximately 32 whkere= 0 and holds the

form of 324 « asa is increased. This can be verified from the figure where thaydel 33, 34, 36, 40, 49,
64 and 96 forw = 1,2, 4, 8,16, 32,64 respectively. The overlap mechanism cannot eliminatartipact
of the switching latency to the delay, but it can reduce itpat to the maximum network throughput as
considered below.

The impact of the switching latency on the delay is far mogasicant forl-TDMA* with the slot extension
strategy than witilTfDMA-C. Fig. 5 illustrates the impact to delay ftTDMA* when the slot length is
] (L + «), so the

average delay for a lightly loaded systeniid + 1)( L + «)/2. This can be verified from the figure where
the delay is 264, 281, 297, 330, 397, 529, 794, 1323 time toits = 0,1, 2, 4, 8,16, 32, 64 respectively
for M = 32,C = 16 andL = 16.

extended tal, + a. The average cycle synchronization time withDMA* is [

This shows that the percent increase in delay WiTlDMA* is directly proportional to the ratio af to I.
For examplen < L is required withl-TDMA* for the percent increase in delay to be less than a 100%

+ L is

increase from its value at = 0. This constraint is relaxed witiDMA-C wherea <
required for less than a 100% increase delay from its delay-atO.

Maximum Network Throughput: The impact of the switching latency on the network throughgan
also be seen in Fig. 5 where the maximum network throughpsltasvn to decrease asincreases for both
protocols. However, the impact o0FfDMA-C is less than with-TDMA* for lower values ofa. Fig. 5
illustrates how the overlap mechanism can reduce the intpatiaximum throughput of DMA-C with
increases in switching latency.

, : : . C :
With slot extension, the maximum network throughput-GiDMA* is A so the percent decrease in
(8%

maximum network throughput from = 0 is “

x 100. For example, the maximum network throughput
(8%
decreases by 14% and 30%as increased fromx = 1toa = 8 for TDMA-C andI-TDMA¥, respectively.

For larger values ofy, the overlap mechanism is no longer able to mask the latendyttze maximum
throughput degrades wiffDMA-C. Maximum network throughput decreases by 47% and 60% Div A-
C andI-TDMA*, respectively, aa is increased from 16 to 64. For very large values of switché@tgncies,
the network capacity is about the same for both protoad|§ { + «) for I-TDMA* and(C' — 1) /(L + «)
for TDMA-C) sinceTDMA-C becomes data channel limited.

5.3 Impact of Variations in System Size

This section analyzes the effect of variations in the nundferodes and packet length on the delay and
throughput when the number of data channels is scaléd-atM /2 with increased system size. Figs. 6(a)-
(c) plot the average packet delay and network throughputéoying system size a8/ € {8, 16,32},
a=0,C=M/2andl € {16, 32, 64}.

Figs. 6 illustrates the limitation of theTDMA* in terms of scalability since the cycle is proportional te th
number of nodes and packet size. The delay impact of inergddiis shown to be far more pronounced
with I-TDMA*. As observed before, the synchronization delay increas¢sfa— 1)L /2 for - TDMA*
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compared tg M — 1)/2 for TDMA-C. This results in higher delays and lower capacity for insessin the
system size with-TDMA*. The delay impact on th€DMA-C is relatively insignificant in comparison
to I-TDMA* for a lightly loaded system, especially for large packeesias seen from Fig. 6(c). A¥
increases, the cycle length increases thereby causingthigthays in thé-TDMA* protocol.

Although I-TDMA* is shown to suffer delay penalties as the system is expariigdf shows that the
maximum throughput continues to scale and the maximum ¢tieal value is obtained. Fig. 6 shows that
I-TDMA* consistently out-performs tAEDMA-C protocol in terms of maximum throughput. For example,
the maximum throughput fof DMA-C is about 33% lower thah TDMA* at M = 32 and/ = 16. As
the packet size increases, the maximum throughput desresskthe difference between the maximum
throughput of the two protocols also decreasEBMA-C has a 26% and 16% lower maximum throughput
thanl-TDMA* for I, = 32 and/, = 64, respectively.

5.4 Impact of Variations in Data Channels

This section analyzes the effect on delay and throughputaluariations in the number of data channels.
Any idle channel can be used for data transmission inTtb& A-C protocol so a change in the number
of WDM channels results in a significant impact on the network thnpuit providing the system is
data-channel starved. Fig. 7 plots the effect of varyingnilnaber of the channels in a system with a fixed
number of nodes/ = 32. Three cases of packet sizes are graplied,{16, 32 64}, and the number of
channels is varied as € {M, M /2, M /4}.

As C is increased from/ /4 to M /2, the average packet delay reduces and the network canehaigtier
packet generation rates. The effect of increasihdfrom M /2 to M is not significant withTDMA-C.

This is because the systemdata channel starvedhenC' = M /4, andcontrol channel limitedasC' is
increased tal/ due to the head-of-line effect caused by destination bfagkiFig. 7 shows that there is
little advantage of expanding the number of channels beyord M /2 for TDMA-C for all three cases of
packet sizes. This effect is not seen in HlEDMA* protocol because of the multiple queues at each node to
avoid the destination blocking head-of-line effect. THhsws that-TDMA* can take full advantage of an
increase in the number of channels. An increase in the nupflErannels does not decrease the average
delay of a lightly loaded-TDMA* system but consistently increases the maximum networkigirput.

6 CONCLUSIONS

This paper introduced a time multiplexed collisionlé&M media access protocol for systems with
channels pre-allocated to nodes for data packet receptidhe network architecture has a tunable
transmitter and a fixed receiver. Pre-allocation is a lowt@pproach which can be built witif-the-shelf
components [28]. The performance of the proposed protsammpared to a collisionless control channel
based reservation protocol. The network architecture fwaes with one tunable transmitter and two
receivers. One of the receivers is fixed and used to senseotiiteok channel, and the other receiver
is tunable for the data packets. Collisionless transmis&achieved through the use of status tables,
and arbitration is not required by the target node. The obrtinannel is time multiplexed, providing
maximum throughput and high stability of the network withalag traffic. The number of interconnected
nodes and data channels are independent with both protoediging the problems associated with system
expansion. The reservation-based protocol has flexibilityre allocation of data channels, and supports
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variable sized packets and is adaptable to changes in thberwhnodes and channels. Packet delay and
throughput of the network are studied with variations inplaeket length, number of interconnected nodes
and data channels in the network, and switching latency.
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