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Preface

The Marriage of Logic and Creativity

This book marks the marriage of logic and creativity.
While it may be true that incompatible humans often wed, there

are doubtless unions of a less palpable sort that can never even come
to pass. Such is the case, by the lights of many, for precisely what
we are about herein. Creativity and logic? Married? Upon hearing
of our plans, 7 years ago, to harness theorem-proving technology in
order to create a computer program able to generate belletristic fic-
tion, a rather famous novelist informed us that creativity and logic
are as far apart as the east is from the west (and he proudly quipped
that even such a metaphor is beyond logic, and hence beyond ma-
chines). Just an anecdote, yes, and just the opinion of one, but the
truth of the matter is that this attitude is widely (and often fiercely)
affirmed. Creativity is generally regarded to involve breaking the
kind of rigid rules standing at the heart of logic; creativity, at least
of the artistic variety, is commonly identified with the emotions and
the “irrational.” Freud, whose specific claims are today a bit tenu-
ous, remains a seminal figure for often getting at least the tenor of
things right. Freud believed that creativity is the link between art
and play, and requires the “suspension of rational principles.” He
wrote that “The creative writer does much the same as the child at
play. He creates a world of phantasy which he takes very seriously —
that is, which he invests with large amounts of emotion — while sep-
arating it sharply from reality” ([93], p. 144). However problematic
Freud’s rather dark theories may be today, here he is simply making
an observation that cannot be doubted. But the issue is whether
such sophisticated play can in the end be reduced to logic. Is the
play of Joyce and Tolstoy and Updike and Helprin and Morrison at

xiii
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bottom logic in action?
Many used to ask a different question: Could a computer ever

beat the best human chess player? With Kasparov brooding and
Deep Blue and his silicon cousins improving every week, many are
now asking: Could a computer beat all human grandmasters time
and time again in normal tournament play? To this the both of
us unhesitatingly answer in the affirmative (as should, we daresay,
anyone who knows a thing or two about the dizzying ascension of raw
computing power on this planet — though by our calculations it will
nonetheless take a decade for machines to achieve such metronomic
triumph).

Will Robots Soon Be Smarter Than Us?

So computers will soon be smarter than us at chess; nothing con-
troversial here. What about everything else, creative activities in-
cluded? Well, according to a quartet of recent books, there will soon
be nothing that computers and robots can’t beat us at. The books
are

1. Robot: Mere Machine to Transcendent Mind, by Hans Moravec [165]

2. The Age of Spiritual Machines: When Computers Exceed Human
Intelligence by Ray Kurzweil [142]

3. When Things Start to Think by Neil Gershenfield [97]

4. March of the Machines: Why the New Race of Robots Will Rule the
World by Kevin Warwick [243]

We find many of the predictions in these books to be laugh-
able.2 For example, Moravec predicts that robots will get smarter
and smarter so fast that 2040 will mark the advent of “fourth genera-
tion” robots, which will exceed us in all respects. They will not only
do the kind of work we currently associate with robots (inflexible
physical work; e.g., manufacturing) but will “run the companies and
do the research” ([165], p. 125). The chief problem with predictions
like this is that they are flatly inconsistent with the utter absence of

2The first three of these books have been recently reviewed by Colin McGinn
[156]. McGinn explains that there is no reason to think that robots will have
(to use the terminology of our Chapter 3 in this book) a point of view, and so it
would be rather stupid to agree to have your “mind” downloaded into a machine.
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machine creativity in the world today. The Index in Moravec’s book
contains not a single entry for creativity, and yet it takes some cre-
ativity to do research, does it not? And how about running IBM?
Does that take some creativity? Every single piece of technology
today is due to many creative humans who lived yesterday. Look
around you now. How many artifacts can you count whose origins
can be traced to one or more highly creative human beings? I’m
(Selmer) typing this on my laptop at a favorite restaurant. In my
laptop I see the reflections of Turing, and the entrepreneur Steven
Jobs. I’m sipping a “Fresh Samantha” fruit smoothie from a multi-
color jug, sold by a company whose Maine-based founders had a
creative idea about bottling expensive smoothies with a hip label.
The watch I’m wearing has the ancestral fingerprints of a thousand
engineers. There is a light above me; in it I see Edison. There is a
phone beside me; in it I see Bell. Obviously, I could go on — and
on. So could you, we wager.

In particular, it’s safe to say that we simply wouldn’t have com-
puters and robots around today were it not for countless strokes
of human creative genius. And yet Moravec, whose vision is a
computation-driven one, is silent on creativity. Very interesting.
Where are the AI labs in which computers are creating things?
Where are the labs in which computers are creating new branches
of mathematics, new modes of music, great novels, novel scientific
theories, and so on? Where are they? They do not exist.3

We do not want to give you the wrong idea, reader. The two
of us are quite optimistic about what AI can achieve. For example,
we’re inclined to believe that

• NASA will run successful missions to Mars and other planets largely
on the strength of “immobots,” HAL9000-like AIs that will control

3Selmer is at work on a book-length antidote to the fanatical sanguinity seen
in these four books. Part of this antidote consists in good old-fashioned fact-
checking. For example, Warwick tells us that machines that can beat us on IQ
tests already exist. Really? Selmer is willing to compete against any present-day
machine on the Weschler adult intelligence test, and to wager serious money that
he can win. This test includes a task in which the test taker must assemble a
coherent story from jumbled diagrams that represent snapshots of the action.
What machine can do that? The test also includes general commonsense reason-
ing questions that even CYC would have trouble with. Nonetheless, a robot able
to excel on this IQ test is under construction in Bringsjord’s Minds & Machines
Laboratory.
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the ships in question.

• AI-controlled cars, safer than their human-controlled counterparts,
will be available sooner rather than later.

• General house-cleaning robots will arrive — again, sooner rather
than later.

• Even now, the bulk of medical diagnosis can be carried out by com-
puters, at an accuracy level surpassing all but a small number of
human diagnosticians. In the future, machine diagnosis will reach a
point where it is downright irrational to consult a human M.D. first.

And so on. But notice that the kind of list we have in mind doesn’t
require any creativity to speak of. (Sorry, diagnosticians.) So we still
have the question before us: What about creativity? Robotic drivers
may be securely in our future, but Einstein, Gödel, Tolstoy, Turing,
Shakespeare, Plato, Cantor, . . . — could machines ever reach their
rank? Could we ever build a genuinely creative machine?

We seek to answer “the creativity question” not from the com-
fort of our armchairs, but from the workbenches in our laboratories.
Specifically, we seek to ascertain whether or not literary creativity
is the sole province of humans by attempting to build artificial au-
thors. The first fruit of our labor, 5 years in the making (with another
half-decade prior to this one devoted to less ambitious systems), is
Brutus, a storytelling agent specializing in narrative that involves
betrayal first and foremost, and also self-deception and other literary
themes. The mind of Brutus is revealed in the book you’re holding.

From Chess to Literary Creativity

In our experience, the public is quite comfortable with the notion
that a machine can play invincible chess — because even those who
know nothing of the niceties of search algorithms intuitively grasp
the mathematical fact that chess, at bottom, is utterly mechanical,
that if one can “look far enough ahead” the game becomes trivial.
On the other hand, given the reaction of the public to Brutus1’s
prowess as reported in the media (as evidenced by a persistent stream
of rather emotional communication we receive), we think it’s safe to
say that while we (and many other AIniks, e.g., Douglas Hofstadter
[111]) merrily press ahead in the attempt to reduce creativity to com-
putation, the lay mind is fundamentally disturbed by the prospect
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of creative machines.4 This is probably because they realize, intu-
itively, that the future described in the quartet of books cited earlier
can come to pass if machines become creative. In presenting the
anatomy of Brutus’s brain herein, we will soothe the souls of those
who, hearing about his exploits, fear that humans will soon have
nothing over machines. It will become crystal clear in what follows
that Brutus should give his human creators rather a lot of credit.
Put in terms of our terminology, we say that Brutus has weak,
rather than strong, creativity. (Of course, there are people out there
at the other end of the spectrum: people who think that a machine
that creates genuine literature is right around the corner. Figure 1
encapsulates this attitude.)

What we call “strong creativity” is what might be called “raw
origination.”Raw origination is akin to creation ex nihilo, and though
this form of creativity may well be impossible, the fact of the mat-
ter is that the concept of creating something from nothing is very
real not only to monotheists, but also to many hardheaded scien-
tists who have pondered creativity. The paradigmatic example is
Margaret Boden, arguably the world’s leading authority on compu-
tational creativity. Boden [19] distinguishes between a brand of cre-
ativity associated with the novel combinations of old ideas (she gives
the example of the Lennon/McCartney arrangement of “Yesterday,”
marked by the unprecedented combination of a cello with music of
this type), and a type of creativity in which something utterly and
completely new is produced (e.g., non-Euclidean geometry, wherein
the sum of the interior angles of a triangle is not 180 degrees). Com-
puters, of course, have no trouble with the former type of creativity.
The latter type is somewhat more difficult for them. It’s exceedingly
hard to see how a computer could, say, autonomously discover a
new class of numbers through new proof techniques, which was one
of Cantor’s novel achievements.

The distinction between strong and weak creativity isn’t a new
one. When Alan Turing, one of the grandfathers of computer science
and AI, proposed that if a machine could pass his famous “imitation
game” (in which a computer passes if it’s linguistically indistinguish-
able from a human; the game is now known as the “Turing Test”), we
humans should immediately conclude that such a machine can gen-

4It’s important to note that we don’t think the reduction can be pulled off.
Hofstadter does.
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Figure 1: Nonchalance Regarding Brutus1’s Descendants. Roz
Chast c© 1996 from The New Yorker Collection. All Rights Re-
served.
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uinely think, he considered an objection from Lady Lovelace that was
given on the strength of raw origination. She argued: “Computers
will never be creative, for creativity requires originating something,
and this is something computers just don’t do. Computers do what
they are programmed to do, nothing more.” (Turing presents his
imitation game, and discusses the Lovelace objection, in his [236].)

Suppose for the sake of argument that Lovelace is correct. Even
so, the other sense of creativity, “weak creativity,” remains intact.
Weak creativity has its roots in the “operational” notion of creativity
devised by psychologists. For example, E. Paul Torrance, who more
than any other psychologist has probed the nature and concrete signs
of creativity, holds that x is to be deemed creative just in case x
scores well on the dominant test for creativity in children and adults:
The Torrance Tests of Creative Thinking.5 This test comes in both
“visual” and “verbal” forms. In the visual form, test takers are asked
to draw pictures (often by enriching existing sketches); in the verbal
form, test takers are asked to write — creatively. For example, one
of the activities subjects engage in on the verbal test is the following.

Most people throw their tin cans away, but they have thou-
sands of interesting and unusual uses. In the spaces below
and on the next page, list as many of these interesting and
unusual uses as you can think of. Do not limit yourself to any
one size of can. You may use as many cans as you like. Do
not limit yourself to the uses you have seen or heard about;
think about as many possible new uses as you can. (From the
verbal version of [233].)

After the Torrance Test is administered, one can send it out
to be professionally judged. Our aim on the problem of literary
creativity is to build an artificial agent capable of producing stories
that would be scored as highly creative by human judges in the
dark as to whether or not the stories they receive are from humans
or machines. One of us (Bringsjord) has refined this scenario into
what he calls the “short short story game,” or just S3G for short.
The idea is simple; it is summed up in Figure 2. A human and a
computer compete against each other. Both receive one relatively
simple sentence, say: “Barnes kept the image to himself, kept the
horror locked away as best he could.” (For a much better one, see

5See [233] for the test itself. For reviews of the test, see [50], [227], [235].
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?Story Story

"When Gregor woke, he found
that his arm was hard and
skinless, and where his hand
had been, there was now some
kind of probe."

Human AI

=
<
>

Figure 2: The Short Short Story Game, or S3G for Short.

the “loaded” sentence shown in Figure 2.6) Both mind and machine
must now fashion a short short story (about 500 words) designed to
be truly interesting; the more literary virtue, the better. Our goal,
then, is to build an artificial author able to compete with first-rate
human authors in S3G, much as Deep Blue went head to head with
Kasparov.

Unfortunately, this goal is too tough to reach, at least for the
foreseeable future; it may even be a goal that is forever beyond the
reach of a machine. (Consider the process of writing something like
David Copperfield from a picture like that shown in Figure 3, which
is taken from an illustrated version of this classic [74].) Our more
immediate goal is therefore to build a machine capable of passing

6The actual opening, which we visit in Chapter 2, is as follows:

As Gregor Samsa awoke one morning from uneasy dreams he found
himself transformed in his bed into a gigantic insect. He was lying
on his hard, as it were armor-plated, back and when he lifted his
head a little he could see a dome-like brown belly divided into stiff
arched segments on top of which the bed quilt could hardly keep in
position and was about to slide off completely. His numerous legs,
which were pitifully thin compared to the rest of his bulk, waved
helplessly before his eyes. ([122], p. 67)
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a less demanding Torrance-like test; that is, a silicon author able
to generate stories that would be regarded creative, even if these
stories are well below what a muse-inspired member of Homo sapiens
sapiens can muster.

Figure 3: Possible “Dickensian” Input for S3G. (Reprinted with kind
permission from Waldman Publishing Corporation.)

How Do You Build an Artificial Author?

How does one go about building such artificial author? Our an-
swer comes in the following pages. At this point we mention only
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one property we believe a good story generator must have: wide
variability.

There are many dimensions over which a story can vary. Plot
is only one of them. Characters, settings, literary themes, writing
style, imagery, etc. — these are other dimensions, and there are many
more. Generally speaking, belletristic fiction has very wide variabil-
ity across these dimensions. Mark Helprin’s latest novel is likely to
have a rather unpredictable plot traversed by rather unpredictable
characters in rather unpredictable settings tossed by unpredictable
mixtures of love, revenge, jealousy, betrayal, and so on, as reported
in prose with a cadence and clarity rarely seen. One of the chief ef-
fects of it all is to conjure unforgettable images in the reader’s mind.
(One of us is haunted weekly by the image of the lost gold in Hel-
prin’s Memoirs From the Antproof Case.) At the other end of the
spectrum fall formulaic fiction and film; here the variability is nar-
row. Some romance novels, for example, fail to offer wide variability
of plot and characterization: It’s the same character types time and
time again, dancing hot and heavy to the same choreography. (If
Brutusn, some refined descendant of Brutus1, is to soon find em-
ployment at the expense of a human writer, in all likelihood it will
be as an author of formulaic romance and mystery.)

Whether or not a story generator can be implemented to achieve
wide variability hinges on what we call architectural differentia-
tion. A story generation system has architectural differentiation if
for each substantive aspect of the story that can vary, there is a cor-
responding distinct component of the technical architecture that can
be parameterized to achieve different results. While we owe many
debts to the pioneers who have come before us in the field of story
generation, it’s safe to say that their systems failed to enable wide
variability via architectural differentiation.

From the start, our approach has been to bestow the Brutus
architecture with a counterpart to every substantive aspect of hu-
man literary genius. While our first implementation of this archi-
tecture, Brutus1, has quite limited variability, ancestors will imple-
ment more and more of those parts of the architecture designed to
secure wide variability.

Wide variability is an important property, but there are others
that are equally important. One of the ways to encapsulate all of
them, and to quickly characterize our approach, is to say that Bru-
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tus is designed to satisfy what we call the seven magic desiderata
for a successful story generator, namely:

MD1 Give proposed rigorous accounts of strong creativity a run for their
money. An impressive storytelling AI is one that satisfies, or at least
comes close to satisfying, proposed sophisticated accounts of strong
creativity. Brutus1 does this: As we show later, the system qualifies
as capable of raw origination on Margaret Boden’s definition of this
concept.

MD2 Generate imagery in the reader’s mind. An artificial agent aspiring
to be counted among the literati must be able to spark significant
readerly imaging. (Sometimes even literary fiction can earn classifi-
cation as such despite displaying ordinary prose. Victor Hugo’s Les
Miserables is a case in point: The writing is simple, relative to other
immortals, anyway, but what readers can forget the scenes set in the
sewers beneath Paris?)

MD3 Situate the story in “landscape of consciousness.” A good storytelling
AI must produce stories having not only a landscape of action, but
also a landscape of consciousness, that is, a landscape defined by the
mental states of characters.

MD4 Mathematize concepts at the core of belletristic fiction. No artifi-
cial agent will lay claim to being counted literarily creative unless it
processes the immemorial themes (e.g., betrayal) at the heart of lit-
erature; and such processing can presumably come only if the themes
in question have been formalized.

MD5 Generate genuinely interesting stories. A true artificial storyteller
must produce genuinely interesting stories. Among the things that
readers find interesting are particular topics like sex and money and
death (as the well-known cognitive scientist Roger Schank has ex-
plained [205]), and also classic themes like betrayal, ruthless ambi-
tion, and unrequited love.

MD6 Tap into the deep, abiding structures of stories. Any truly impressive
artificial author must be in command of story structures that give
its output an immediate standing amongst its human audience. For
Brutus1, these structures take the form of what are called ‘story
grammars.’

MD7 Avoid “mechanical” prose. Last but not least: An artificial author
must produce compelling literary prose.

The seven magic desiderata are cashed out in Brutus, a rich
and highly differentiated system architecture for story generation.
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Brutus1 is the current implementation of the Brutus — notice
the absence of the subscript — architecture.

Why Build an Artificial Author?

Finally, a question interviewers and members of the audience and
out-of-the-blue e-mailers have asked us time and time again through
the years: Why do it? There are at least three general reasons, two
theoretical, one practical.

The first theoretical reason for investing time, money, and tal-
ent in the quest for a truly creative machine is to work toward an
answer to the question of whether we ourselves are machines. If
the creative side of human cognition can be captured by computa-
tion, then it’s surely likely that we are at bottom computers. (The
more quotidian side of human mentation can presumably be mech-
anized, and “lower level” sensing and effecting in interchange with
the environment should present no insurmountable obstacles to AI’s
upward march through the next century.) As you will see in the
coming pages, we follow a singular method: As we uncover reasons
for believing that human creativity is in fact beyond the reach of
computation, we will be inspired to nonetheless engineer systems
that dodge these reasons and appear to be creative. A side effect of
our approach is perhaps to furnish AI with at least an early brick or
two in a theoretical foundation for machine creativity. Absent such
a foundation (whose mortar, to be effective, would presumably have
to be somewhat mathematical in nature), artificial creative agents
will never arrive.

The second theoretical reason for our work is stark and simple: to
silence those who believe that logic is forever closed off from the emo-
tional world of creativity. Brutus is Vulcan through and through,
utterly devoid of emotion, but he nonetheless seems to have within
his reach things that touch not only our minds, but our hearts.

The practical rationale for our endeavor is that machines able to
work alongside humans in arenas calling for creativity would have
incalculable worth. A machine able to write a full, formidable novel,
or compose a feature-length film, or create and manage the unfolding
story in an online game, would be, we suspect, pure gold.

S.B. Troy NY / D.F. Yorktown Heights NY — June 1999
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On Silicon Wings

Granite majesty rises our vision to heaven and bound
Crushed and ground, smashed and spread,

Bed our mother’s ebb and tide.
The push and pull delivers a grainy pebble ride.

Beneath our feet, cushioning our journey
From slimy cellular slop to pensive petitioners of paradise.

The mat of our birth and the walls of our demise.

Stretching through time, small and broken pieces of dirt
The fallen and the forgotten, the plenty and the bare –

Rise to cup the water to our lips,
Rise to clear our vision of things far and small,
Rise to road our passage from home to home,
Rise to bridge our thoughts from sun to sun.

And the splendid, seemingly solid, visions of heaven,
Humbly laid down to bed our birth and our play,

Rise again to lift us above the somatic images of paradise lost,
Mimicking our minds to clear sight of our souls.

On Silicon wings we will fly.

David A. Ferrucci c©1992
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