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Abstract:- Face recognition is a biometric technology with a wide 

range of potential applications such as access control, banking, 

information security, human computer interaction, virtual reality, 

database retrieval etc. This paper addresses the building of   face 

recognition system by using Principal Component Analysis (PCA) 

method. PCA is a statistical approach used for reducing the number 

of variables in face recognition. While extracting the most relevant 

information (feature) contained in the images (face). In PCA, every 

image in the training set can be represented as a linear 

combination of weighted eigenvectors called as “Eigenfaces”. 

These eigenvectors are obtained from covariance matrix of a 

training image set called as basis function. The weights are found 

out after selecting a set of most relevant Eigenfaces. Recognition is 

performed by projecting a new image (test image) onto the subspace 

spanned by the eigenfaces and then classification is done by 

distance measure methods such as Euclidean distance. A number 

of experiments were done to evaluate the performance of the face 

recognition system. 
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I. INTRODUCTION 

Face is one of the most important visual objects in our life 

which playing a major role in conveying identity and emotion 

and includes rich information. Face recognition is a huge 

research area in computer vision, pattern recognition and plays 

a vital role in the applications of image analysis and 

understanding. Face recognition commonly includes feature 

extraction, feature reduction and recognition or classification. 

Feature extraction is to find the most representative 

description of the faces, making them can be most easily 

distinguished from others. Face reduction is to not only 

decompose and compress the original features but also not 

destroy the most important information.  Recognition or 

classification is to choose the available measure method such 

as Euclidean distance, which is used to classify the feature of 

images present in the database and test image. Because the 

face image is often with a high dimension, it is difficult to use 

the original data directly, so it is critical to choose the 

effectively distinguished features for extraction and reduction. 

In all kinds of the algorithms of face recognition, Principle 

Component Analysis (PCA) [1-6] is effective feature 

extraction method based on face as a global feature. It reduces 

the dimension of image effectively and holds the primary 

information at the same time. 
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In this paper face recognition system is described and it is 

followed by the PCA algorithm. Finally the experimental 

results are provided. 

 

II. FACE RECOGNITION SYSTEM 

 Typical structures of face recognition system consist 

of three major steps, acquisition of face data, extracting face 

feature and recognition of face. Fig. 1 shows typical structure 

of face recognition system in which subject under 

consideration given to the system for the recognition purpose 

this is consider to be acquisition of face image. Later on 

feature is extracted from the image and finally it is given for 

the recognition purpose. These steps are elaborated as follow. 

A. Acquisition of  Face Data 

Acquisition and Processing of Face Data is first step in the 

face recognition system. In this step face images is collected 

from different sources. The sources may be camera or readily 

available face image database on the website. The collected 

face images should have the pose, illumination and expression 

etc variation in order to check the performance of the face 

recognition system under these conditions.    Processing of 

face database require sometimes otherwise causes serious 

affect on the performance of face recognition systems due 

changes in the illumination condition, background, lighting 

conditions, camera distance, and thus the size and orientation 

of the head. Therefore input image is normalized and some 

image transformation methods apply on the input image [8].  

 

B. Extracting Face Feature 

   Feature extraction process can be defined as the process 

of extracting relevant information from a face image. In 

feature extraction, a mathematical representation of original 

image called a biometric template or biometric reference is 

generated, which is stored in the database and will form the 

basis (vector) of any recognition task. Later these extracted 

features used in recognition.  A greyscale pixel is considered 

as initial feature.  

C. Recognition of Face 

    Once the features are extracted and selected, the next step is 

to classify the image. Appearance-based face recognition 

algorithms use a wide variety of classification methods Such 

as PCA, LDA. In classification the similarity between faces 

from the same individual and different individuals after all the 

face images in database are represented with relevant features. 

Sometimes feature extraction & recognition process done 

simultaneously. 
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III. PCA ALGORITHM 

Principal component analysis (PCA) is one of the most 

popular methods for reducing the number of variables in face 

recognition. In PCA, faces are represented as a linear 

combination of weighted eigenvectors called as Eigen faces 

[2][3][4]; These eigenvectors are obtained from covariance 

matrix of a training  image set called as basis function. The 

number of Eigen faces that obtained would be equal to the 

number of images in the training set. Eigen faces takes 

advantage of the similarity between the pixels among images 

in a dataset by means of their covariance matrix. These 

eigenvectors defined a new face space where the images are 

represented. To fix the required notation, let us introduce the 

following symbols. 

Let training image set I consist of N images each having 

size a×b pixels. Using conventional row appending method 

converts each of the images into a×b dimensional column 

vector. 

                          { }1 2 NI = i ,i ,.........i                                  (1)                                                  

Covariance matrix c of training image set are calculated by 

using equation (2) 

             1
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Where i  is the mean vector of all images in the training 

set.   Eigenvalue and eigenvectors of covariance matrix is 

calculated using equation (3) 

                        cv vl=             (3) 

 Where λ denotes the eigenvalues of c, and v stands 

for the corresponding eigenvectors. Note that the rank of the 

covariance matrix is N, hence at most N number of 

eigenvectors can be computed.  

                              U= ( )ni i-  v (4)                                                        

Where n = 1, 2,..., N. 

 The Eigenvectors found, U have a face like 

appearance, they are called Eigen faces. Sometimes, they are 

also called as Ghost Images because of their weird appearance 

After the face space has been constructed, the feature 

vectors are formed as a linear combination of the eigenvectors 

of the covariance matrix. Project an image 
ni into the face 

space with the help of following equation.  

                  

   ( )T

n nP U i i                                 (5)  

Where Pn, n = 1, 2,..., N are the vector of weights associated 

with the eigenvectors in c. One can experiment with the 

number of eigenvectors to compute the weights, generally 

only a few amount provide sufficient information for 

adequately representing the images in the face space. 

For recognition of unknown face or test image, normalize it 

by subtracting from mean vector of all images in the training 

set. Then using equation (4)   project the normalized test 

image   as shown in the following equation 

               TT U D= ´                                          
(7)

  
 Where D is normalize the test image. 

After the feature vector (weight vector) for the test 

image have been found out, next step is to classify it. For 

the classification task we could simply use Euclidean 

distance classifier. 

                         min T Pne                                     (8)                   

 n= 1,2,...,N. If the distance is small, we say the 

images are similar and we can decide which the most 

similar image in the database. 

 

IV. AND DISCUSSION 

To check the system performance two different databases 

are used for the experiments: Indian face database [12] and 

Face94 database [13].The algorithm for PCA based face 

recognition system is developed in the Matlab 7.8.0 

environment. The recognition accuracy of the system is 

computed as the ratio of the faces recognized correctly from 

the test set over the total number of faces in the test set. 

In the first experiment, an individual image provided as a test 

image or input image to the system, the system recognized 

correct image from database as shown in Fig.1.For this 

experiment images from Face94 database are used. The test 

image is identified as the person with the smallest value 

among all the Euclidean values of images present in the 

database. Fig.2 shows the Euclidean distance measure between 

test image and individual images present in the database. From 

figure it is clearly observed that at second position has very 

less Euclidean distance so that the image to be recognized 

present at second position in the database. Euclidean distance 

provide similarity measure of feature between test and images 

present in the database. 

 

 

 

 

Fig.2 The Recognition of Individual Images 

having expression variation 
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Fig. 2 Euclidean Distance vs Input Image for the Face94 

database. Input image number indicates the position of the 

image in the database 

An input image having pose variation was provided in the 

second experiment, system correctly recognized image form 

the database as shown inFig.3. Fig.4 shows Euclidean distance 

measure between test image and images present in the 

database. In this figure image present in the database at 

position one having less Euclidean distance as compared to the 

other images so that the system recognized image present at 

position one in the database. Less Euclidean distance shows 

that maximum feature of input image and image to be 

recognized is matched. Less Euclidean distance indicates the 

maximum feature of input image and recognized image is 

matched. 

 

Fig. 4   Euclidean Distance vs Input Image no. for the 

Indian Face database. Input image number indicates the 

location of the image in the database 

Third experiment is performed by increasing the amount of 

salt and pepper noise in the test images to determine a 

tolerance level of face recognition system. Fig. 5 provides 

some noisy images for a subject from the Face94 database. In 

these images noise density is gradually increasing.  In Fig. 6 

results for the noisy images are shown which indicates that 

accuracy of the system gradually decreases as the noise 

density in the image increases. The accuracy of the system 

saturates after certain increase in Eigen value 

 
Fig.3 The Recognition of Individual Images having Pose 

variation 

 

 

Fig. 5 Images of the Same Individual with Different Salt     

and Pepper Noise Level 

 

In fourth experiment provided an images having variation in 

the size. Experimental result shows that image size not affects 

greatly the system accuracy. Fig.7 shows recognition accuracy 

for different image sizes. From figure it is observed that if the 

images are collected as 

50 × 50 pixel images then the recognition rate is still 

satisfactory 

 

Fig 7 Recognition accuracy for different image size. Test 

image having small size doesn’t affect the performance of 

the system 
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V. CONCLUSION 

In PCA based face recognition, increase in the number of 

Eigen value will increase the recognition rate. However, the 

recognition rate saturates after a certain amount of increase in 

the Eigen value. Increasing the number of images and variety 

of sample images in the covariance matrix increases the 

recognition rate however noisy image  decrease the 

recognition accuracy. In general, the image size is not 

important for a PCA based face recognition system. 

Expression and pose have minimal effect to the  recognition 

rate while illumination has great impact on the recognition 

accuracy. As such, continuous works have been carried out in 

order to achieve satisfactory results of face recognition 

system. All these discussion provide useful performance 

evaluation criteria for optimal design and testing of human 

face recognition system. 
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