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1 Introduction

The purpose of this document is to compile the references of existing work in the area of the pros-
thetic hand project broadly related to kinematics, robotics and mechanism design. This information
is used to present and justify the approach chosen in our research.

The kinematics, robotics and mechanism design are relevant in two separate areas of this project:

1. Identification of the hand motion. This is necessary as input data for the system identi-
fication of the myoelectric signals, in order to relate the electrical impulse to a certain motion.
The signals will differ, besides physiological variables (environment, history,..), mainly by the
motion to perform and the exerted force implied in the action. These two are always coupled,
and a system to identify and separate the effects of each of them is needed. This implies
the need of a system to track hand motion and another sensory system to track contact and
maybe also internal forces, to account for the fact that the same motion can be performed
with “relaxed” or with “tense” muscles.

2. Development of an artificial prosthetic hand. The final hand prosthesis has a strong
mechanical component, in which the advances of robotic artificial hands need to be paired
with the results of the signal identification and constrained by desired user specifications:
similarity to the real human hand (weight, size, complexity, surface), comfortable body inter-
face, human-like performance and adequate sensory feedback. The design of the prosthetic
hand is mechatronic and multidisciplinary in nature.

In the following sections, both areas of the project are analyzed separately, reviewing the existing
research, and explaining and justifying the adopted research plan.
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2 Identification of Hand Motion

2.1 Literature review

There is a great amount of work done in identifying the motion of the human body and, in particular,
of the human hand. The fields of interest are also diverse; much of the work has been done in the area
of computer graphics, in order to create realistic virtual motion for avatar animation, for automatic
hand language identification, for automatic sketching [102], etc.; also in the areas of humanoid
robotics, in order to program human-like motion in the robots, and in the area of biomechanics.
This diversity of goals led to many different techniques being developed. Here we will try to compile
the most successful ones and also adpt some general classification scheme.

The extraction of motion and posture information has been categorized by Varga et al. [102]
according to three aspects, that we reproduce here as a good framework to classify the previous
and actual research. The extraction of motion information can be categorized according to the
sensing device used as contact (in which the device is mounted on, or touches the hand) or non-
contact (in which the information is extracted at a distance). Regarding whether the whole hand or
only some characteristic points are tracked, the information is classified as complete or incomplete.
This information can be transferred directly to some geometric modeling system (direct transfer) or
the information can be fed to an intermediate hand model that adjusts the raw information before
sending it to the geometric modeler (indirect transfer, also called model-based). Figure 1 shows a
graphic depicting those options. Notice that any combination may give valid data; in the Figure,
we have highlighted the options that may be used in our research.
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Figure 1: Classification of hand reconstruction techniques according to [102]
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Several articles have been published that contain a survey of hand motion detection and processing
technologies; among them, we highlight Varga et al. [102] and Ong and Ranganath [81], oriented
towards hand trajectory and hand gesture recognition.

2.1.1 Contact technologies

Contact devices can be classified as data gloves (with different sensing technologies), electromagnetic
emitter/receiver tracking systems, and exoskeletons.

Among the contact systems, the data glove, combined with visual feedback for the position of a
point in the hand, seems to yield good results. Data gloves sense relative motion between adjacent
movable links of the hand.

Commerical data gloves contain around 20 sensors and measure flexion and abduction of the fingers,
and palm-arching motion. Gloves developed for research purposes (SIGMA Glove, University of
Sheffield, Sensor Glove from University of Berlin, etc.) may have up to 30 degrees of freedom [27].
Actual glove designs perform incomplete tracking, according to the classification above. Sensor
resolution can be good in theory, about 0.5 degrees and raw sensor data rate can be very fast, with
typical values of 150 records/s.

A couple of negative aspects of the data gloves are the following: if hand positions need to be
detected, the system needs to assume or measure a priori the distances between finger joints. If
that is not done, using the same glove for individuals with different hand dimensions leads to a
significant increase in the error of the measurements. In addition, the implicit model of the hand
considers the joints as parallel and perpendicular; in any case, no information can be extracted
about the real directions of the joints of the human hand. In many applications, a different sensing
device needs to be used in order to identify the motion of the wrist and the location and orientation
of the hand in space.

The list below contains a summary of commercial glove contact devices, shown also in Figure 2.

• Optical (VPL Dataglove) - Sensitive to hand size. Neoprene-fabric glove with two fiber optic
loops on each finger; each loop goes up to one knuckle. That is the problem with the hand size.
When hand is bent, light escapes through small cuts of the fiber. Needs recalibration for each
user. DOF: 5 metacarpo-phalangeal joints, interphalangeal joint of the thumb, 4 proximal
interphalangeal joints of the other fingers. Resolution: ¡ 1 degree (in good conditions), rate:
up to 160 Hz. Price $ 11000 approx. It seems that the dataglove is not being manufactured
anymore.

• Resistor-based (Virtex Cyberglove). Versions of 18 or 22 sensors( 3 per finger 4 abduction
sensors, palm arch sensor, and sensors for flexion and abduction, resolution 0.5 degrees, data
rate 90 records/s. Wireless version. Price from $ 9800 approx.
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• Magnetic (TUB-SensorGlove). Developed at the Technical University of Berlin around 1995,
it has both pressure and position sensors. These are located in the back, ten sensors to measure
finger flexion and two for thumb rotation. Only two joints of each finger are measured. Weighs
150 g, angular resolution from 0.1 to 1 degrees.

• Accelerometers (AcceleGlove). Developed by the George Washington University, consists of
a leather glove with five accelerometers, one per finger, mounted on the nail of the thumb
and on the mid phalanx of each other finger. Last version includes a two-link arm skeleton.

• Electromagnetic (Polhemus 3Space Fastrak). Manufactured by VRLogic, it is not exactly a
glove but a tiny electromagnetic emitter and receiver that measures position and orientation
of the point attached to it. Range up to 10 feet, resolution of 0.025 degrees and 0.0002 in,
update rate 120 updates/s.

• Ultrasonic (Mattel’s PowerGlove) - Very cheap (about $ 100 ), with a very bad resolution.
Lowest model reports wrist roll in 30-degree increments. Basically used in video games.

Figure 2: Different data-glove images, obtained from the manufacturer’s web pages. From left
to right: upper row, VPL dataglove and Virtex cyberglove. Lower row, TUB SGlove and GWU
AcceleGlove
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Exoskeletons are rigid structures designed to follow, up to certain extent, the motion of the hand.
They are in fact less used than gloves for applications in hand tracking. One of the reasons is that
it is difficult to create an exoskeleton that can adapt to the hand deformation and still keep the
accuracy in measuring certain joint motions; they are mostly used to identify and track the motion
of a few degrees of freedom. Nakagawara et al. [77] present a hand exoskeleton used as a master to
control a slave hand, see Figure 3. In this paper, some of the common problems of exoskeletons are
also identified. Kim et al. [54] present a wearable device called SCURRY which has characteristics
of both exoskeletons and data gloves.

Figure 3: Exoskeleton used as a master to control artificial hand [77]

Magnetic tracking follows the position and orientation of an emitter attached to a point of the
hand. I�seems to yield a very good resolution and it is a promising technology to be applied to hand
tracking; for application of magnetic tracking systems to characterize human motion, see [73] and
[94]. One of the disadvantages of electromagnetic tracking systems is interference: metallic objects
near the transmitter or receiver may affect the performance; this may be a problem if other sensors
need to be used to characterize a human task, for instance force sensors. Magnetic trackers are
also incomplete tracking systems; for a more rich motion identifications, more sensors need to be
placed in different points of the hand.

In general, contact systems are more intrusive, expensive, have cable connections, are not portable
(subject-dependent in many cases), and require expertise to set up. Depending on the sensing
system, they may be affected by environmental noise. Some of the systems have very poor accuracy,
as specified in the list above, while others may have a better accuracy than the non-contact (vision-
based) systems.
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2.1.2 Non-contact technologies

Non-contact technologies refer almost exclusively to vision systems. Vision-based systems can
use a single camera, stereo cameras or orthogonally-placed cameras. Advantages of vision-based
systems are that they are less intrusive than any of the contact technologies; however, small motions,
certain views and occlusions may present problems in order to identify the motion. This is partially
overcome with the recovery of 3D position and orientation information, but this in turn is difficult
and computationally expensive.

One of the main problems of the vision-based systems is that of the automatic identification of
the hand and the hand posture from the image. In order to distinguish the interesting features
in the hand, strategies such as using color, motion or edge information have been implemented.
Among other strategies, there are the following: skin-color detection (in which the subject must
wear long-sleeved clothes of a different color), color cues, motion cues (when the hand is the only
moving object), or shape detection.

Much work has been done in this area, see for instance [71] for an application using a single camera.
Typical systems nowadays consist of the combination of the different techniques that have been
proved to be useful. Background supression is a first step to pinpoint the subject. Then, particle
filters may be applied to identify different areas of the image of interest, based on its shape and
geometry (for instance, the tip of the fingers, the wrist, etc.), or sometimes on the skin tone [98].
Those selected areas are used to build a 3-D or 2-D model of the image. When using a single
camera, occlusion becomes a bigger challenge. To overcome this, some researchers use colored
gloves. Others locate the hands in a non-occlusive view first and relay on tracking the motion from
the previously known location, assuming that the displacements between frames is small; these
systems aim to the global motion of the subject (hand) by considering the motion of each pixel,
and not to its articulation; see [19] and also [112], which uses neural networks to identify the motion
and contains also a summary of different approaches.

In order to recognize hand gestures or hand configuration from the interesting data, there are two
basic approaches: appearance-based approaches and model-based approaches.

Appearance-based, or shape detection, considers only a handful of gestures that are quite different
among them, fitting the actual gesture to the closest in the database; see for instance Ong and
Bowden [80] Similarly, Hoshino and Tanimoto [42] identify the hand posture by searching a similar
image from a vast database, optimized for quick searching.

Model-based approaches construct a 3-D model of the hand in order to gather all the positional
information. Model-based approaches are very common in the literature, the main difference being
the degree of complexity and accuracy of the model used. Almost all models consist of rigid links
connected by joints. In the simplest cases, the joint is just a point allowed to perform any rotation.
A different model is studied in Bray et al. [11], who use a stochastic meta-descent algorithm and
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a deformable hand model to track hand motion.

A hybrid of the two approaches consists on considering a 3-D articulated model that is compared
to the image for a set different values of the joint angles [72]. The main inconvenient is that the
searching process becomes very long.

Only the model-based approach can yield the actual quantitative information about the hand
motion required for our research, and it is the focus of the literature review below.

The 3-D identification and tracking with indirect transfer (using a model) may rely on stick figures
representing the skeleton, which gives the rigidity and articulation to the body, 2-D contours, or
3-D volumes such as cylinders, ellipses or blobls, which are fitted to the subject. The pose of the
model is predicted from the data and compared to the image. See [61] for an early reference in a
model-based approach. Holden and Owens [40] use a 21-dof hand model consisting of 15 dof for
the hand plus a 6-dof wrist base that locates the hand arbitrarily in space. In order to sense the
motion they use a color-coded glove, where each link has a different color, and a single camera.
The 3-D models consist of 3-D shapes connected by joints with different degrees of freedom, see
[45]. Hidden Markov models, coupled with the knowledge of the geometry of the segments, are
used in [105] in order to recognize and track hand gestures from three-dimensional vision data. To
identify the body parts, they fit shapes to a controlled set of motions. Nolker and Ritter [79] use
neural networks to locate the positions of the fingertips and to estimate the three-dimensional pose
of the hand, based on an articulated hand model with 20 joint angles, some of which are considered
coupled to simplify the problem.

The amount of work in this area has been considerable. See also [117] , [108], [69], [13], [55], [103],
[51], [8], and [33] for a review of available technologies.

However, in all models developed so far except [104], the joints have pre-assigned location and
direction, hampering the fitting to the real data, or, in the other extreme, are loosely defined as
able to have much more freedom than real human hand joints do. Also the kinematics description
is not optimized for the problem. The fitting of the configuration of the model to the image is
performed by defining a configuration for the model and using heuristic methods like silhouette
matching, instead of using kinematic synthesis theory. In addition, most of the systems require a
first pre-defined pose in order to better identify the object.

2.2 Proposed Research

In order to identify the motion of the hand, we propose the use of non-contact technology, consisting
on several cameras to capture the motion of the hand. The different hand links are then identified
from the hand image and fed to our model of the human hand. This model consists of links and
joints, as do some of the works cited above ([61], [79], [11], [108], [51], [103], [33]); however, while
many of the models are vague in defining the specific type and direction of the joints, in our model

7



the joints have specified locations and orientations (see [35] for a similar approach, used to define
the kinematics of the arm). These joint locations and orientations can be adapted to the actual
geometry of the subject by using kinematic synthesis, yielding a much more accurate model and
motion angles.

In order to both adapt the hand model to the geometry of the captured hand, and to track the
angle at each joint, our procedure follows that of [104], adapted to the more precise identification
of motion of the hand. It consists on applying kinematic synthesis theory expressing the motion as
elements of a Clifford algebra [70], [3]; this seems to yield a very good behavior for the numerical
solution. The equations are solved hierarchically using a Levenberg-Marquardt solver. See our
preliminary results in [32]; the synthesis has been proved to recover the hand geometry and hand
motion accurately from synthetic hand data.

Actual research is focused in the setting of the camera system and the development of a good
calibration algorithm. Future research will be oriented towards the automatic identification of the
different hand limbs, and to test the robustness of the algorithm with real data.

The main advantages of this system are the following: the non-intrusiveness allows for more natural
motion of the hand, and also allows for the addition of new sensors (for instance force or tactile
sensing) without altering the motion sensing system. The system is immediately adaptable to
different hand sizes and geometries. Once the system is working properly, it can be easily adapted
to capture the motion of any other body part; only a new kinematic model of that part (for instance,
the complete arm) needs to be defined and used in the solver. As disadvantages, we can cite that we
don’t know yet what will be the accuracy of the system, which we expect to be heavily dependent
on the quality of the cameras used. Other issues, such as the correct identification of each hand
limb, are still pending.

3 Artificial Hands

Much work has been done in the area of artificial hands. Previous theoretical work in the areas
of kinematics, dynamics, grasping, sensing and actuation of artificial hands has been developed
since the early 1980’s; for one of the first studies of kinematics and force control issues for artificial
hands, see Salisbury and Craig [89]. The last five years have seen a big development in the practical
implementation of these systems. This section contains a review of the work done on theoretical
issues as well as on practical applications to both robotic and prosthetic hands.

3.1 Grasping

From a functional point of view, there are two main requirements that an artificial (and natural)
hand is supposed to accomplish: dexterous manipulation and grasping. Dexterity may be defined in
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robotics as the capability of changing the position and orientation of a manipulated object from any
point to any other point within the workspace [4]. Dexterity can be accomplished by means of the
mechanical design of the system only, even though that has to be balanced with other requirements
such as avoiding interference and singularities within the workspace and implementing a simplified
control and actuation.

Grasping is a complex task that involves kinematic motion planning, force control (static and
dynamic), and heavily depends on the geometry, strength, stiffness and surface finish of the object
being grasped, as well as properties of the fingertips. In addition, it is desirable for the grasping to
be robust, that is, being insensitive to disturbances.

Most of the designs and research efforts in developing artificial hands for grasping purposes follow
the direction established by Cutkosky [23]. In his paper, he classified the grasping constraints as
task, object and gripper constraints, and developed the taxonomy of grasps shown in Figure 4. See
also [82] for an overview on grasping and dexterous manipulation issues, [10] for a study on the
grasp quality measure, [48] for a study of the grip force distribution in the natural hand, and [29]
for a study of underactuated grippers for grasping diverse objects.

The study of grasping from the geometric and static point of view has been extensively studied;
see [76], [65] and recently [43]. Bicchi [4] presents a survey of the different trends in hand design
based on three types of requirements: dexterity in manipulation, grasping capabilities and human
operability. See also [5], [2]. For dynamic grasping, see [34]. For a study of the two-finger pinching
motion, see [97].

3.2 Sensing

Both proprioceptive and exteroceptive sensing seems to be needed for the accurate grasping (and
in general, control) of the hand. However, the sensing system of the human hand is difficult to
replicate due to its great redundancy, the need for some sensors to be placed in the surface of the
prostheses, and the still unresolved issue of providing the appropriate feedback. In this line of
research we can distinguish two main topics: that research being directed to create new sensors,
and the research directed to incorporate and integrate the different sensing capabilities in the hand
tasks. Embedded sensors [28] seem to be a good option for hand prostheses.

Zecca et al. [113] present an underactuated hand equipped with proprioceptive and exteroceptive
sensors. Proprioceptive sensors include position of the tendon, joint angular position and tendon
force. Exteroceptive sensors include skin force sensors. See also also Vacalebri et al. [101].

Dubey and Crowder [31] present a slip sensor that could be applied to hand prostheses to obtain
grasping information. They also have a good literature review of this topic.

Another area of research is that of transmitting sensory feedback to the prosthetic hand user. See
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Figure 4: Taxonomy of grasps presented by Cutkosky [23]

[53] for an example of the research in this area.

3.3 Actuation

Both for prosthetic hands and for modular robotic hands, it is desirable that the actuators can be
placed within the hand or occupying the least space possible. The two solutions more widely used
are tendons driven by DC motors and minimotors coupled with gear reductions.

Tendons allow for a very compact design but present problems of friction, compliance, etc. See
[83] for a static study of the tendon actuation, and [12] for an implementation of anthropomorphic
tendon actuation on a finger. Gialias and Mastuoka [37] present a muscle actuator design that
follows Hill’s muscle model but is is made with conventional DC motors and a cable tendon trans-
mission. Even though the most common actuation consist of DC motors driving tendons or using
gear reductions, other solutions are being developed.
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Cho and Asada [20] describe an array of shape memory alloy actuators, inspired by biological
muscles, to be used to drive a five-fingered hand; see their most recent results in [21]. Also using
shape memory alloy actuators, Loh, Yokoi and Arai [67] present SMA wire actuators applied to
control a hand prosthesis; two actuators are used to control a single degree of freedom. Lee and
Simoyama [63] present a miniature pneumatic McKibben artificial muscle applied to actuate a
robotic hand.

Lee et al. [62] present an artificial muscle based on ionic polymer metal composite (IPMC), to be
actuated by EMG signals. The IPMC is used to create contraction and extension similar to those of
human muscles. In order to increase the output force, the IPMC can be made thicker or arranged
in parallel, but that reduces the flexion of the material. The application of this technology is still
limited to the force and displacement output.

3.4 Implementation of Artificial Hands

From the point of view of the construction of artificial hands, we can distinguish two lines of work:

• Robotic hands, which tend to be similar to human hands in topology and number of degrees of
freedom, they are able of rich and complex motion but are quite complicated in their control
and actuation. Robotic hands are now being research for fine grasping, with force and contact
feedback.

• Prosthetic hands, which are simplified in their structure but present a very simple control
and human characteristics of weight and external aspect, as well as adaptability to the human
arm. Some key areas of research is human-signal control, and skinning.

The challenge of future research in the area of prosthetics is to bring these two lines of research
together, that is, to simplify and adapt the actual solutions for robotic hands so that they can be
easily controlled using body signals without losing its richness of motion, as well as having human
feeling and exteroceptive and proprioceptive feedback.

3.5 Robotic Hands

Robotic hands are being developed for many applications: for dexterous manipulation, for work in
human environments and with human interaction, and also as a tool of research to study human
cognition. Even for robotic hands, the challenge of controlling a human-like hand, with its more
than 20 degrees of freedom, leads many of the actual research towards a mechanical solution that,
without compromising grasping and gripping abilities, could reduce the complexity in the control.
In order to overcome this problem, we can find both underactuated hands as well as different control
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strategies of more complicated hands. For underactuated hands, we cite the pioneer theoretical
work of Gosselin, see for instance [60], [74] and [6], [7].

In this section we present a summary of robotic hands that have been recently developed.

Caffaz, Cannata et al. [14] developed the DIST hand, which appeared first in 1997. It is a four-
fingered, tendon-driven hand with 16 degrees of freedom, see Figure 5. They later developed the
MAC hand, with four fingers and 12 degrees of freedom, simplified in order to embed tactile and
force sensors[15].

Figure 5: The DIST hand from University of Genova

Zhang et al. presented the BUAA hand [114], composed of four identical fingers with four degrees
of freedom each, actuated by four DC servomotors, which are integrated within the hand structure.
Each finger has eight position sensors, and a position control has also been implemented.

Kawasaki, Komatsu and Uchiyama [52] developed the Gifu-hand II, a five-fingered anthropomorphic
hand, see Figure 6. The thumb has four dofs and the other fingers have three dofs, plus two
perpendicular rotations at the wrist. Each joint is driven by a servomotor built into the fingers and
the palm. The fingertips are equipped with force sensors and tactile sensors. On [75], a new hand
model for different specifications is presented.

Figure 6: The latest version of the Gifu hand, developed at Gifu University, Japan [52]
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Gazeau et al., from University of Poitiers, France, developed the LMS hand, a four-fingered hand
in which each finger has four joints, see Figure 7. These joints are independently actuated using
cables connected to DC motors. The authors developed position and force control algorithms for
this hand in [36].

Figure 7: The LMS hand [36]

Hirzinger et al. [9] of DLR, Germany, present the last development of their anthropomorphic hands,
generically called DLR hands (see Figure 8). The authors comment on some features of the hand
that have proved useful along different experiments.

Figure 8: DLR hand from [10]

Ueda et al. [100] present the NAIST hand, a four-fingered hand, each of the fingers having three
degrees of freedom. The hand is powered by small actuators that can be placed at the palm and
in the fingers, thanks to the use of efficient gear transmissions. It seems that the cable-actuated
systems require bigger actuators and that they have some problems with maintenance. However,
also the size of the small actuators at the fingers limit the force at the fingertips. This hand is
also equipped with vision-based tactile fingertip sensors (based on measuring the deformation of
deformable fingertips) and a grip-force control. See Figure 9.
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Figure 9: The NAIST hand from NAIST, Japan: concept (left) and implementation (right) [100]

Yamano and Maeno [109] developed a five-fingered robot hand with 20 degrees of freedom, composed
of elastic elements that allow stable compliant grasping without power supply. Ultrasonic motors
allow for their placement inside the hand. The size and shape of the hand are also similar to those
of the human hand. The mechanical design was adjusted for the desired maximum force at the tip
of the fingers. The hand has been tested for a variety of power and precision grasps. See Figure 10.

Figure 10: Hand developed at Keio University, Japan [109]

Namiki and Ishikawa [78] present a three-fingered robot hand which is not anthropomorphic but
presents a quick finger motion. Two of the fingers have three degrees of freedom and the other finger
has two dofs. Fast grasping motion, in which the dynamics needs to be taken into account, has not
been as studied as slow grasping. The authors experimented with fast catching motion paired with
visual feedback and derived the dynamical analysis, with very promising results, especially those
presented in [34]. See also [39] for a similar solution, depicted in Figure 11, and [106].
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Figure 11: Four-fingered hand from [39]

Kargov, Dillman et al. [49], [26] from the Research Center of Karlsruhe, Germany, present an
anthropomorphic hand (see Figure 12) whose design follows precisely the human hand regarding
link lengths and shape of palm and fingers, able to perform most of human grasping tasks. It has
8 active and 3 passive joints. The joints are driven by small flexible fluidic actuators connected to
a micro gear pump. See also [90] for their older design.

Figure 12: Anthropomorphic hand from [49]

Hoshino and Kawabuchi [41] are developing a lightweight robotic hand especially designed to mimic
human motion, in particular the fingertip pinching action. The hand has four fingers, each of them
with three joints and four degrees of freedom (two for the MCP joint); all flexion joints are coupled
for each finger, and the thumb presents three degrees of freedom. In order to allow for the pinching,
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the DIP joint of each finger is decoupled from the rest of the flexural joints. See Figure 13.

Figure 13: Anthropomorphic hand with pinching capabilities [41]

A different approach is being taken in developing the ACT hand (anatomically correct testbed), at
Carnegie Mellon University. The project aim is to develop a hand that can be used as a working
model to study the behavior of the hand and for surgical test. So far the skeleton [107], the muscle
actuator [37] and the kinematic model of the thumb [18] have been developed.

Stellin et al. [93] are developing the Cub hand as a part of the RobotCub EU Integrated project
to create a humanoid for cognition research. In addition to the common tasks of dexterous ma-
nipulation and grasping, this hand must also support the function of crawling of the robot. The
authors decided on 9 active joints and 5 passive joints as a good compromise between antrhopo-
morphic manipulability and hand size and complexity. The actuators are placed on the palm and
the forearm. This project is under development.

In summary, many researchers are working on developing prosthetic hands with different goals and
degrees of success. For other hands not mentioned above, see also [64].

3.6 Prosthetic Hands

The design of commercial upper-limb prostheses has experienced little advance since the early
1960’s, an that leads to the dissatisfaction of the users; see for instance the review of literature
about this topic in [110]. The needs for a “satisfactory” prosthetic hand can be outlined as easy to
control (body controlled), comfortable to wear (good arm interface and correct weight/ inertia) and
cosmetically pleasing (skin and design properties). To this, we should add that the hand must be
able to move with the complexity of a human hand. This last condition goes often against the other
three, and this is the reason why this part has not been fully developed. A more pragmatic approach
is usually taken, in which key motions for manipulability, grasping and gripping are identified and
those are the ones that are implemented in the prosthetic hands.

The need for more functional, as well as more aesthetically pleasing prosthetic hands, led to the
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development of several hands in the 70’s and 80’s; the Waseda Hand by Kato et al. around 1970
[50], Skinner 1975, Hanafusa and Asada 1982, Okada 1982, the Salisbury Hand (Stanford/JPL
hand) by Mason et al. 1985, Utah/MIT Hand by Jacobsen et al. around 1984 [46], NYU Hand by
Demmel et al., 1988, Styx hand by Murray et al., 1990, Belgrade/USC hand by Iberall et al., 1993.
All these references of what we could call the pioneer work were taken from [110] and [20].

Bigger advances took place in the 90’s with the integration of better mechanical designs and new
control strategies. Among prostheses having some of these more human-like characteristics we can
cite the Oxford Intelligent Hand prosthesis, by Kyberd, Evans and Wynkel [57], the work of Doshi
et al. at Stanford [30], the Southampton hand developed by Kyberd, Light and Chappell [56], [66],
with a more recent study of needs and performance in this review from 2001 [58].

The need for a simple control strategy has led to simplify the topology to the minimum necessary
for basic useful grasping motions; however, the grasping capabilities also get diminished with the
decreasing of the mobility of the hand. One solution is to consider the individual motion of the
fingers as less important than the grasping posture, with its distribution of forces. Underactuated
systems are beneficial in reducing the complexity. The following paragraphs contain some of the
prosthetic hand solutions proposed in recent years.

Huang and Chen, of National Taiwan University, developed the NTU Hand [44], see Figure 14. They
were able to identify eight prehensive postures from EMG signals to be applied to the actuation
and control of the hand.

Figure 14: The NTU hand [44]

The Wilmer group at Deft University has been working in prostheses from the last 30 years. Herder
and deVisser [25] developed a voluntary-closing hand prosthesis oriented towards grasping tasks,
consisting of three adaptive and flexible fingers plus thumb actuated by tendons.
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The research group at the University of Pisa has been active in developing new solutions for
hand prostheses since the early 2000’s. Figure 15 shows the RTR II hand, an underactuated
prosthetic hand with three fingers and nine degrees of freedom actuated by two motors using tendon
transmissions for flexion/extension and a four-bar mechanism for abduction/adduction [113]. This
hand includes also a series of sensors described below in the sensing section. An updated version
can be found in [118]. See [22] for some recent results in control strategies.

Figure 15: The RTR-II hand from University of Pisa. Left: model of 2003 [113]; right: model of
2006 [118]

Carrozza et al. [16] developed the SPRING hand, an underactuated, myoelectrically controlled
hand. More recently, Carrozza et al. [17] present a compliant underactuated prosthetic hand,
casted from soft polymer with compliant joints driven by tendons actuated by a single motor which
is controlled by EMG signals. This allows for adaptive grasping but no other type of motion. See
Figure 16.

Figure 16: The compliant hand from University of Pisa, as presented in [17]

De Laurentis and Mavroidis developed a five-fingered, twenty-degree-of-freedom robotic hand at
Rutgers University [24], for possible application as a prosthetic device. This was actuated by shape
memory alloy artificial muscles.
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Loh, Yokoi and Arai [67] are working in reducing the size of the actuators in a prosthetic hand
with 13 active degrees of freedom, currently actuated by servomotors that attach to the forearm;
see Figure 17.

Figure 17: Prosthetic hand from University of Tokyo [67]

Jobin et al. [47] present an underactuated prosthesis finger mechanism, consisting of two phalanges
plus the thumb. The fingers are actuated through rolling contact joints. These joints have the
advantage of being more robust, both in load capability and precision, to manufacturing and
assembly errors. Both phalanges are driven by a single tendon, which simplifies the force control
during the grasping, even though it does not allow full control of the motion of each dof of each
phalanx.

Yang et al. [110], [111], and more recently [84], present the design and analysis of a cable-actuated
hand prosthesis, dubbed the IOWA hand. Cable actuation is one of the most popular actuation
systems for artificial hand because of the similarity with the tendon system and the advantages
of space, simplicity,etc. This hand presents four fingers with three joints each (MCP, PIP, DIP)
plus a thumb with three joints. Each joint is based on loading a compression spring using cables;
the actuators are placed in the waist. The spring design allows for adjustable stiffness/compliance
characteristics. The hand is fitted with a cosmetic glove for better appearance, see Fig. 18

The research group of Karlsruhe, Germany, adapted their artificial hand presented above in the
robotic hands section to be used in prosthetics in [85] and [86]. Som pending problems with the
fluidic actuators (weight, location and leakage) and the development of a good control strategy
need further research.

Saito et al., from Tokyo Denki University, present their approach of fitting the size and appearance
of the prosthesis to the age and body shape of the patient. In [88], the authors review their
experiences, successes and failures in designing prostheses. See Figure 19 for their most recent
hand prosthesis.

Lotti et al., from University of Bologna [68] present a spring design called the UB Hand 3, see Figure

19



Figure 18: The IOWA hand: finger and hand concept and cosmetic glove, as presented in [110]

Figure 19: Electric prosthetic hand developed at Denki University. Sketch of the mechanism and
cosmetic glove. [88]

20. The hand has a five-fingered endoskeleton of rigid links connected by elastic hinges made with
helical springs and actuated by tendons. The endoskeleton is covered by a skin of deformable
material. The hand has 20 degrees of freedom, out of which 16 are independently actuated and the
rest are coupled (4 dof for thumb and index, 3 dof for middle and little finger and 2 dof for ring
finger). The actuation is accomplished with 16 DC motors which are located outside of the hand.
The hand is equipped with force and position sensors. This hand has not been fully tested yet, and
there issues with the complex control, limited stiffness of the joints, and behavior of the tendons.

Zhao, Hirzinger et al. [115], [116] present a five-fingered underactuated prosthetic hand, with a
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Figure 20: Hand design from University of Bologna [68]. Hand design and comparison with real
hand; detail of finger joint.

weight of 0.55 Kg (Figure 21). Only the thumb, index and middle finger are actuated, by means of
three stepper motors, with the rest of fingers being coupled to the middle finger. Each finger has
three joints. The hand is controlled by EMG signals; the authors were able to identify three types
of motion of the thumb, index and middle finger, and to achieve several prehensile postures.

Figure 21: Five-fingered prosthetic hand by Zhao et al. [115]

Cosmetic gloves are a widely used solution for giving the prosthesis a natural appearance and to
adapt the mechanism to the looks of the patient. Much work needs to be done in order to improve
the mechanical behavior of the gloves as well as to incorporate sensing devices into them. In
this line, Herder and Plettenburg [38] studied the mechanical behavior of the cosmetic gloves and
suggested improvements.

In summary, the myriad of design existing in artificial hands are a little more limited when it comes
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Hand Weight Fingers Palm Active DOF Total DOF Links Joints

Southampthon Hand
Iowa Hand

Spring Hand
NTU Hand

RTR-III Hand
Rutgers Hand

Univ. of Tokyo Hand
Karsruhe Hand

UB Hand 3
Zhao Hand

Tokyo Denki Hand
Jobin Hand

Wilmer Hand
Pylatiuk Hand

Table 1: Comparison among actual prosthetic hands developed at research laboratories: Mechanical
structure.

to their application in prosthetics; however, that gap is being closed. Some work has been done in
comparison of performance of research prosthetic hands, see [91], [59] and [87], and [96] for a study
of existing commercial prostheses.

3.7 Comparative of Designs

We present in this section a table comparing the actual prosthetic hands developed in research
laboratories. We do not attempt the comparison of robotic artificial hands, as basically every
robotics lab has its own design; the ones presented here can be considered a sample of the research
being developed in that area. The comparison of prosthetic hands presented in the following tables
uses some of the classification parameters presented in [87]; the authors believe that a compromise
among anthropomorphism, dexterity, controllability and cost is necessary, and analyze some hand
design based on the first three criteria. However, the tables presented here have a descriptive nature
and does not include performance indices or assessment, which can be created based on these data.

Table 1 presents the comparison in terms of the mechanical structure of the hands.

Table 2 presents the comparison in terms of sensing, actuation and driving signals.

Table 3 presents a description of performance parameters.
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Hand Propr. sensors Ext. sensors Underactuated Actuation Transmission Driving signal

Southampthon Hand
Iowa Hand

Spring Hand
NTU Hand

RTR-III Hand
Rutgers Hand

Univ. of Tokyo Hand
Karsruhe Hand

UB Hand 3
Zhao Hand

Tokyo Denki Hand
Jobin Hand

Wilmer Hand
Pylatiuk Hand

Table 2: Comparison among actual prosthetic hands developed at research laboratories: Sensing,
actuation and control.

Hand Grasping Dexterity External aspect

Southampthon Hand
Iowa Hand

Spring Hand
NTU Hand

RTR-III Hand
Rutgers Hand

Univ. of Tokyo Hand
Karsruhe Hand

UB Hand 3
Zhao Hand

Tokyo Denki Hand
Jobin Hand

Wilmer Hand
Pylatiuk Hand

Table 3: Comparison among actual prosthetic hands developed at research laboratories: Perfor-
mance.
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3.8 Proposed Research

The goal of this project is the development of a prosthetic hand that fulfills the expectations of the
amputees, that is, to perform and look as much as possible like a human hand. In order to achieve
this goal, the mechanical design of the hand needs to be approached from a biomechatronics point
of view, that is, considering the integration of biological and medical issues and findings in a design
that harmonizes the control and sensing, the electric and electronic issues within the mechanical
framework.

Because of the fact that many of these issues are still unresolved for this project, we cannot define
a mechanical design for the hand yet; its structure will depend on the type and number of signals
that can be identified to control the hand; on the interface with the human hand, etc.

However, some requirements can be defined a priori, based on the research of previous work and the
expectations of the amputees. As most of the prosthetic hands under development, our prosthetic
hand will be as similar as possible to the human hand in size and weight; the design should be
adaptable to the dimensions and external aspect of the user.

Unlike most of the actual prosthetic hands, we require our design to provide richness not only in
the grasping capabilities but also in dexterous manipulation. Literature shows that underactuated,
adaptive hands are a good solution for grasping of different objects; however, they greatly limit the
manipulation capabilities. It seems that a design that can be switched from underactuated to fully
actuated depending on the task would give good solutions for both cases. This is something that
has not been attempted, and requires a high-level control as well as some specific solutions in the
mechanical design. This solution replicates the behavior of the human hand, where sometimes the
phalanx are actuated as coupled, while with some effort, they can be actuated separately for more
dexterous motions.

This solution requires more actuated degrees of freedom, hence more actuators and a more complex
control. The hand will include position sensors for the actuated joints, as well as tactile and/or
force sensors, whose signal will be fed to the control algorithm. In addition, the feedback to the
user will be studied and incorporated if necessary.
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