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We study the ultrafast electronic relaxation of the proton transfer compound

2-(20-hydroxyphenyl)benzothiazole (HBT) in a joint approach of femtosecond pump–probe

experiments and dynamics simulations. The measurements show a lifetime of 2.6 ps for the

isolated molecule in the gas phase in contrast to B100 ps for cyclohexane solution. This

unexpected decrease by a factor of 40 for the gas phase is explained by ultrafast internal

conversion to the ground state promoted by an inter-ring torsional mode. The quantum chemical

calculations based on multireference configuration interaction clearly demonstrate that a S0/S1
conical intersection at a 901 twisted structure exists and is responsible for the ultrafast decay. The

reaction path leading from the keto form of HBT to this intersection is practically barrierless on

the S1 surface. The on-the-fly dynamics simulations using time-dependent density functional

theory show that after electronic excitation to the S1 state and after fast excited-state proton

transfer (30–50 fs), HBT reaches the region of the S1/S0 crossing within about 500 fs, which will

lead to the observed 2.6 ps deactivation to the ground state. After the internal conversion, HBT

branches in two populations, one that rapidly closes the proton transfer cycle and another

(trans-keto) that takes B100 ps for that step.

Introduction

Molecules exhibiting intramolecular proton transfer in the

electronically excited state (ESIPT) are intensively studied to

gain insight into fundamental photophysical and photochemical

processes and to explore their potential to applications e.g. as

dyes and sunscreens.1–8 Detailed experimental and theoretical

investigations for cases such as HBT (2-(20-hydroxyphenyl)-

benzothiazole), 10-HBQ (10-hydroxybenzo[h]quinoline), and

BP(OH)2 ((2,20-bipyridyl)-3,3 0-diol) show that the photo-

initiated proton transfer proceeds as a ballistic wavepacket

motion on a timescale of less than 50 fs and involves skeletal

deformations that modulate the donor–acceptor distance.7,9–13

Although the ESIPT is very similar in all these molecules

striking differences in the internal conversion (IC) rates

are found. The IC times vary by almost four orders of

magnitude from 150 fs for TINUVIN-P14 to 0.86 ns for

2-(20-hydroxyphenyl)-4-methylthiazole in methylcyclohexane.15

The fluorescence spectra indicate that the energy gap between

the ground and excited state varies only by a factor of 1.5

among the considered molecules and thus cannot account for

such variations in the IC rate. For most investigated ESIPT

molecules, the IC accelerates with increasing temperature1,5,15

and a strong influence of the solvent has been observed.1,9

HBT (see Fig. 1) has served as a basic example for many

ESIPT studies.1,6,10,12,16,17 The proton transfer causes a

substantial rearrangement in the electronic structure, which

leads to a strong Stokes shift of about 9000 cm�1 in

non-polar solvents.10 Recently, we applied transient absorption

experiments with 30 fs time resolution in combination with

classical and wavepacket dynamics simulations to understand

in detail how the proton transfer process takes place in HBT

and in the related system 10-HBQ.12 These investigations

confirmed the ultrashort time scale (30–50 fs) of the ESIPT

and gave a detailed picture of structural and mechanistic

aspects of that process. The subsequent IC had not been the

subject of those investigations.

In all these studies of HBT the molecule was considered as

planar. The photoexcitation of HBT and the consequent

biradical character connected with the thiazole and hydroxyl-

phenyl rings due to the proton transfer could, however, trigger

a torsional motion around the CC-inter-ring bond (Fig. 1) in

the same way as it occurs upon the photoexcitation of systems

like ethylene,18 stilbene19,20 or azobenzene.21 This kind of

motion plays a key role in photochemistry since it may lead

to an avoided crossing or even to a conical intersection

between the excited state and the ground state after twisting

by 901 (see ref. 22–26), leading to an ultrafast IC rate in

the second case. In fact, the importance of such torsions

for the internal conversion process in ESIPT-triggered

systems has been suggested previously based on spectroscopic
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investigations.1,27 Recent calculations on 2-(20-hydroxyphenyl)-

benzotriazole (TIN-H),8 closely related to HBT and on

7-(2-pyridyl)indole28 show that such a torsion actually may

occur. Femtosecond experiments performed for the latter

compound confirm this view.29 However, the measured

fluorescence spectra (and consequently the long excited-state

life time) show that this is not the case for HBT in solution, at

least not in the solvents that have been used so far.

Even though the ultrafast dynamics of the initial ESIPT

seems to be very well understood, the large variation in the IC

times mentioned above shows that the mechanism of this step,

which follows the ESIPT, is very subtle and still awaits a

thorough understanding. Therefore, we again join experimental

and theoretical efforts in this work in order to study the

dynamics of the IC process occurring in HBT and to

investigate in particular the actual possibilities for ultrafast

decay to the ground state along the lines discussed in the

previous paragraph. In order to work out the effect of the

torsional motion and separate it from environmental effects,

the pump–probe experiments with 20-fs time-resolution have

to be performed in the gas phase. Such very precise

measurements with sufficient temporal resolution to resolve

the relevant nuclear motion are extremely demanding and

have not been performed on ESIPT systems before. The

technical details of these measurements have already been

reported.30 It is the purpose of this work to present a first

analysis of the spectroscopic results in combination with

matching theoretical calculations. The quantum chemical

calculations on electronically excited states are not less

demanding because of the size of the HBT molecule and the

occurrence of intersections between different energy surfaces.

Moreover, it is our goal to simulate the dynamics of the IC

process, which increases computational demands drastically.

We want to show that this combination of state-of-the-art

experimental and theoretical investigations reveals details of

the photodynamical processes at a so far unprecedented level.

Computational details

Classical dynamics simulations were performed for HBT on

the first singlet excited state (S1) energy surface. Thirty trajec-

tories were simulated up to a maximum of 500 fs with a time

step of 1 fs. This relatively small number of trajectories has

been chosen in view of the long simulation times and because

in our investigations the focus was laid on the main

mechanistic pathway, which does not require large samples

to be statistically described. The velocity Verlet algorithm31

was applied to solve Newton’s equations of nuclear motion.

The Born–Oppenheimer energies and gradients were obtained

‘‘on the fly’’ at each time step by means of the TD-DFT

approach32–34 using the B3-LYP functional.35 In previous

investigations6,8,12 it has been shown that the resolution-

of-identity second-order approximate coupled-cluster

(RI-CC2) method36–38 is very well suited to provide benchmark

results in order to assess eventual artifacts of the TD-DFT

method. Comparisons for a series of ESIPT cases including

HBT and HBQ6,12 demonstrated that TD-DFT gives quite

reliable results for the proton transfer process in the pp* state.

The verification of the TD-DFT results is especially important

for the on-the-fly dynamics technique used here where

thousands of quantum chemical calculations have to be

performed and computationally efficient methods such as

TD-DFT are required. The question of the applicability of

TD-DFT for the CC-inter-ring torsional motion will be

discussed below. However, also in this case it was found by

comparison with complete active space self-consistent field

(CASSCF), multireference configuration interaction (MRCI)

and RI-CC2 methods that TD-DFT gave acceptable results

until the stage where the biradical character started to

dominate. The SV(P) basis set39 was applied for all atoms

except the migrating hydrogen atom, to which the polarization

functions of the full SVP basis set were added. Throughout

this work, this basis set choice will be referred as SV(P)*. Test

calculations comparing the full SVP, the SV(P) and the SV(P)*

basis sets had shown that the p functions on the migrating

hydrogen are important. Furthermore, comparison of results

obtained with the SVP and TZVP basis sets6 showed very

good agreement in vertical and adiabatic excitation energies

and optimized geometries, meaning that the SV(P)* basis is an

efficient candidate to be used in the extended on-the-fly

dynamics calculations. The initial conditions for each

trajectory were generated by sampling the coordinates and

momenta so as to reproduce the ground-vibrational quantum

harmonic distribution of the electronic ground state by means

Fig. 1 Schematic representation of the internal conversion in HBT in

the gas phase. After photo-excitation, excited state proton transfer

(ESIPT) triggers the isomerization, which brings the system to a

conical intersection. HBT returns to the ground state by internal

conversion. The ground state relaxation, which includes the back

proton transfer (GSIPT), completes the cycle. A long-lived population

of trans-keto is also observed. The timings added to selected structures

indicate their clock time starting with the absorption process of a

photon in the enol form of HBT.
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of a Wigner distribution. The ground-state geometries and

velocities were used as initial conditions for the trajectories in

the excited state. For more details see ref. 40.

The trajectory dephasing discussed below in the General

Discussion was calculated in the following way. The S1–S0
transition energy as a function of time was collected from the

trajectories. For each time interval i of 10 fs in the course of

the dynamics the number ni of trajectories with energy lying in

the range Eav � DE was counted, where Eav is the average

transition energy in the interval i and DE was set to 0.2 eV. The

number ni was normalized by the total number of points in the

interval. Finally, the dephasing function F(t) is defined by

these values ni normalized by their average value between 100

and 200 fs. During this period, the width only fluctuates

around a constant value.

Additional calculations were performed for stationary

points and cuts on the potential energy surface at the

RI-CC2, MRCI, and CASSCF methods. These calculations

aimed at the examination of the formation of the biradical

character due to the inter-ring torsion. An appropriate

wavefunction describing the quasi-degeneracy (non-dynamical

electron correlation) of the biradical system formed is a

CAS(2,2) with two electrons in two orbitals. Therefore, in

the first place CASSCF(2,2) calculations were performed with

state-averaging over the ground state and the first singlet

excited state (SA-2). In order to take into account dynamical

electron correlation effects, MRCI calculations with a

CAS(2,2) reference space and with inclusion of all single and

double excitations (MR-CISD) into the virtual orbital space

were carried out based on the SA-2-CASSCF(2,2) molecular

orbitals. The core orbitals were kept frozen in the MRCI

procedure. Higher-order excitation effects were taken into

account by means of the Pople correction (+Q).41–43 The

main purpose of these calculations was the demonstration of

the existence of the S1/S0 crossing for which the use of true

multireference methods is crucial. The 3-21G and a mixed

6-31G(d,p)/6-31G basis set44,45 were selected for the CASSCF

calculations. In the mixed basis, denoted 6-31G-mix, the

6-31G(d,p) basis was used except for the carbon atoms of

the benzene ring of the benzothiazole system and the hydrogen

atoms not involved in the hydrogen bond. For these latter

atoms the 6-31G basis was applied. In view of the size of HBT

the MR-CISD calculations were performed only with the

smaller basis set. It has also been shown previously by

comparison between 3-21G and 6-31G* basis sets for

protonated Schiff bases46 that the 3-21G basis can describe

torsional potentials leading to biradical character quite well.

The SV(P)* was used in the RI-CC2 calculations. However, it

should be mentioned that this method, because of its

single-reference character, will also not be applicable for the

proper description of the biradical nature of the inter-ring

torsion in HBT.

Stationary points and minima on the crossing seam were

obtained at the SA-2-CASSCF/6-31G-mix level with the

routines for analytical energy gradients and nonadiabatic

coupling vectors43,47–50 as implemented in the COLUMBUS

program package.51–53 COLUMBUS was also used for the

MRCI calculations. The excited-state dynamics simulations

were performed with the NEWTON-X program40,54 using

TD-DFT energy gradients55 provided by the TURBOMOLE

program package.56 All additional TD-DFT and RI-CC2

calculations were performed with the TURBOMOLE

program package as well.

Experimental details

The transient absorption of HBT in the gas phase and in

cyclohexane solution is measured with a pump–probe

spectrometer based on two noncollinearly phase matched

optical parametric amplifiers (NOPAs). The spectrometer is

able to detect changes in the optical density as small as 10�6.30

In brief, two NOPAs57 are pumped by a regenerative Ti:sapphire

amplifier system (CPA 2001; Clark-MXR, Inc.). Chirped sum

frequency mixing of the output of one NOPA with a fraction

of the Ti:sapphire beam results in ultraviolet (UV)

pump pulses at 325 nm.58 The output of the second NOPA

serves as probe beam. To obtain a sufficient sensitivity for low

density gas phase samples a collinear focusing geometry with a

long Rayleigh range and an interaction length of 50 mm is

applied. For the gas phase experiments, HBT is heated to

about 125 1C in an evacuated cell to increase the vapor

pressure. For measurements on HBT in cyclohexane a

3 � 10�3 M solution is pumped through a cuvette with an

optical path length of 120 mm. This allows us, by just

exchanging the cells, to compare directly the molecular

dynamics in the gas phase and in solution.

Results and discussion

Experimental results

To understand the influence of the environment on the IC of

HBT, we compare the photoinduced dynamics of the solvated

and the isolated molecule. The steady state absorption and

emission spectra in the gas phase are blue shifted by about

800 cm�1 and 500 cm�1 relative to the spectra in cyclohexane

(not shown). The 325 nm pump pulses promote HBT both in

solution and in the gas phase into the S1 state. The induced

transmission change measured at 560 nm is shown in Fig. 2a

for both cases. The initial transmission rise is due to the

emission from the keto form in the electronically excited state,

populated by the ultrafast ESIPT.10 In solution, only

wavepacket dynamics but no change of the average signal is

observed on the picosecond time scale and the stimulated

emission decays with a time constant of B100 ps in good

agreement with previous reports.1,27 It reflects the deactivation

to the electronic ground state. The weak oscillatory feature

due to 108 cm�1 wavepacket dynamics is observed in good

agreement with values reported previously10 (see Fig. 2c). It

results from the coherent excitation of an in-plane bending

vibration promoting the ESIPT.

The transient absorption of HBT in the gas phase also

exhibits an initial transmission rise due to stimulated emission

from the keto form (see Fig. 2a). The emission decays quite

rapidly and vanishes within 5 ps. Contrary to the solution data

a large, but strongly damped, low-frequency oscillation is

found in addition. A model function with a fast and a slow

decay is fitted to the data giving time constants of 2.6 ps and
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100 ps. The fast time describes the emission decay and

characterizes the IC rate. Obviously, the IC in the gas phase

is about 40 times faster than in the cyclohexane solution. After

the emission decay a small residual absorption (negative-going

signal) remains which can be seen from the crossing of the

experimental trace with the zero line at 4.5 ps. This absorption

disappears on a time scale of 100 ps according to the fit. We

tentatively assign it to a trans-keto tautomer in the electronic

ground state. This tautomer was observed after photoexcitation

of HBT dissolved in chloroform and has a broad absorption

band around 460 nm.59 Measurements at probe wavelengths

between 450 and 690 nm were combined to reconstruct the

transient spectrum at 0.1 and 6.0 ps (see Fig. 2d). The initial

stimulated emission signal around 560 nm and the excited state

absorption starting in the blue is changed within this time

delay to a purely absorptive signal increasing toward 450 nm.

The spectral shape suggests that we see the above mentioned

460 nm band and supports the proposed assignment to the

trans-keto tautomer.

Fig. 2b displays the residuum of the gas phase data after

subtracting the exponential contributions, which exhibits a

pronounced and strongly damped oscillatory behavior. Fitting

an exponentially damped cosine function to the residuum

reveals a frequency of 40 cm�1 and a damping time of

0.32 ps in agreement with the residuum’s Fourier transformation

(see Fig. 2c).

Discussion of the experimental results

The femtosecond experiments find for HBT an acceleration of

the IC in the gas phase by a factor of 40 compared to the

cyclohexane solution. Also for o-hydroxybenzaldehyde (OHBA)

a 13-times-faster IC was observed in the gas phase compared to

a cyclohexane solution.9,60 This indicates that the faster IC in the

gas phase may be a wide spread feature of ESIPT compounds.

Viscosity is a rate limiting factor that is only present in solution.

A reduction of the IC rate with increasing viscosity has already

been observed for several ESIPT compounds like HBT,1,27,61

10-hydroxy-20-acetonaphthone,5 and (1-hydroxy-2-naphthyl)-

s-triazine.62 This was interpreted as a strong indication that a

cis–trans isomerization promotes the IC.1,5,27,61,62 In our

femtosecond experiments this motion is for the first time directly

observed. They show that after the ESIPT a wavepacket motion

along the torsional coordinate exists leading to the region of the

PES where a conical intersection should be located. This

strongly supports the results of the trajectory calculations (see

below), which find that the torsional mode is dominant on the

picosecond scale and that a conical intersection does indeed exist

near the 901 twisted structure.

As the wavepacket leaves the planar keto conformation, the

experimentally observed transient signal shows a mono-

exponential decay with a time constant of 2.6 ps. This decay

corresponds well to the predictions from non-adiabatic

dynamics focusing on torsional oscillation with dephasing.

Although more-complex kinetics could be expected from the

oriented multidimensional dynamics, the mono-exponential

function fits the data very well and therefore a more-complex

parametrization is not justified. The interpretation of the

dynamics is, however, not based on this particular fit function

and temporal behavior.

At the twisted conformation a branching can occur to the

cis-keto or the trans-keto ground state (Fig. 1). The latter one

cannot undergo fast proton back-transfer and is long lived.59

This is in line with our observation of a 100 ps transient

absorption which can be assigned to the trans-keto tautomer.

The large difference between the gas and solution phase can

be rationalized as follows. In the gas phase the molecule

propagates in a ballistic way directly to the region of very

efficient IC. This motion is associated with a large-amplitude

twisting of the entire molecular skeleton. In solution, it is

strongly damped by friction due to interaction with the solvent

molecules. Thereby the ballistic motion is stopped and the

torsion evolves in a statistical fashion, similar to a Brownian

motion.

Fig. 2 (a) Time-resolved transmission change of HBT in cyclohexane

(dotted) and in the gas phase (solid) at 560 nm after excitation at

325 nm. An exponential fit (dashed) to the gas phase data reveals an IC

time of 2.6 ps. (b) Residuum (circles) of the exponential fit modeled

with a damped cosine function (solid). (c) Fourier transformations of

the gas phase (solid) and solution phase (dash dotted, scaled by a

factor of 5) residuum. (d) Transient spectra at a delay time of 0.1 ps

and 6 ps reconstructed from time traces measured at different probe

wavelengths.
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Torsional coordinate and conical intersection

The discussion above shows that the torsional motion around

the inter-ring bond between the benzthiazole and hydroxyphenyl

moieties plays a crucial role. Previous TDDFT/B3LYP

calculations have shown6 that for the keto form in the S1 state

one imaginary vibrational frequency exists, which was

characterized by the inter-ring torsion (note a corresponding

misprint in Table 10 of ref. 6 where the value in brackets for

the pp*(keto) form should be one instead of zero). Therefore,

extensive investigations have been performed using several

quantum chemical methods in order to establish the reliability

of the obtained results. Such tests are especially important for

the verification of the TD-DFT method for several reasons:

first, this method may predict a wrong charge distribution for

biradicaloid states, which would result in a wrong description

of the potential energy along the torsional coordinate;63

second, during the excited state relaxation the system may

reach geometries with strong multireference character, which

obviously cannot be adequately described with single-

reference methods and third, because of general problems

with respect to the proper description of charge-transfer

states.64 Nevertheless, the computational efficiency and the

availability of analytical gradients make TD-DFT one of the

few methods available to perform on-the-fly excited-state

dynamics simulations for systems as large as HBT and for

simulation times as long as 500 fs. In view of these potential

drawbacks, we have performed comparisons between relevant

cuts on the HBT potential energy surfaces calculated with

TD-DFT and other single- and multireference methods, in

order to validate the theoretical level used in the dynamics

calculations.

Four different theoretical methods have been employed for

the characterization of the potential energy of HBT along the

torsional coordinate. The resulting curves are displayed in

Fig. 3a and b, and characteristic points are collected in

Table 1. For each fixed torsional angle y the remaining

coordinates were optimized for the S1 state. The Figure shows,

for all employed methods, a similar flat but effectively

barrierless S1 curve. Due to the single-reference character of

the TD-DFT and RI-CC2 methods, it was not possible to

compute the energies for torsional angles larger than 701 and

601, respectively. As will be discussed below, this is also true

for the dynamics calculations. For both methods, however, the

same trend of drastically reducing the S1–S0 energy gap at

large torsions is observed. In Fig. 3c the torsional dependence

of the Einstein coefficient B(y) for stimulated emission65 is

shown. It is calculated from the transition dipole moment

m10(y) (CASSCF values) as

BðyÞ ¼ 1

6e0�h
2
m10ðyÞj j2 ð1Þ

where e0 is the vacuum permittivity and �h is Planck’s constant

divided by 2p. This torsional behavior will be discussed below.

The vertical excitation energies computed at the CASSCF

and MRCI+Q levels are too high by 1.8 and 1.3 eV,

respectively. This is a typical behavior of these methods

already found for smaller molecules such as ethylene and

butadiene66,67 and extensive MRCI calculations have to be

performed (see e.g. ref. 66, 68) which are out of reach for

molecules of the size of HBT. The performance of MRCI+Q

improves considerably for the minimum-to-minimum and

fluorescence transitions. For the conical intersection it

provides the correct multireference character and is generally

applicable in contrast to the TDDFT and RI-CC2 methods.

Therefore, we use these methods especially for the direct proof

of the existence of a conical intersection at a strongly twisted

HBT structure.

The complete torsional CASSCF and MRCI+Q curves

until 901 are displayed in Fig. 3a. The MRCI+Q curves have

been computed using optimized CASSCF/3-21G geometries.

In the last point (901), the restricted optimization at CASSCF

level resulted in almost degeneracy between S1 and S0
(DE = 0.3 eV) indicating a conical intersection. The CASSCF

and the MRCI+Q results using the CASSCF geometries

showed that the effect of inclusion of dynamic electron corre-

lation basically leads to a vertical shift in all points, producing

almost parallel torsional curves in the excited state. Note that

the reaction path was calculated in terms of natural internal

coordinates69 where the natural torsional internal coordinate

is defined as the average of the four dihedral angles NCCC

Fig. 3 Potential energy curves along the relaxed torsional coordinate

for HBT. (a) SA-2-CASSCF(2,2)/6-31G-mix and MR-CISD+

Q/SA-2-CASSCF(2,2)/3-21G. (b) TD-DFT(B3-LYP)/SV(P)* and

RI-CC2/SV(P)*. (c) Einstein coefficient B for stimulated emission

obtained at the SA-2-CASSCF(2,2)/3-21G level. The cross in (a)

indicates the energy of the minimum on the crossing seam.
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(cis), NCCC (trans), SCCC (cis), and SCCC (trans). Although

this average coordinate is kept constant during the

optimization procedure, each individual dihedral angle can

change, as can be seen from the values of the NCCC (cis) and

SCCC (cis) dihedral angles in Fig. 4c. This means that the

twisted structure also shows some degree of pyramidalization

at the bridge carbon of the thiazole ring after the optimization.

Along the reaction pathway, the migrating hydrogen is

strongly displaced out of the thiazole ring in the direction of

the oxygen atom.

The search for the minimum on the crossing seam reveals a

conical intersection very close to the 901 twisted structure. Its

CASSCF energy is indicated by a cross in Fig. 3a. The

structure of this conical intersection is shown in Fig. 4c.

Fig. 4 also shows the geometries optimized at the CASSCF

level of the ground-state (enol, Fig. 4a) and the excited-state

(keto, Fig. 4b). Geometries optimized at TD-DFT and

RI-CC2 levels using triple-z quality basis set have been

reported previously.6 The change in the geometrical para-

meters indicates that the excited state relaxation affects mostly

the hydroxyphenyl and the thiazole rings. In the twisted

geometry, the biradical structure localizes across the CC

bridge in analogy to what also happens in TIN-H.8

Excited-state dynamics simulations

The barrierless path connecting the Franck–Condon region to

the S1/S0 conical intersection is a good indication for the

possibility for HBT to display an ultrafast decay in the gas

phase. The flatness of the excited state potential energy curve,

however, could imply that HBT will not preferentially follow

the torsional motion or if it does, it might take a relatively

long time. This question can be addressed directly by

performing excited-state dynamics calculations. As already

mentioned above, thirty trajectories were computed at the

TD-DFT(B3-LYP)/SV(P)* level for a maximum of 500 fs.

Most of trajectories (25) run at least 400 fs, but only six of

them completed 500 fs without finishing due to an error in the

TD-DFT section of the calculation. This error was a

consequence of the fact that the multireference character

becomes important between 400 fs and 500 fs and it was not

possible to continue the simulation using TD-DFT. Despite

the fact that the simulations could not be completed at the

TD-DFT level, the current results still show quite conclusively

some interesting features that can help to understand the IC of

HBT in the gas phase.

Fig. 5 shows the excited-state potential energy as a function

of time for one of the trajectories that completed 500 fs. The

ground-state potential energy for the same geometries and the

S1–S0 energy gap are shown as well. A quite similar general

behavior is found for all trajectories. The fast oscillation in the

potential energy corresponds to the hydrogen stretching

motions. The dynamics starts in an approximately planar

structure depending on the initial conditions and after 30 fs

the proton transfer is observed. This first part of the dynamics

has already been described in detail.12 In the trajectory shown

Table 1 Energies of optimized structures and conical intersection of HBT

Energy/eV

Geometry State CASSCFa MRCI+Qb TD-DFT RI-CC2 Expe

Min S0 (enol) S0 0.00 0.00 0.00 0.00 0.00
S1 5.46 4.76 3.86 3.94 3.68

Min S1 (keto) S0 1.46 1.15 0.73 0.92 —
S1 4.29 3.42 3.28 3.30 —

Fluorescence S1 - S0 2.83 2.27 2.55 2.38 2.29
Conical intersection S1/S0 3.61/3.61 3.11/3.30 B2.6c B2.6d —

a SA-2-CASSCF(2,2)/6-31G-mix. b MRCI+Q/SA-2-CASSCF(2,2)/3-21G//SA-2-CASSCF(2,2)/3-21G. c Average between the energies of the S1
and S0 states at 701.

d Average between the energies of the S1 and S0 states at 601.
e Experimental data from ref. 74.

Fig. 4 (a) Ground state (enol), (b) planar excited state (keto), and (c) twisted excited state optimized geometries at the SA-2-CASSCF(2,2)/6-31G-mix

level. In (b) and (c) the bond lengths are given only for those bonds that change more than 0.01 Å in comparison to the ground state structure (a).

(c) shows two different views of the same structure. All bond lengths in Å.
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in Fig. 5, HBT remains essentially planar after the proton

transfer for about 250 fs until the torsional motion starts to

become effective. At 500 fs, the S1–S0 energy gap is reduced to

0.8 eV. Along the trajectory, the migrating hydrogen atom is

moved out of the thiazole ring plane, indicating that the

NH� � �O hydrogen bond still persists. At 500 fs this hydrogen

has a dihedral angle of 411 with the thiazole ring and its

distance to the oxygen atom is 2.20 Å. The pyramidalization

occurs simultaneously with the torsional motion, which is far

from being rigid, as can be inferred from the values 621 and

841 of the NCCC (cis) and SCCC (cis) dihedral angles at

500 fs.

The analysis of the complete set of trajectories shows similar

features. The average value of the S1–S0 energy gap is reduced

from 3.6 eV to 1.1 eV between 0 fs and 500 fs (Fig. 6b). As

mentioned above, the pyramidalization causes an asymmetry

between the NCCC (cis) and SCCC (cis) dihedral angles, as

shown in Fig. 6a. While the SCCC angle reaches 681 at 500 fs,

the NCCC angle is only 361 at the same time.

The overall motion is simply following the torsional poten-

tial depicted in Fig. 3b. This can be seen by investigating the

average S1–S0 energy gap not as a function of time, as in

Fig. 6b, but as function of the natural torsional internal

coordinate. The average S1–S0 energy gaps as obtained from

the dynamics and from the potential energy curve are plotted

in Fig. 7. This figure shows a fast decrease of the gap from

3.64 eV to around 2.5 eV taking place in less than 100 fs, while

HBT is still essentially planar. This process corresponds to the

ESIPT. After that, the energy gap just oscillates around the

curve predicted by the torsional potential, moving to regions

where the IC is more efficient.

General discussion

In the discussion of the experimental results it was shown that

the temporal evolution of the transient absorption for HBT in

gas phase is composed of an ultrafast exponential decay and a

pronounced damped oscillation with sub-50 cm�1 frequency

(Fig. 2a). There exist only two sub-100 cm�1 normal modes in

HBT, the overall butterfly vibration and the overall torsion.

Both cannot be excited by optical excitation and are not

Fig. 5 S1 and S0 energies of HBT for a selected excited state

trajectory. The energy difference between the two states is also plotted.

Snapshots are given at 0 fs (Franck–Condon region), 30 fs (proton

transfer), 300 fs (beginning of torsional motion), and 500 fs (end of

simulation).

Fig. 6 Average over all trajectories of (a) the absolute value of the

NCCC (cis) and SCCC (cis) dihedral angles and (b) of the S1–S0 energy

gap, both as a function of time.

Fig. 7 S1–S0 energy gap as obtained from the average trajectory and

from the relaxed torsional potential energy curves as a function of the

torsional internal coordinate. The full circles and the numbers next to

them indicate the time in femtoseconds.
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associated with the ESIPT.13 Which molecular distortion gives

rise to the observed signal is now discussed in the light of the

just-described dynamics calculations.

The fact that the dynamics leads toward the conical

intersection explains the ultrafast IC. Even though the

dynamics calculations do not reach the intersection for

technical reasons, they come sufficiently close to it allowing

the safe prediction that HBT will indeed reach if not the

crossing itself, but at least regions of small energy gaps. The

static CASSCF and MR-CI calculations discussed above

prove the existence of the intersection. On the other hand, it

is difficult to predict actual lifetimes from our trajectories. We

want to note already at this point that the torsional motion

should not be regarded as a simple one-dimensional process

but that, on the contrary, several modes will be coupled. This

will be, e.g. the inter-ring stretching mode but also the weak

aforementioned NH� � �O hydrogen bond and the NCCC and

SCCC torsional angles. Our experience obtained from the

analysis of several cases such as substituted ethylenes,25,70

adenine,71 and adenine model substances23,72 is that the

molecular motion does not proceed directly to the conical

intersection but requires certain vibrational adjustments until

the switching to the ground state can occur. Thus, it is

expected that the actual decay time is significantly longer than

the time for the first approach into the region of the conical

intersection. Unfortunately, concrete lifetimes cannot be

given from the calculations because of the already-mentioned

breakdown of the TDDFT approach in the neighborhood of

the conical intersection.

The second point regards the initial low-frequency damped

oscillation observed in the pump–probe experiment in the gas

phase (see Fig. 2b). A comprehensive theoretical explanation

would require the simulation of the pump–probe experiment,

which is presently not feasible, most of all because of the

premature breaking of the TD-DFT trajectories. Therefore,

the discussion will be limited to modulations of the intensity of

the stimulated emission in the course of the torsional mode as

a possible origin for the experimentally observed oscillations.

The combination of three effects seems to be responsible for

changes in the intensity of the stimulated emission along the

torsional mode. The first one is the reduction of the Einstein

coefficient B with the torsional angle displayed in Fig. 3c. This

factor alone cannot explain the signal modulation because first

the reduction in B is not sufficiently pronounced and second

significant reductions in B are only observed at torsional

angles above 601, which are reached only after about 450 fs

whereas the oscillatory mode analyzed in Fig. 2 shows the first

minimum already at about 430 fs. Fig. 8 illustrates this

situation by comparison of the experimental DT/T0 signal

divided by the exponential component with the time evolution

of the normalized Einstein coefficient B in the time range that

is relevant for the torsional mode.

The second effect contributing to the decrease in the

emission intensity consists in an increasing dephasing of the

trajectories along the torsional motion, which also leads to a

reduction of the transmission signal. The trajectory dephasing

(i.e. the energy spreading) was obtained as explained in the

Computational Details. The evolution of the dephasing F(t)
is plotted in Fig. 8. Small values of F(t) imply a wider

distribution of S1/S0 energy gaps and consequently a reduction

of the stimulated emission for a given transition energy. The

dephasing shows an early decrease with increasing torsion

already in its initial stage and also displays a substructure

similar to the one found in the experiment.

The third effect contributing to the signal reduction is the

coupling of the torsion with the other vibrational modes and

the consequent flow of energy into these modes as it is

described, e.g. in ref. 20 will quickly reduce the amplitude of

the torsional oscillations.

Together, the oscillation of the Einstein coefficient, the

trajectory dephasing, and the energy dissipation will result in

a damped oscillation of the stimulated emission probability.

Finally, it is worth calling attention to the trapping of HBT

in the region near the S1 minimum. This is the main point for

the very-efficient IC. Were HBT able to reach the conical

intersection, but quickly moved into other regions of the

potential energy surface, as occurs for example in pyridone,73

we might not expect any ultrafast behavior. This variability in

the dynamical behavior is a key feature that can explain the

fact mentioned in the Introduction that IC rates may change

almost four orders of magnitude, while the energy gaps change

by less than a factor of 1.5.

After the decay to the ground state at the twisted structure,

HBT population splits in two branches, keto and trans-keto.

While the keto isomer quickly returns to the initial enol isomer

by ground state internal proton transfer (GSIPT), the

trans-keto isomer takes about 100 ps in order to isomerize

into the keto structure and then initiate the GSIPT (see Fig. 1).

Note that the back isomerization is possible because in gas

phase HBT remains vibrationally hot after the internal

conversion.

Conclusions and final remarks

From the combined theoretical and experimental investigations

we gain a thorough understanding of the internal conversion

processes following the excited-state intramolecular proton

transfer in HBT. For a summary of the entire process cycle

as determined by our investigations see Fig. 1. Motivated by

Fig. 8 Oscillatory signal component (DT/T0 divided by exponential

component), average Einstein coefficient B/Bmax, and trajectory

dephasing F(t). All quantities are given as a function of time.
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preliminary quantum chemical investigations, transient absorp-

tion spectra for 2-(20-hydroxyphenyl)benzothiazole (HBT) were

measured in the gas phase for the first time and compared to

existing results in cyclohexane. As a very important result it was

observed that the internal conversion in gas phase takes place in

only 2.6 ps while in solution it takes about 40 times longer.

Moreover, the gas phase transient signal showed a damped,

low-frequency oscillation superimposed to the exponential

decay, a surprising finding which needed explanation as well.

Extended static quantum chemical calculations (MR-CISD,

CASSCF, RI-CC2, and TD-DFT) were performed to

characterize the stationary points in the ground and in the

first excited state, as well as to investigate the relaxed torsional

potential. Within the limitations of each method, all of them

consistently show a flat but barrierless path starting at the

relaxed planar excited state geometry (keto isomer) and

leading down into the direction of large torsional angles where

a conical intersection between ground and first excited state

was expected. MR-CISD and CASSCF calculations allowed

explicit verification of the conical intersection occurring at the

twisted pyramidalized geometry.

Excited-state dynamics simulations were performed at the

TD-DFT level. The results show a general trend of reduction

of the S1–S0 energy gap due to the torsional motion in the first

500 fs. The torsional motion occurs simultaneously to the

pyramidalization. Between 400 fs and 500 fs, the multireference

character of the wavefunction starts to become important and

it is not possible to continue the simulations due to failures in

the TD-DFT method. Nevertheless, the comparison between

the S1–S0 energy gaps predicted by the dynamics simulations

and by the potential energy curves confirms that HBT follows

the relaxed torsional path into the direction of large torsional

angles where the IC rate is very efficient. However, it should be

noted that HBT need not move directly into the conical

intersection as would be expected from a purely one-

dimensional model. More possibly, it moves into a region of

small energy gaps where the IC rate is relatively high.

Therefore, the experimentally observed value of 2.6 ps fits

well into the general picture given by the present dynamics

simulations even though concrete calculated life times cannot

be given. The strong low-frequency (40 cm�1) damped oscillations

superimposed to the exponential decay could be tentatively

explained by the dependence of the intensity changes of the

stimulated emission due to the torsional motion.

After the internal conversion at the twisted structure, HBT

splits into two populations, keto and trans-keto. While the first

one immediately isomerizes to the enol form closing the

proton transfer cycle, the latter requires about 100 ps to do

so. This very large difference for completing the proton

transfer cycles due a very clear branching event makes HBT

especially interesting for control studies.

In summary, we think we have provided a good example for

a fruitful cooperation between theory and experiment leading

to insights not amenable to separate investigations.
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