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Abstract— A quasi-cyclic (QC) low-density parity-check
(LDPC) code can be viewed as the protograph code with circulant
permutation matrices. In this paper, we find all the subgraph
patterns of protographs of QC LDPC codes having inevitable
cycles of length 2i, i = 6, 7, 8, 9, 10, i.e., the cycles existing
regardless of the shift values of circulants. It is also derived
that if the girth of the protograph is 2g, g ≥ 2, its protograph
code cannot have the inevitable cycles of length smaller than 6g.
Based on these subgraph patterns, we propose new combinatorial
construction methods of the protographs, whose protograph
codes can have girth larger than or equal to 14. We also propose
a couple of shift value assigning rules for circulants of a QC
LDPC code guaranteeing the girth 14.

I. INTRODUCTION

Since the low-density parity-check (LDPC) code exhibits
the capacity-approaching performance for many channels such
as binary erasure channel (BEC), binary symmetric channel
(BSC), and additive white Gaussian noise (AWGN) channel,
it has been one of the major research topics for many coding
theorists at least for the last decade. It is known that the
message-passing decoder of LDPC codes is relatively easy to
implement due to the sparseness of the parity-check matrix, but
the encoding complexity of LDPC codes is quite high. Thus
many researchers have been working on designing efficiently
encodable LDPC codes.

Although the random construction shows good asymptotic
performance, its randomness hinders the ease of analysis and
implementation. In an effort toward the algebraic constructions
of LDPC codes, a quasi-cyclic (QC) LDPC code is getting
more attention due to its linear-time encodability and small
size of required memory.

A (J, L) regular LDPC code is defined in terms of a parity-
check matrix H in which each column contains J 1’s and each
row contains L 1’s. Originally, a QC LDPC code is defined as
a (J, L) regular LDPC code of length Lp whose parity-check
matrix H is a J × L array of p × p circulant permutation
matrices (shortly, circulants) [1]. Fossorier derived a necessary
and sufficient condition for the existence of cycles of given
length in QC LDPC codes. Fossorier [1] and Tanner [2] also
showed that these QC LDPC codes have a girth at most 12.

Zhong and Zhang [3] proposed the construction method
of block-type LDPC codes which are suitable for the
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encoder/decoder hardware implementation. Vasic and
Milenkovic [4], and Ammar, Honary, Kou, Xu, and Lin
[5] introduced new combinatorial constructions of LDPC
codes which have good structures for low-complexity
implementation. Myung, Yang, and Kim [6] proposed the fast
encoding algorithm for a special class of QC LDPC codes
and derived the upper bound of their girths.

O’Sullivan, Brevik, and Wolski [7] proposed a construction
method of LDPC codes by using a seed matrix which is
the concatenation of two incidence matrices for Fano planes
and circulant permutation matrices. They showed one special
case of constructing an LDPC code with girth 14 by using
the Magma algorithm. Milenkovic and Laendner [8] proposed
structured LDPC codes with girth 6 by using Latin squares
and Steiner triple systems.

In this paper, we find all the subgraph patterns of pro-
tographs of QC LDPC codes having inevitable cycles of length
upto 20 i.e., the cycles existing regardless of the shift values
of circulants. Also, we derive the relation between the girth of
the protograph and the inevitable cycle length of its protograph
code. Based on these subgraph patterns, we propose new
combinatorial construction methods of the protographs, whose
protograph codes can have girth larger than or equal to 14, and
a couple of shift value assigning rules for circulants of a QC
LDPC code guaranteeing the girth 14.

II. QC LDPC CODES

A conventional (J, L) QC LDPC code of length n = Lp
can be defined as the one with the parity-check matrix given
by a J×L array of p×p circulant permutation matrices shown
as

H =




I(p0,0) I(p0,1) · · · I(p0,L−1)
I(p1,0) I(p1,1) · · · I(p1,L−1)

... · · · ...
I(pJ−1,0) I(pJ−1,1) · · · I(pJ−1,L−1)


 (1)

where I(pj,l) is the p×p circulants with 1 at column (r+pj,l)
mod p for row r, 0 ≤ r ≤ p−1, and pj,l is an integer mod p,
0 ≤ j ≤ J − 1, 0 ≤ l ≤ L− 1. It follows that I(0) represents
the p× p identity matrix.

A cycle in the bipartite graph of a QC LDPC code can be
considered as a sequence of the corresponding p×p permuta-



tion matrices. Thus a cycle of length 2i in a conventional QC
LDPC code can be expressed as the following sequence

(j0, l0); (j1, l1); · · · ; (jk, lk); · · · ; (ji−1, li−1); (j0, l0) (2)

where (jk, lk) stands for the jk-th row and lk-th column
block I(pjk,lk) of H and semicolon between (jk, lk) and
(jk+1, lk+1) can be considered as the block (jk+1, lk). Cer-
tainly, we have jk 6= jk+1 and lk 6= lk+1 for (2) to be a valid
expression for a cycle. Fossorier [1] showed that the necessary
and sufficient condition for the existence of the cycle of length
2i is

i−1∑

k=0

(pjk,lk − pjk+1,lk) = 0 mod p (3)

where ji = j0, jk 6= jk+1, and lk 6= lk+1.
It is known that the girth of any conventional QC LDPC

code in (1) is upper-bounded by 12 [1]. That is, there always
exist the cycles of length 12 in the QC LDPC codes regardless
of p and the shift values of circulants. Such a cycle is depicted
in Fig. 1.

Fig. 1. An inevitable cycle of length 12 in QC LDPC codes.

Let us define the incidence matrix of the bipartite graph with
two groups, G1 of check nodes and G2 of variable nodes, as
the |G1|×|G2| matrix M = [mij ] such that mij = 1 if the i-th
node in G1 is connected to the j-th node in G2 and mij = 0,
otherwise.

Thorpe [9] proposed a new method of constructing LDPC
codes from a bipartite graph with relatively small number
of variable nodes and check nodes, called a protograph. A
protograph is copied p times and the endpoints of copied
edges of the same type are permuted to result in the larger
graph. Then, the incidence matrix of this larger graph can
serve as a parity-check matrix of an LDPC code, called a
protograph code. It is manifest that the parity-check matrix of
a protograph code can be obtained from the incidence matrix
of protograph with the replacement of each 1 and 0 by some
p × p permutation and zero matrices, respectively. Then, a
conventional (J, L) QC LDPC code of length Lp in (1) can
be regarded as a protograph code obtained by the replacement
of 1’s in a fully-connected protograph with p× p circulants.

In this paper, we are only considering the quasi-cyclic
type protograph codes obtained from the replacement of 1’s
with circulants. Thus, hereafter the term protograph code
implies the one so obtained. We will also use the terms
‘the incidence matrix of the protograph’ and ‘the protograph’,
interchangeably.

Certainly, the girth of the protograph code depends on the
protograph and the shift values of circulants. In the next
section, we obtain all the inevitable cycle patterns of length
2i, 6 ≤ i ≤ 10, that always exist regardless of the shift values
for the corresponding circulants and analyze the relationship
between the girth of the protograph code and that of the
protograph.

III. CYCLE ANALYSIS OF PROTOGRAPHS AND
PROTOGRAPH CODES

As one can see in Fig. 1, there always exist cycles of length
12 in the conventional QC LDPC code in (1) regardless of p
and the shift values. Other than these cycles of length 12, we
can also find many such cycles of length larger than 12 that
always occur for any p and the shift values, which we will call
inevitable cycles. Certainly, the inevitable cycles are caused by
the structure of the protograph. For example, if a protograph
contains a fully-connected bipartite subgraph consisting of
three variable nodes and two check nodes or vice versa, then
in its protograph code, the inevitable cycle of length 12 shown
in Fig. 1 must occur.

A cycle is said to be simple if it does not contain any
subcycles of smaller length. The following lemma can be
easily deduced.

Lemma 1: Let C2i be an incidence matrix of a simple
cycle of length 2i, i ≥ 2. Then, under the row and column
permutations, C2i can be uniquely expressed as follows.




1 1 0 0 · · · 0 0 0 0
1 0 1 0 · · · 0 0 0 0
0 1 0 1 · · · 0 0 0 0
0 0 1 0 · · · 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · 1 0 1 0
0 0 0 0 · · · 0 1 0 1
0 0 0 0 · · · 0 0 1 1




¤
It is clear that an inevitable cycle is constructed by com-

bining two or more simple cycles. Myung, Yang, and Kim [6]
expressed the length of the inevitable cycle in terms of the
lengths of its two constituent simple cycles when they share
some edges as in the following theorem.

Theorem 1 ([6]): If there are r edge overlaps between two
simple cycles of lengths 2k and 2l in the protograph, then
there is an inevitable cycle of length 2(2l + 2k − r) in its
protograph code. ¤

Let P2i denote the incidence matrix of the subgraph of a
protograph, which gives rise to an inevitable 2i-cycle such
that no inevitable cycles of smaller length are included in it.
It is manifest that if the protograph contains a subgraph whose
incidence matrix is P2i or its transpose PT

2i , then the girth of
its protograph code is upper bounded by 2i. Or conversely, if
a protograph does not contain P2k and PT

2k for all k ≤ i, then
the resulting protograph code could have the girth larger than
2i by choosing appropriate shift values.



It can be easily shown that the smallest length of an
inevitable cycle is 12 and P12 is as follows

P12 =
[1 1 1

1 1 1

]
. (4)

The existence of P12 makes the girth of the conventional QC
LDPC code upper-bounded by 12. To exclude the subgraph
pattern P12, the protograph must not be fully-connected and
the protograph should be expanded by properly adding 0’s
while preserving the row and column weights. In constructing
protograph code, 1’s and 0’s in the protograph are replaced by
p×p permutation matrices and p×p zero matrices, respectively.

In search of P2i, we set the following restrictions on P2i.
1) The number of rows is not larger than that of columns.
2) The weight of the j-th row is not smaller than that of

the (j + 1)-st row.
3) Columns are arranged by their weights in decreasing

order as far as they can be.
4) The weight of any column or row is not smaller than 2.
5) P2i does not contain P2k or PT

2k for all k < i.
Restrictions 1), 2), and 3) are needed to avoid the multiple

count of the equivalent patterns. We searched for the candidate
submatrices for P2i having upto ten 1’s, and finally obtained
the following list of all P2i’s, i = 6, 7, 8, 9, 10.

P12=
[1 1 1

1 1 1

]

P14=

[
1 1 1
1 1 0
1 0 1

]

P16=

[
1 1 1 1
1 1 0 0
0 0 1 1

]
,

[
1 1 1 0
1 1 0 1
0 0 1 1

]

P18=




1 1 1 0
1 1 0 0
1 0 0 1
0 0 1 1


,




1 1 1 0
1 0 0 1
0 1 0 1
0 0 1 1




P20=




1 1 1 1 0
1 1 0 0 0
0 0 1 0 1
0 0 0 1 1


,




1 1 1 0 0
1 1 0 1 0
0 0 1 0 1
0 0 0 1 1


,




1 1 1 0 0
1 0 0 1 1
0 1 0 1 0
0 0 1 0 1


 ,




1 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0




Note that in the above list, all P2i but the fourth one in P20

have i 1’s. The inevitable 2i-cycle from the fourth one in P20

is depicted in Fig. 2.
The discussion in this section upto this point is summarized

as in the following theorem.
Theorem 2: If a protograph contains the submatrix P2i or

PT
2i for i ≥ 6, then its protograph code cannot have the girth

larger than 2i. ¤
Using Theorem 1, we can derive the relationship between

the girth of the protograph and the minimum length of the
inevitable cycles in its protograph code as in the following
theorem.

Theorem 3: Let the girth of a protograph be 2g, g ≥ 2.
Then the length of an inevitable cycle in its protograph code
with circulants is larger than or equal to 6g, which means that

Fig. 2. An inevitable cycle of of P20.

its protograph code could have the girth larger than or equal
to 6g by choosing the appropriate shift values of circulants.
Proof: Without loss of generality, we can assume that the
inevitable cycle of the smallest length is formed by two
simple cycles C1 of length 2l and C2 of length 2k sharing
r edges. Assume that the r shared edges form m disjoint
paths, R1, R2, · · · , Rm. We name the other m disjoint paths
in the cycle C1 connecting Ri’s as U1, U2, · · · , Um, and those
in the cycle C2 as Q1, Q2, · · · , Qm. Also, let Ai and Bi,
i = 1, 2, · · · ,m, be the two end nodes of the path Ri. Fig. 3
shows two possible patterns of the overlapping cycles for the
case when m = 2. For the sake of simplicity, the subscripts
for U and Q are numbered in increasing order as the cycle
goes clockwise starting from the (outgoing) end node of R1.

(a) Case (i) (b) Case (ii)

Fig. 3. Overlapping patterns of two simple cycles.

It is clear that each of the nodes Ai and Bi is incident
to exactly three paths, namely Ri, Uσ(i), and Qµ(i), where σ
and µ are some permutations of 1 through m. Therefore, there
always exists a cycle consisting of only U ’s and Q’s. Fig. 3
shows such cycles, the cycle U1 − Q1 or the cycle U2 − Q2

in Case (i), and the cycle U1 −Q1 − U2 −Q2 in Case (ii).
Since

∑m
i=1 L(Ui) = 2l− r and

∑m
i=1 L(Qi) = 2k− r, the

length of this cycle is less than or equal to (2l−r)+(2k−r),
where L(·) denotes the length of the path. Since the girth is
2g, we have

(2l − r) + (2k − r) ≥ 2g.



Therefore, using Theorem 1, we can conclude that the length
of the inevitable cycle is lower bounded as

2(2l+2k−r) ≥ 2(2l+2k− (l+k−g)) = 2(l+k+g) ≥ 6g.

¤
Theorem 3 tells us that in order to design a protograph code

with girth larger than or equal to 6g, we need a protograph
of girth 2g, i.e., the protograph which does not contain the
submatrices P2i, for all i < 3g. Once the protograph of girth
2g is obtained, its protograph code could have the girth larger
than or equal to 6g by choosing the appropriate shift values
of circulants.

IV. COMBINATORIAL DESIGN OF PROTOGRAPHS

In this section, using the well-known combinatorial design
theory, we will design the protographs so that the derived
protograph codes have the girth larger than 12, especially
larger than or equal to 14 or 18. More specifically, we
use t-(v, k, λ) design and λ-configuration (vr, bk)λ for the
systematic construction of protographs without P2i.

Definition 1 ([11]): A λ-configuration (vr, bk)λ is an inci-
dence structure of v points and b blocks such that each block
contains k points, each point belongs to r blocks, and any two
different points are contained in at most λ blocks. ¤

A 1-configuration (vr, bk)1 is simply called a configuration
(vr, bk).

A. Protograph Codes with Girth Larger Than or Equal to 18

From Theorem 3, it is manifest that in order to construct
a protograph code with girth larger than or equal to 18, we
need a protograph with girth at least 6. From the definition
of Steiner system, it is clear that the incidence matrix of the
S(2, k, v) does not contain the submatrix

h
1 1
1 1

i
. Thus it can

serve as a protograph with girth 6.
Theorem 4: The protograph codes constructed from Steiner

systems S(2, k, v) have (J, L) =
(
k, v−1

k−1

)
and the girth can

be larger than or equal to 18 by choosing the appropriate shift
values. ¤

For example, the incidence matrix of the Steiner triple
system S(2, 3, 9) is given as




1 0 0 1 0 0 1 0 0 1 0 0
1 0 0 0 1 0 0 1 0 0 1 0
1 0 0 0 0 1 0 0 1 0 0 1
0 1 0 1 0 0 0 0 1 0 1 0
0 1 0 0 1 0 1 0 0 0 0 1
0 1 0 0 0 1 0 1 0 1 0 0
0 0 1 1 0 0 0 1 0 0 0 1
0 0 1 0 1 0 0 0 1 1 0 0
0 0 1 0 0 1 1 0 0 0 1 0




and this can serve as a protograph for the (3, 4) QC LDPC
code with girth larger than or equal to 18.

The configuration (vr, bk) can also serve as the protograph
without the submatrix pattern

h
1 1
1 1

i
, which may make a

regular (k, r) QC LDPC code with girth larger than or equal
to 18. Such a configuration (vr, bk) can be constructed from
Steiner system as follows.

TABLE I
MINIMUM SIZES OF THE INCIDENCE MATRICES OF PROTOGRAPHS WITH

GIRTH≥ 6 FOR J = 3 (S: STEINER SYSTEM, C: CONFIGURATION).

(J, L) (3,4) (3,5) (3,6) (3,7) (3,8) (3,9)
v × b 9× 12 12× 20 13× 26 15× 35 18× 48 19× 57

S(2, 3, 9) (125, 203) S(2, 3, 13) S(2, 3, 15) (188, 483) S(2, 3, 19)
S C S S C S

Let F be a v × b incidence matrix of Steiner system
S(2, k, v) with r = v−1

k−1 . Let F ′ be a (v − 1) × (b − r)
matrix obtained from F by deleting one row of F and the
r columns incident to it. Then F ′ is an incidence matrix of a
configuration ((v − 1)r−1, (b− r)k).

Theorem 5: The protograph codes constructed from config-
uration (vr, bk) have (J, L) = (k, r) and the girth can be larger
than or equal to 18 by choosing the appropriate shift values.

¤
Theorem 6: For J = 3 and L = r, the minimum sizes of

the v × b incidence matrices of protographs with girth≥ 6
obtained from the configuration (vr, b3) are given as

(i) r 6= 2 mod 3,

v = 2r + 1 and b =
2r2 + r

3
. (5)

(ii) r = 2 mod 3,

v = 2r + 2 and b =
2r2 + 2r

3
. (6)

¤
Table I lists minimum sizes of the incidence matrices of

protographs with girth≥6 for J = 3.

B. Protograph Codes with Girth Larger Than or Equal to 14

A 2-(v, k, 2) design and a 2-configuration (vr, bk)2 can be
used to construct the protographs which do not include P12 or
PT

12.
Note that the incidence matrices of some 2-configurations

(vr, bk)2 can contain PT
12 as their submatrix. For example, con-

sider the following two different 2-configurations (76, 143)2 as




1 1 1 1 1 1 0 0 0 0 0 0 0 0
1 1 0 0 0 0 1 1 1 1 0 0 0 0
1 1 0 0 0 0 0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1 0 0 1 1 0 0
0 0 1 1 0 0 0 0 1 1 0 0 1 1
0 0 0 0 1 1 1 1 0 0 0 0 1 1
0 0 0 0 1 1 0 0 1 1 1 1 0 0




,




1 1 1 1 1 1 0 0 0 0 0 0 0 0
1 1 0 0 0 0 1 1 1 1 0 0 0 0
1 0 1 0 0 0 1 0 0 0 1 1 1 0
0 1 0 1 0 0 0 1 0 0 1 1 0 1
0 0 1 0 1 0 0 1 1 0 0 0 1 1
0 0 0 1 0 1 0 0 1 1 1 0 1 0
0 0 0 0 1 1 1 0 0 1 0 1 0 1




.

Obviously, the first 2-configuration (76, 143)2 includes PT
12

in its incidence matrix whereas the second one does not. It can
be shown that in order for a 2-configuration (vr, bk)2 to serve
as the protograph for the protograph code with girth≥ 14,
Hamming distance between any two columns of its incidence
matrix should be larger than 2k − 6.

Now, we would like to design a 2-configuration (vr, bk)2
whose incidence matrix does not include PT

12. The following



procedure describes the simple way of constructing a 2-
configuration (vr, bk)2 without PT

12, using a configuration
(vr, bk)(including 2-(v, k, 1) design).

Let F be an incidence matrix of a configuration (vr, bk)
and T i(F ) a cyclic row shift of F i times downward. If the
Hamming distance between any two columns in F and T i(F )
is larger than 2k − 6, then the matrix

[
F : T i(F )

]
becomes

an incidence matrix of 2-configuration (vr, bk)2 without the
submatrix pattern PT

12.
Example 1: Suppose that the incidence matrix F of a

configuration (83, 83) and its cyclic shift T i(F ) are given as

F =




1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 1 0 1 0 1 0
1 0 0 0 0 1 1 0
0 1 0 1 0 0 1 0
0 1 0 0 0 1 0 1
1 0 0 0 1 0 0 1
0 0 1 1 0 0 0 1




, T 1(F ) =




0 0 1 1 0 0 0 1
1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 1 0 1 0 1 0
1 0 0 0 0 1 1 0
0 1 0 1 0 0 1 0
0 1 0 0 0 1 0 1
1 0 0 0 1 0 0 1




,

T 2(F ) =




1 0 0 0 1 0 0 1
0 0 1 1 0 0 0 1
1 1 1 0 0 0 0 0
0 0 0 1 1 1 0 0
0 0 1 0 1 0 1 0
1 0 0 0 0 1 1 0
0 1 0 1 0 0 1 0
0 1 0 0 0 1 0 1




.

In order for
[
F : T i(F )

]
to be a 2-configuration (vr, bk)2

without PT
12, the Hamming distance dH between any two

columns in F and T i(F ) should satisfy 1 ≤ dH ≤ 6. Since
the Hamming distance between the fourth column of F and
the first column of T 1(F ) is zero,

[
F : T 1(F )

]
includes PT

12.
We can construct the protograph code with girth larger than
or equal to 14 by using

[
F : T 2(F )

]
as a protograph shown

below.

[
F : T 2(F )

]
=




1 1 1 0 0 0 0 0 1 0 0 0 1 0 0 1
0 0 0 1 1 1 0 0 0 0 1 1 0 0 0 1
0 0 1 0 1 0 1 0 1 1 1 0 0 0 0 0
1 0 0 0 0 1 1 0 0 0 0 1 1 1 0 0
0 1 0 1 0 0 1 0 0 0 1 0 1 0 1 0
0 1 0 0 0 1 0 1 1 0 0 0 0 1 1 0
1 0 0 0 1 0 0 1 0 1 0 1 0 0 1 0
0 0 1 1 0 0 0 1 0 1 0 0 0 1 0 1




¤
Then, we have the following theorem.
Theorem 7: The protograph codes constructed from 2-

configuration (vr, bk)2(including 2-(v, k, 2) design), without
PT

12 may have girth larger than or equal to 14 by choosing the
appropriate shift values. ¤

For (J, L) = (3, 4), (3, 5), and (3, 6), the minimum sizes
of incidence matrices of protographs without PT

12 can be
obtained from 2-configuration (64, 83)2, 2-(6, 3, 2) design, and
2-(7, 3, 2) design, respectively and they are shown as




1 1 1 1 0 0 0 0
1 0 0 0 1 1 1 0
0 1 0 0 1 1 0 1
0 1 1 0 0 0 1 1
0 0 1 1 1 0 1 0
1 0 0 1 0 1 0 1


 ,




1 1 1 1 1 0 0 0 0 0
1 1 0 0 0 1 1 1 0 0
1 0 1 0 0 1 0 0 1 1
0 1 0 1 0 0 1 0 1 1
0 0 1 0 1 0 1 1 1 0
0 0 0 1 1 1 0 1 0 1


 ,




1 1 1 1 1 1 0 0 0 0 0 0 0 0
1 1 0 0 0 0 1 1 1 1 0 0 0 0
1 0 1 0 0 0 1 0 0 0 1 1 1 0
0 1 0 1 0 0 0 1 0 0 1 1 0 1
0 0 1 0 1 0 0 1 1 0 0 0 1 1
0 0 0 1 0 1 0 0 1 1 1 0 1 0
0 0 0 0 1 1 1 0 0 1 0 1 0 1




. (7)

V. SHIFT VALUES FOR PROTOGRAPH CODES

In general, for a given p, it is not easy to check the existence
of shift values which guarantee the protograph code to have
the maximum achievable girth provided by the protograph.
Moreover, finding such shift values seems even more difficult.
But, certainly such shift values exist if we allow a sufficiently
large p. This is because of the fact that it is always possible to
prevent 2i-cycles at least by assigning the shift values so that
all the sums of i shift values (allowing repetition) are distinct
from one another modulo p, since any 2i-cycle should satisfy
the relationship given in (3).

In this section, we introduce a couple of shift value assign-
ing methods for the exemplary 6×10 protograph in (7) which
is obtained from 2-(6, 3, 2) design. This protograph contains
P14 and the girth of its protograph code is upper bounded by
14. The shift value assigning method in the following theorem
guarantees the girth 14 for the protograph codes.

Theorem 8: Let pk,m denote the shift value of the m-th
nonzero circulant in the k-th row of the parity-check matrix
of the protograph code for 0 ≤ m ≤ 4 and 0 ≤ k ≤ 5. Let
{a0, a1, a2, a3, a4}={0, 1, 3, 7, 12} and

pk,m =

{
0, if k = 0
am × 37k−1, if k 6= 0.

Then the protograph code constructed from the above pro-
tograph has the girth 14 for p = 375.
Proof: It is manifest that in the left-hand side of (3), the
number of shift values from a given row is even and exactly
half of them have + signs and the other half have − signs.
Also it is not difficult to see that in a cycle of length upto
12, any row cannot be visited more than 6 times, and any two
rows cannot be visited 6 times simultaneously.

The set {0, 1, 3, 7, 12} is chosen so that the sums of two
elements (including the sum of an element with itself) are all
distinct. Thus, in the left-hand side of (3), the partial sum
of the shift values from a given row cannot be cancelled out
by those from other rows since it is upper bounded by 36(=
3 × 12 − 3 × 0) × 37i, whereas those from other rows are
having values of different order with respect to the base 37.
¤

In the next shift value assigning method, we set to zero
as many shift values as possible. For any given shift values,
we can always obtain equivalent shift values shown below by
a proper row and column permutations of the parity-check
matrix of the protograph code.
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I(0) I(0) I(0) I(0) I(0) 0 0 0 0 0
I(0) I(p0) 0 0 0 I(0) I(0) I(0) 0 0
I(0) 0 I(p1) 0 0 I(p5) 0 0 I(0) I(0)
0 I(0) 0 I(p2) 0 0 I(p7) 0 I(p11) I(p13)
0 0 I(0) 0 I(p3) 0 I(p8) I(p9) I(p12) 0
0 0 0 I(0) I(p4) I(p6) 0 I(p10) 0 I(p14)

3
77775

Then the following theorem tells us an assigning method of
nonzero shift values.

Theorem 9: Set pi ∈ {4k | 0 ≤ k ≤ 14} and pi 6= pj for
i 6= j. Then the protograph code has the girth 14 for p ≥ 415.
Proof: Since the minimum recurrence time for a block in a
cycle is 4, the maximum number of visits to a given block in a
cycle of length upto 12 is 3. Therefore, (3) cannot be satisfied
for the given shift values when p ≥ 415. ¤

However, the codes in Theorems 8 and 9 are not practical
since the code lengths are too large. Certainly, the bound for
p in Theorem 9 is sufficient but not necessary. From a random
search, we find that for p = 13477, the girth of the protograph
code using the shift values in Theorem 9 is 14.

VI. CONCLUSIONS AND FURTHER WORKS

All the subgraph patterns in the protographs which make
inevitable cycles of length upto 20 are found and it is also
derived that if the girth of the protograph is 2g, g ≥ 2,
its protograph code may not have the inevitable cycles of
length smaller than 6g by choosing proper shift values. Using
combinatorial design theory, the protograph codes constructed
from the protographs with girth larger than or equal to 14 are
proposed. For a sufficiently large p, we obtain the protograph
code which has the girth 14.

Two methods for assigning shift values that we have shown
in Section V are just a tip of the iceberg. It could be interesting
to find out the shift value assigning method with the smallest
p which ensures the girths 14, though it does not seem easy.

REFERENCES

[1] M. Fossorier, “Quasi-cyclic low-density parity-check codes from circu-
lant permutation matrices,” IEEE Trans. Inform. Theory, vol. 50, no. 8,
pp. 1788-1793, Aug. 2004.

[2] R. M. Tanner, D. Sridhara, and T. E. Fuja, “A class of group-structured
LDPC codes,” in Proc. Int. Conf. Information Systems Technology and
its Applications, July 2001.

[3] H. Zhong and T. Zhang, “Block-LDPC: A practical LDPC coding system
design approach,” IEEE Trans. Circuits and Systems, vol. 52, no. 4, pp.
766-775, April 2005.

[4] B. Vasic and O. Milenkovic, “Combinatorial constructions of low-
density parity-check codes for iterative decoding,” IEEE Trans. Inform.
Theory, vol. 50, no. 6, pp. 1156-1176, June 2004.

[5] B. Ammar, B. Honary, Y. Kou, J. Xu, and S. Lin, “Construction of low-
density parity-check codes based on balanced incomplete block designs,”
IEEE Trans. Inform. Theory, vol. 50, no. 6, pp. 1257-1268, June 2004.

[6] S. Myung, K. Yang, and J. Kim, “Quasi-cyclic LDPC codes for fast
encoding,” IEEE Trans. Inform. Theory, vol. 51, no.8, pp. 2894-2901,
Aug. 2005.

[7] M. E. O’Sullivan, J. Brevik, and R. Wolski, “The performace of LDPC
codes with large girth,” in Proc. 43rd Allerton Conf. on Commun.,
Control, and Computing, 2005.

[8] O. Milenkovic and S. Laendner, “Analysis of the cycle-structure of
LDPC codes based on Latin squares,” in Proc. Inter. Conf. on Commun.,
pp. 777-781, 2004.

[9] J. Thorpe, “Low-density parity-check (LDPC) codes constructed from
protograph,” IPN Progress Report 42-154, JPL, Aug. 2003.

[10] S. Kim, J.-S. No, H. Chung, and D.-J. Shin, “On the girth of Tanner’s (3,
5) quasi-cyclic LDPC codes,” accepted for publication in IEEE Trans.
Inform. Theory, Nov. 2005.

[11] C. J. Colbourn and J. H. Dinitz, The CRC handbook of combinatorial
designs. Boca Raton, FL: CRC Press, 1996.

[12] R. G. Gallager, Low-density parity-check codes. Cambridge, MA: MIT
Press, 1963.

[13] R. M. Tanner, D. Sridhara, A. Sridharan, T. E. Fuja, and D. J. Costello,
“LDPC block and convolutional codes based on circulant matrices,”
IEEE Trans. Inform. Theory, vol. 50, no. 12, pp. 2966-2984, Dec. 2004.


