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Reliability Analysis of Logic Circuits
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Abstract—Reliability of logic circuits is emerging as an impor-
tant concern in scaled electronic technologies. Reliability analysis
of logic circuits is computationally complex because of the expo-
nential number of inputs, combinations, and correlations in gate
failures. This paper presents three accurate and scalable algo-
rithms for reliability analysis of logic circuits. The first algorithm,
called observability-based reliability analysis, provides a closed-
form expression for reliability and is accurate when single gate
failures are dominant in a logic circuit. The second algorithm,
called single-pass reliability analysis, computes reliability in a
single topological walk through the logic circuit. It computes the
exact reliability for circuits without reconvergent fan-out, even
in the presence of multiple gate failures. The algorithm can also
handle circuits with reconvergent fan-out with high accuracy using
correlation coefficients as described in this paper. The third algo-
rithm, called maximum-k gate failure reliability analysis, allows
a constraint on the maximum number (k) of gates that can fail
simultaneously in a logic circuit. Simulation results for several
benchmark circuits demonstrate the accuracy, performance, and
potential applications of the proposed algorithms.

Index Terms—Gate failures, logic circuits, reliability analysis.

I. INTRODUCTION

I T IS WIDELY acknowledged that there will be a sharp
increase in manufacturing defect levels and transient fault

rates in future electronic technologies, e.g., [1]–[5]. Defects
and faults impact performance and limit the reliability of elec-
tronic systems. This has led to considerable interest in practical
techniques for reliability analysis that are accurate, robust, and
scalable with design complexity. Reliability analysis of logic
circuits refers to the problem of evaluating the effects of errors
due to noise at individual transistors, gates, or logic blocks on
the outputs of the circuit. The models for noise range from
highly specific decomposition of the sources, e.g., single-event
upsets, to highly abstract models that combine the effects of
different failure mechanisms.

Reliability analysis of logic circuits is computationally com-
plex because of the exponential number of inputs, combina-
tions, and correlations in gate failures. Standard techniques
for reliability analysis use fault injection and simulation in
a Monte Carlo framework. Although parallelizable, they are
still not efficient for use on large circuits. Analytical methods
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for reliability analysis are applicable to very simple structures
such as two-input and three-input gates, and regular fabrics [6],
[7]. Although they can be applied to large multilevel circuits
with simplifying assumptions and compositional rules, there is
a significant loss in accuracy. Recent advances in reliability
analysis are based on probabilistic transfer matrices (PTMs)
[8], Bayesian networks [9], and Markov random fields [10],
[11]. However, all approaches require significant runtimes for
small benchmark circuits. In the PTM approach, this can be
attributed to the storage and manipulation of large algebraic
decision diagrams (ADDs) used to represent the probabilistic
behavior of the circuit. In the Bayesian network approach, the
large runtimes arise from large conditional probability tables
that support Bayesian network operations. The use of Markov
random fields becomes computationally intensive for arbitrary
multilevel logic circuits because it involves minimization of a
complex Gibbs distribution function with a large number of
variables. Many reliability analysis techniques have been pro-
posed in the context of soft errors [12], [13]. These techniques
predict soft error rate in circuits, accounting for electrical
masking, and latching-window masking in addition to logical
masking. Since these techniques are specific to soft errors, they
focus mainly on predicting single gate failure effects.

This paper presents three accurate and scalable algorithms
for reliability analysis of logic circuits. The first algorithm,
called observability-based reliability analysis, uses observabil-
ity metrics to quantify the impact of a gate failure on the output
of the circuit. The observability-based approach provides a
closed-form expression for circuit reliability as a function of
the failure probabilities and observabilities of the gates. The
closed-form expression is accurate when the probability of a
single gate failure is significantly higher than the probability of
multiple gate failures.

The second algorithm, called single-pass reliability analysis,
leverages insights into the effects of multiple gate failures
derived from observability-based reliability analysis. In this al-
gorithm, gates are topologically sorted and processed in a single
pass from the inputs to the outputs. Topological sorting ensures
that before a gate is processed, the effects of multiple gate fail-
ures in the transitive fan-in cone of the gate are computed and
stored at the inputs of the gate. Using the joint signal prob-
ability distribution of the gate’s inputs, the propagated error
probabilities from its transitive fan-in stored at its inputs, and
the failure probability of the gate, the cumulative effect of
failures are computed at the output of the gate. The single-
pass reliability analysis algorithm is provably exact for circuits
without reconvergent fan-out. Reconvergent fan-out introduces
correlations when error probabilities are combined at the point
of reconvergence, which is handled using correlation coeffi-
cients. The accuracy of the algorithm can be improved by using
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higher order correlation coefficients to capture the correlation
effects. However, the computational complexity increases as
the number of correlation coefficients increases. This paper
explores the tradeoff between accuracy and computational com-
plexity for 0, 4, and 16 correlation coefficients.

The above algorithms for reliability analysis use an indepen-
dent gate failure model, in which there is a nonzero probability
of a large number of gates failing simultaneously. However, in
practice, it is reasonable to expect an upper bound, k, on the
maximum number of gates that can fail simultaneously in the
logic circuit. Termed the maximum-k gate failure model,
the gate failures remain independent although the global con-
straint due to the upper bound k introduces correlation among
gate failures. The third algorithm, called maximum-k gate fail-
ure reliability analysis, is based on a technique that generates
a set of gate failures (of cardinality ≤ k) according to the
independent gate failure model. Given this set of gate failures,
single-pass reliability analysis is used to evaluate their effect
on the output(s) of the circuit. For a logic circuit with N gates,
generating samples of failed gates is challenging because the
size of the sample space is O(Nk) and all brute-force solutions
are computationally intensive. The sampling algorithm pro-
posed in this paper has a computational complexity of O(Nk2).
Simulation results for several benchmark circuits demonstrate
the accuracy, performance, and potential applications of the
proposed analysis algorithms to guide logic design for both
redundancy-free and redundancy-based reliability enhancement
in logic circuits [14]–[16].

This paper is an extended version of [17] and is organized as
follows. Section II provides a background in reliability analysis.
Section III describes the observability-based algorithm for reli-
ability analysis. Section IV describes the single-pass algorithm
for reliability analysis. Section V describes the maximum-k
gate failure model and an efficient algorithm for reliability
analysis. Section VI presents simulation results. Section VII is
a conclusion.

II. BACKGROUND

The classical model for errors due to noise in a logic circuit
was introduced by von Neumann in 1956 [6]. Noise at a gate is
modeled as a binary symmetric channel (BSC), with a crossover
probability ε. In other words, following the computation at the
gate, the BSC can cause the gate output to toggle symmetrically
(from 0 → 1 or 1 → 0) with the same probability of error, ε.
Each gate has an ε ∈ [0, 0.5] associated with it, where ε equals
zero for an error-free gate, and ε equals 0.5 for a perfectly
noisy gate (a gate with random output). It is unrealistic for a
gate to have ε > 0.5 because it would mean that the output
of the gate is more likely to be faulty than correct. In such a
case, adding a NOT gate at the output of the gate would make
the combination of the two gates more reliable. For example,
if an AND gate in a circuit has a failure probability 0.7, then
adding a NOT gate with a failure probability x at the output of
the AND gate means that the failure probability of the combi-
nation is ε′ = 0.7x + 0.3(1 − x). For any value of x in [0,1],
ε′ ≤ 0.7. Hence, in this paper, we only consider gate failure
probability in [0, 0.5]. Note that gates are assumed to fail in-

dependently of each other. Although this may not be a realistic
assumption, since effects of noise are potentially localized and
correlated, it helps to simplify reliability analysis while still
providing valuable insights into circuit reliability. In this paper,
the phrases “gate is in error,” “erroneous gate,” and “gate has
failed” are used to mean that a particular gate is known to
produce an incorrect output.

The BSC model allows the effects of different sources of
noise such as crosstalk, terrestrial cosmic radiation, electro-
magnetic interference, etc., to be combined into the failure
probability ε. At the electrical level, the effects of noise can
usually be modeled by a probability distribution about the
nominal voltage, instead of a single number. Traditionally, a
Gaussian distribution has been shown to be a good approxima-
tion for this distribution. Reliability analysis is a problem in the
discrete domain (involving Boolean logic) and the noise at the
gates, modeled by a Gaussian distribution, is in the continuous
domain. As a result, reliability analysis would require Boolean
operations on Gaussian distributions to propagate errors from
gate inputs to the output. Since the resulting distribution may
not be Gaussian, either scalability or accuracy will be lost in this
approach. Since there are multiple sources of noise and since it
is desirable to work with a higher abstraction for the combined
effects of these sources, the Gaussian model for noise is dis-
cretized by computing the probability that the nominal voltage
exceeds the noise margin for both low and high output voltages.
Without loss of generality, the average probability that the low
and high voltages exceed the noise margin is used to estimate
the gate failure probability ε for the rest of this paper. Note that
all the algorithms proposed in this paper can be extended to
handle 0 → 1 and 1 → 0 gate failure probabilities separately.

Reliability of a logic circuit is defined as the probability of
error at the output of the logic circuit δ as a function of failure
probabilities �ε of the gates, where �ε is the vector containing
the failure probabilities {ε1, ε2, . . .} of the gates in the circuit.
Reliability δ(�ε) can lie in the interval from zero to one. The
expected number of simultaneous gate failures is given by∑

εi. Thus, the value of εis determines the distribution of the
number of simultaneous gate failures. Note that if εi �= 0∀i,
then the number of simultaneous gate failures can vary from
zero to all the gates in the circuit with some nonzero probability
(although the probability of a large number of simultaneous
gate failures is very low). Such a wide range for the number
of gate failures is an artifact of the independent gate failure
model. The independent gate failure model can be improved by
imposing a limit on the number of simultaneous gate failures.
For instance, in the single gate failure model, the limit is one.
This paper describes an efficient reliability analysis algorithm
when the limit on the number of simultaneous gate failures is
k ≤ N .

In special cases, reliability analysis can leverage existing
techniques from switching activity computation [18] and ob-
servability computation [19]. If failures at only the primary
inputs of the circuit are considered, and gates are assumed to
be error free, then the problem of reliability analysis can be
solved using switching activity computation algorithms. The
0 → 1 and 1 → 0 error probabilities can be thought of as the
switching probability, and the switching activity of every gate

Authorized licensed use limited to: Rice University. Downloaded on April 14, 2009 at 14:05 from IEEE Xplore.  Restrictions apply.



394 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 28, NO. 3, MARCH 2009

can be computed. The resulting 0 → 1 and 1 → 0 switching
probabilities at a gate are the error probabilities at that gate.
However, in the general case, reliability analysis becomes more
complex when gate failures are also considered, because of
the exponential number of combinations of gate failures. If
only single gate failures are considered, the reliability analysis
problem can be solved by simply computing the observability
of the gates. The contribution of each gate to the error proba-
bility of an output (y) is given by the failure probability of the
gate (ε) times the observability of the gate at the output y. In
the general case, reliability analysis for multiple gate failures
becomes more complex because the observabilities of the gates
are not independent of each other, and the gate failures can
change observability of the gates. These effects are described
in greater detail in Section III-A.

The traditional approach to reliability analysis uses fault
injection and simulation in a Monte Carlo framework. Recent
progress in reliability analysis has seen the use of PTMs [8],
Bayesian networks [9], and Markov random fields [10], [11].
Without exception, these approaches suffer from the problem
of scalability. Monte Carlo simulations have the added dis-
advantage of inflexibility, since the entire simulation has to
be repeated for any change in circuit structure or �ε. PTM-
based reliability analysis uses transfer matrices to represent
input–output behavior of noisy circuits. PTMs store the prob-
ability of occurrence of every input–output vector pair for each
level in the circuit to compute the probability of error at the
output of the circuit. This leads to massive matrix storage and
manipulation overhead. Even with compaction of the matri-
ces using ADDs, the high runtimes reported for benchmark
circuits with 20–50 gates suggest their inapplicability to large
circuits. Although this problem is somewhat mitigated in the
Bayesian network approach for small circuits, manipulating
Bayesian networks for large circuits is potentially intractable.
A probabilistic design methodology based on Markov random
fields is presented in [10] that uses the Gibbs distribution to
characterize reliability in terms of entropy and noise in terms of
thermal energy. Evaluating reliability using this technique be-
comes computationally intensive for arbitrary multilevel logic
circuits because it involves minimization of a complex Gibbs
distribution function with a large number of variables. This
technique is more suitable for evaluating reliability of regular
redundancy architectures like triple modular redundancy and
NAND multiplexing [11]. Alternatively, analytical approaches
developed to study fault-tolerant approaches like NAND multi-
plexing and majority voting can be used for reliability analysis
[6], [7]. However, the simple compositional rules that these
approaches use work best on regular structures. When used on
irregular multilevel structures such as logic circuits, they suffer
significant penalties in accuracy even on small circuits.

III. OBSERVABILITY-BASED RELIABILITY ANALYSIS

In this section, an intuitive approach to reliability analysis is
described. It is based upon the observation that a failure at a
gate close to the primary output has a greater probability of
propagating to the primary output than a gate several levels
of logic away from the primary outputs. This is because a

failure that has to propagate through several levels of logic has
a higher probability of being logically masked. This can be
quantified by applying the concept of observability [19], which
has historically found use in the testing and logic synthesis
domains [20].

For reliability analysis, the observability of any wire in the
circuit can be defined as the probability that a 0 → 1 or 1 → 0
error at that wire affects the output of the circuit. Note that
the observabilities are the noiseless observabilities, i.e., all the
gates are assumed noise-free when the observabilities are cal-
culated. Observabilities can be calculated using Boolean differ-
ences, symbolic techniques based on binary decision diagrams
(BDDs), or simulation. Using the observabilities, a closed-form
expression for the reliability, δy(�ε), is derived.

Let us begin with the trivial case of a circuit with a single
gate having a failure probability ε. Since there is only one gate,
the output of the gate is the primary output of the circuit and has
an observability o of 1. Hence, the probability of failure of the
output is equal to ε · o = ε. Now, consider the case of a circuit
with two cascaded gates g1 and g2 having failure probabilities
ε1 and ε2 and observabilities o1 and o2. When both gates are
error free, the primary output of the circuit is always error free.
When at least one gate is in error, the error at the primary output
is computed by analyzing two cases when 1) only one gate is in
error and 2) both g1 and g2 are in error. When exactly one gate
has failed, the primary output is in error when the failed gate
is observable. Hence, the first error component of the output is
ε1(1 − ε2)o1 + (1 − ε1)ε2o2.

When both g1 and g2 are in error, the primary output is in
error when g1 and g2 are jointly observable. Joint observability
of two gates g1 and g2 is the probability that the primary
output toggles when the outputs of both g1 and g2 toggle. Note
that the joint observability is different from the simultaneous
observability of g1 and g2, which is the probability that a
toggle at g1 causes a toggle at the primary output and a toggle
at g2 also causes a toggle at the primary output. Computing
joint observability for all combinations of multiple gate failures
is expensive because joint observability computation is itself
computationally demanding and the number of combinations
of multiple gate failures is exponential in the number of gates
in the circuit. Thus, observability-based reliability analysis
makes two simplifying assumptions for estimating the effect of
multiple gate failures.

1) The effect of gate failures at the primary output are
decoupled from each other, i.e., a failure at each gate gi

is assumed to affect the output with a probability oi

regardless of other gate failures. This assumption allows
the joint observability to be replaced by simultaneous ob-
servability, which is computationally less demanding, to
compute the effect of multiple gate failures at the output.

2) The observability of the gates are assumed to be inde-
pendent of each other. Using this assumption, the compu-
tation of simultaneous observability of two gates can be
simplified to the product of the individual gate observabil-
ities. For instance, the probability that g1 is observable
and g2 is not observable is given by o1(1 − o2) and the
probability that g1 and g2 are both not observable is given
by (1 − o1)(1 − o2).
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Let Ω be the set of all the gates in the circuit and S be the
set of all nonempty subsets of Ω. Consider a set G ∈ S of
gates that have failed. The exact effect of these failed gates is
given by the joint observability of the gates in G. Using the first
assumption, it can be argued that the output is in error whenever
an odd number of gates in G are simultaneously observable.
Using the same assumption, when an even number of gates
in G are simultaneously observable, the effect of these gate
failures cancel each other. Thus, the joint observability of gates
in G is estimated as the sum of simultaneous observability of
an odd number of gates in G. Using the second assumption,
the simultaneous observability of the two gates is given by
the product of their individual observabilities. Note that in
practice, there are cases when an odd number of simultaneously
observable gates in G do not cause an error at the primary
output and also cases when an even number of simultaneously
observable gates in G cause an error at the primary output.
These are averaged and absorbed into the probability of an odd
number of failed gates being simultaneously observable by the
first assumption.

For the two gate example described above, the second error
component of the output (both gates in error) is given by
ε1ε2(o1(1 − o2) + o2(1 − o1)). The first term o1(1 − o2) is
the probability that g1 is observable and g2 is not and vice
versa for the second term. The joint observability of g1 and
g2 is estimated by o1(1 − o2) + o2(1 − o1) (odd number of
erroneous gates being simultaneously observable). The inaccu-
racies introduced due to the two simplifying assumptions are
illustrated with an example in Section III-A.

With this background, we shall derive the expression for
the probability of error at the output for a general circuit
with N gates. Without loss of generality, we assume that the
circuit has a single output y. Denote the error probability
(observability) of the ith gate by εi(oi). Let 2G denotes the
set of all subsets of G. Let F ∈ 2G be the set of gates in G
that are simultaneously observable. Using the first assumption,
the output y will be in error when an odd number of gates
in G are simultaneously observable, i.e., F contains an odd
number of gates. Using the second assumption, the simul-
taneous observability of a set of gates can be computed by
simply multiplying the individual observabilities of the gates.
For instance, if G contains three gates (g1, g2, and g3) and
F = {g1, g2}, then the probability that g1 and g2 are simulta-
neously observable is given by o1o2(1 − o3). In general, the
probability that the gates in F are observable is given by A =∏

i/∈F (1 − oi)
∏

j∈F oj . The expression B =
∏

i/∈F (1 − oi)∏
j∈F −oj has the same magnitude as A and same sign as A

when F has an even number of gates, and opposite sign as
A when F has an odd number of gates. Thus, when F has
an odd number of gates, the expression 1/2(A − B) gives the
probability that the gates in F are observable, and when F has
an even number of gates 1/2(A − B) is equal to zero. Thus, the
probability that an odd number of gates in G are observable is
given by

∑
F∈2G

1
2

⎛
⎝∏

i/∈F

(1 − oi)
∏
j∈F

oj −
∏
i/∈F

(1 − oi)
∏
j∈F

−oj

⎞
⎠ . (1)

By the first simplifying assumption, the probability of error at
the output y(yerror) given that the gates in G have failed is also
given by (1). Thus

Pr(yerror|G) =
1
2

⎛
⎝∑

F∈2G

∏
i/∈F

(1 − oi)
∏
j∈F

oj

−
∑

F∈2G

∏
i/∈F

(1 − oi)
∏
j∈F

−oj

⎞
⎠

= 1/2

⎛
⎝∏

j∈G

(oj +(1−oj))−
∏
j∈G

((1−oj)−oj)

⎞
⎠

= 1/2

⎛
⎝1 −

∏
j∈G

(1 − 2oj)

⎞
⎠ .

The probability that the gates in G are in error and the gates in
Gc(Ω \ G) are error free is given by

∏
i∈G εi

∏
j∈Gc(1 − εj).

Thus, the probability of error at the output y is given by

Pr(yerror) =
∑
G∈S

∏
i∈G

εi

∏
j∈Gc

(1 − εj)

×
(1 −∏j∈G(1 − 2oj)

2

)
⇒ Pr(yerror) = 1/2

∑
G∈S

∏
i∈G

εi

∏
j∈Gc

(1 − εj)

− 1/2
∑
G∈S

∏
i∈G

εi(1 − 2oi)
∏

j∈Gc

(1 − εj).

Since S contains all nonempty subsets of Ω, the first
term

∑
G∈S

∏
i∈G εi

∏
j∈Gc(1 − εj) contains all the terms in∏

i∈Ω((1 − εi) + εi) (when it is expanded) except
∏

i∈Ω(1 −
εi). Hence, the first term can be replaced by∏

i∈Ω

(1 − εi + εi) −
∏
i∈Ω

(1 − εi) = 1 −
∏
i∈Ω

(1 − εi).

A similar transformation for the second term yields

Pr(yerror)=1/2

(
1−
∏
i∈Ω

(1−εi)

)

−1/2

(∏
i∈Ω

(1−εi+εi(1−2oi))−
∏
i∈Ω

(1−εi)

)

⇒ Pr(yerror)=1/2

(
1−
∏
i∈Ω

(1−2εioi)

)
. (2)

Equation (2) is a closed-form expression for the reliability
of the output of a circuit as a function of error probabilities
at each gate. Since the product of (1 − 2εioi) is over all gates
in the circuit, it can be computed very efficiently once the
observability of each gate is known. It is interesting to note
that the closed-form expression computes the exact expression
for reliability of an XOR tree circuit. The observabilities of the
XOR gates in the tree are independent and always equal to one
irrespective of other XOR gate failures in the tree. Thus, the two
simplifying assumptions of the observability-based reliability
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Fig. 1. Circuit for illustrating the effect of noise and correlation on observability.

analysis described previously in this section are valid for an
XOR tree.

A. Noise and Correlation Distort Observability

Simulation results indicate that the closed-form expression
for δ(�ε) is highly accurate for small circuits, and deviates by a
small margin for ε close to 0.5. Note that the same value of gate
failure probability has been used for each gate, and hence, �ε is
replaced by ε. For example, the Monte Carlo and observability-
based curves for δ(ε) for the circuit in Fig. 1(a) are shown in
Fig. 1(b). Simulation results also indicate that the closed-form
expression performs well for small values of ε in large circuits,
and that the accuracy depends on the number of gates in the
circuit with ε > 0. For example, Fig. 1(c) compares the δ(ε)
curves for a single output of the benchmark circuit b9, where a
large error is observed as ε increases.

Observability-based reliability analysis is accurate for small
ε because the probability of single gate failures is significantly
higher than the probability of multiple gate failures. Since the
effect of an error at a single gate is given by the gate failure
probability scaled by its observability, it is exactly accounted
for in the closed-form expression for reliability. As ε increases,
the effect of multiple gate failures starts becoming significant
and a deviation of the observability-based curve from the Monte
Carlo curve is observed. There are two reasons for the inaccu-
racy of observability-based analysis in computing the effects of
multiple gate failures. Both arise from the simplifying assump-
tions made in the derivation of the closed-form expression and
are related to the fact that observability calculations are done
statically.

1) In the Absence of Noise: When the observability calcula-
tions are performed in the absence of noise, it is assumed that
a path remains sensitized irrespective of failures at gates that
contribute to sensitizing that path. However, a failure at one or
more of these gates may increase or decrease the observability
of the original gate. This is exactly the reason for the inaccuracy
arising due to the first simplifying assumption—joint observ-
ability replaced by simultaneous observability. For instance,
consider gates Gx and Gz in the circuit of Fig. 1(a). Exhaustive
analysis indicates that if both Gx and Gz fail, the probability
of an output failure is 46/256, i.e., the joint observability of
Gx and Gz is 46/256. However, the closed-form expression
ignores the effects of how failures at Gz influence the prop-
agation of failures from Gx and estimates this probability to

be 19/256. This problem is further exacerbated by the effects
of reconvergent fan-out that is common in logic circuits, since
observability calculation at the source of reconvergent fan-outs
becomes more complex and expensive.

2) On Individual Gates in the Circuit: When observability
computation is performed on gates one at a time in the deriva-
tion of the closed-form expression for δ(�ε), the events of two
or more gates being simultaneously observable is computed
assuming that the events are independent. The second simpli-
fying assumption suffers from this inaccuracy. For instance,
consider gates Gx and Gy in the circuit of Fig. 1(a). Assuming
independence suggests that Gx is observable even when Gy

is not because ox(1 − oy) > 0. However, since Gx is in the
transitive fan-in of Gy , it is clear that Gx is observable only
if Gy is observable. Assuming independence thus introduces
inaccuracies in the closed-form expression.

In conclusion, the observability-based closed-form expres-
sion is highly suitable for reliability analysis of small circuits
and for small values of gate failure probabilities in large cir-
cuits. The algorithm is simple, yet efficient and flexible because
a change in the value of noise at any gate(s) just requires
recomputation of the closed-form expression (2). Since gate
failure rates in current CMOS technologies are of the order of
10−8 − 10−4, it can easily be applied to reliability analysis and
optimization.

IV. SINGLE-PASS RELIABILITY ANALYSIS

The efficient single-pass reliability analysis technique
described here addresses the accuracy drawbacks of the
observability-based algorithm. At the core of this algorithm
is the observation that an error at the output of any gate is
the cumulative effect of a local error component attributed to
the ε of the gate, and a propagated error component attributed
to the failure of gates in its transitive fan-in cone. When the
components are combined, the total error probability at gate g
is given by: 1) a 0 → 1 error probability given that its error-free
value is zero, Pr(g0→1) and 2) a 1 → 0 error probability given
that its error-free value is one, Pr(g1→0).

In general, Pr(g0→1) �= Pr(g1→0) for an internal gate in a
circuit. Initially, Pr(xi,0→1) and Pr(xi,1→0) are known for the
primary inputs xi of the circuit. In the core computational step
of the algorithm, the 0 → 1 and 1 → 0 error components at
the inputs to a gate are combined using a weight vector W to
obtain a weighted input error vector PW . The PW vector is
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TABLE I
EXPRESSIONS FOR WEIGHTED INPUT ERROR COMPONENTS

then combined with the local gate failure probability ε to obtain
Pr(g0→1) and Pr(g1→0) at the output of the gate. Computation
of the: 1) weight vector and 2) weighted input error vector is
described below.

Single-pass reliability analysis is performed by applying the
core computational step of the algorithm recursively to the gates
in a topological order. At the end of the single pass, Pr(y0→1)
and Pr(y1→0) is obtained for the output y of the circuit. The
reliability δy of an output y is then given by the weighted sum
of Pr(y0→1) and Pr(y1→0) as follows:

δy(ε) = Pr(y = 0)Pr(y0→1) + Pr(y = 1)Pr(y1→0).

Given the weight vectors at all gates, the time complexity of
the algorithm is O(N), where N is the number of gates in the
circuit. Note that single-pass reliability analysis gives the exact
values of probability of error at the output in the absence of
reconvergent fan-out.

1) Weight Vector: The weight vector for a gate stores the
probability of occurrence of every combination of inputs at that
gate. For instance, the weight vector of a two-input (three-input)
gate consists of four (eight) entries. Since the weight vector
is just the joint signal probability distribution of the inputs of
a gate, it can be computed by random pattern simulation or
symbolic techniques based on BDDs. Weight vectors are inde-
pendent of �ε and change only if the structure of the logic circuit
changes. To improve the efficiency of the algorithm, weight
vector computation may be performed once at the beginning
and used over several runs of reliability analysis. The BDDs
for the gates in the circuit are used to compute the components
W00, W01, etc., of W . For example, if b1 and b2 are the inputs to
a gate, W00 is given by the number of minterms in b1b2 divided
by the total number of input vectors to the circuit.

2) Expressions for Weighted Input Error Vector: Expres-
sions for the components of PW , for a two-input AND gate with
inputs i and j, are given in Table I. The calculation of PW(0)
to propagate the 0 → 1 error component using the entries in
the upper part of Table I is described here. Propagation of the
1 → 0 input error component is similar, using the entries in the
lower part of Table I.

Since the probability of a 0 → 1 error is actually the proba-
bility of a 0 → 1 error given that the error-free output of the gate
is zero, there are only three rows in the upper table, one for each
input vector for which the output of the AND gate is zero. The
first column in the table is the input vector under consideration.
The input vector has been ordered as ij. The second column is

the probability of occurrence of the input vector, i.e., the weight
vector. The third column is the probability of a 0 → 1 error at
g, caused only due to errors at its inputs (when g itself does
not fail). The entries in the third column are computed using
Pr(i0→1), Pr(i1→0), Pr(j0→1), and Pr(j1→0) as illustrated
below with an example.

Consider the input 10, whose error-free output is zero. For
g to be in error only due to errors at the inputs, j has to
fail, and i has to be error free so that the input to the gate
is 11 instead of 10. Thus, the probability of a 0 → 1 error
at g due to this input vector is (1 − Pr(i1→0)) Pr(j0→1). To
compute the effect of the input vector 10, this probability
of error is weighted by its probability of occurrence, i.e., by
W10. Thus, the value in the third column for the vector 10 is
W10(1 − Pr(i0→1)) Pr(j0→1). Similar entries for the inputs 00
and 01 are derived, and summed to obtain an expression for the
weighted input error probability PW(0).

Since we are calculating the weighted 0 → 1 input error
probability at g given that the error-free output is zero, PW(0)
has to be divided by W(0) to restrict the inputs to a set for
which the error-free output is zero. Thus, the weighted 0 → 1
and 1 → 0 input error probability at g are given by

Pr(g0→1|g does not fail) =PW(0)/W(0)

Pr(g1→0|g does not fail) =PW(1)/W(1).

3) Expressions for Pr(g0→1) and Pr(g1→0): If g fails with
a probability of ε, Pr(g0→1) is given by

Pr(g0→1) = (1 − ε)
(PW(0)

W(0)

)
+ ε

(
1 − PW(0)

W(0)

)
.

Similarly, Pr(g1→0) is given by

Pr(g1→0) = (1 − ε)
(PW(1)

W(1)

)
+ ε

(
1 − PW(1)

W(1)

)
.

Note that the two terms (1 − Pr(i1→0)) and Pr(j0→1)) are
multiplied in the computation of the entries in the third column
of Table I. This implies that the events of i being correct and
j failing are assumed independent. This assumption is valid
if the gate is not a site for reconvergence of fan-out. Since
reconvergence causes the two events to be correlated, it is
handled separately in Section IV-A.

Although the computation has been illustrated for an AND
gate, the computation for an OR gate is symmetric, i.e., there
are three rows for the probability of 1 → 0 error table and a
single row for the probability of 0 → 1 error table. Inverters,
NANDs, NORs, and XORs are all handled in a similar manner and
the tables have been excluded for brevity.

Single-pass reliability analysis is illustrated for the circuit
shown in Fig. 2. The weight vector, gate failure probability (ε),
and probability of 0 → 1 and 1 → 0 error are indicated for
each gate. The gates are numbered on the order in which they
are processed. Since all the gates in the circuit have only two
inputs, the weight vector for each gate consists of four entries.
All entries of the weight vector for gate 1 are 0.25 because
the primary input vectors are equally likely. The fan-out at
gate 2 reconverges at gate 6 via gates 4 and 5. Thus, the event
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Fig. 2. Illustrative example for single-pass reliability analysis.

of 0 → 1 and 1 → 0 error at the outputs of gates 4 and 5
are correlated. However, independence is assumed and the
probability of these events are used in the computation of 0 → 1
and 1 → 0 probability of error values for the output of gate 6.

A. Handling Reconvergent Fan-out

The presence of reconvergent fan-out renders the single-pass
reliability analysis approximate because the events of 0 → 1 or
1 → 0 error for the inputs of a gate may not be independent
at the point of reconvergence. Handling reconvergent fan-out
has been the subject of extensive research in signal probability
computation. In this section, the theory of correlation coeffi-
cients used in signal probability computation [21], is extended
to make single-pass reliability analysis more accurate in the
presence of reconvergent fan-out.

This approach relies on the propagation of the correlation
coefficients for a pair of wires from the source of fan-out to
the point of reconvergence. Note that the word “wire” has
been used as opposed to “node” because for a gate with fan-
out > 1, each fan-out is treated as a separate wire, but they
constitute the same node. The correlation coefficient for events
on a pair of wires is defined as the joint probability of the events
divided by the product of their marginal probabilities. For
signal probability computation, an event on a wire is defined
as the value of the wire being one. Thus, for a pair of wires, a
single correlation coefficient is sufficient to compute the joint
probability of a one on both the wires.

For reliability analysis, however, an event is defined as a
0 → 1 or 1 → 0 error on a wire. Hence, instead of a single
correlation coefficient, four correlation coefficients for a pair
of wires, one for every combination of events on the pair of
wires are used. If v and w are two wires, the four correlation
coefficients for this pair are denoted by Cvw, Cvw̃, Cṽw, and Cṽw̃,
where v, w, ṽ, and w̃ refers to the event of a 0 → 1, 0 → 1,
1 → 0, and 1 → 0 error at v and w, respectively.

The correlation coefficients come into play at the gates whose
inputs are the site of reconvergence of fan-out. At such gates,
the events of 0 → 1 or 1 → 0 error at the inputs are not
independent. Thus, the entries in the third column of Table I
are weighted by the appropriate correlation coefficient, e.g.,
Pr(i0→1)(1−Pr(j1→0)) becomes Pr(i0→1)(1−Pr(j1→0)Cij̃).

1) Correlation Coefficient Computation: The correlation
coefficient for a pair of wires can be calculated by first com-

Fig. 3. Computation and propagation of correlation coefficients.

puting the correlation coefficients for the wires in the fan-out
source that cause the correlation, and then propagating these
correlation coefficients along the appropriate paths leading to
the pair of wires. Note that all four correlation coefficients for
two independent wires are one. The computation of correlation
coefficients for the fan-out source and the propagation of corre-
lation coefficients at a two-input AND gate are described below.

2) Computation at Fan-out Source Node: The fan-out
source node i is shown in Fig. 3(a). The correlation coefficient
for the pair of wires {l,m} is computed as follows:

Pr(l0→1) = Pr(l0→1,m0→1) = Pr(l0→1) Pr(m0→1)Clm

i.e.,

Clm =
1

Pr(m0→1)
.

Cl̃m̃ can be computed in a similar manner. Cl̃m and Clm̃ are zero
because it is not possible to have a 0 → 1 error on m and a
1 → 0 error on l, or vice versa.

3) Propagation at an AND Gate: Propagation of correlation
coefficients is shown for the AND gate in Fig. 3(b). Let i, j, k be
three wires whose pairwise correlation coefficients are known.
Computation of the correlation coefficients for the pair {l, k}
involves propagation of the correlation coefficients through the
AND gate, using the correlation coefficients of i, j with k

Clk =
Pr(l0→1|k0→1)

Pr(l0→1)
.

The expression for Pr(l0→1|k0→1) in terms of the correlation
coefficients of the inputs i, j with k is shown in Fig. 4. The
terms in the expression for Pr(l0→1|k0→1) are similar to the
terms in the third column of the upper part of Table I. The only
difference is that the probability of 0 → 1 and 1 → 0 errors
have been multiplied by appropriate correlation coefficients.
Note that the terms of the weight vector W include the signal
probability of k. The expression for Cl̃k is derived in a similar
manner using the lower part of Table I, and is left out for

Authorized licensed use limited to: Rice University. Downloaded on April 14, 2009 at 14:05 from IEEE Xplore.  Restrictions apply.



CHOUDHURY AND MOHANRAM: RELIABILITY ANALYSIS OF LOGIC CIRCUITS 399

Fig. 4. Derivation of Pr(l0→1|k0→1) in terms of correlation coefficients of its inputs.

Fig. 5. Handling reconvergent fan-out in single-pass reliability analysis with
four correlation coefficients.

brevity. Expressions for Clk̃ and Cl̃k̃ are derived by replacing
k by k̃ in the expressions for Clk and Cl̃k, respectively. In
Fig. 5, the consolidated probability of error at two correlated
primary outputs of benchmark circuit b9 is used to illustrate the
accuracy achieved with correlation coefficients.

B. Accuracy Versus Computational Complexity

As shown in Fig. 5, the degree of accuracy obtained using
four correlation coefficients for a pair of wires is high and
should suffice for most applications. In the example shown
in Fig. 3, the correlation coefficients used in the simplest
conditional probability terms like Pr(l0→1|k0→1)Clk are termed
as first-order correlation coefficients. Second-order correlation
coefficients are of the form Pr(i0→1|j0→1, k0→1)Cijk and so
on for higher orders. Correlation coefficients of order greater
than one are approximated using the product of first-order
correlation coefficients, i.e., Cijk = CijCik. When only four
correlation coefficients are used, there are some first-order cor-
relation coefficients that are not evaluated exactly. For instance,
consider the correlation coefficient (C) of a 0 → 0 transition on
l and a 0 → 1 transition on k. Note that C is different from the
correlation coefficients Clk and Cl̃k. The exact value for C can
be derived as follows:

Pr(l0→0, k0→1) + Pr(l0→1, k0→1) = Pr(k0→1|l = 0).

Since Pr(l0→1) is actually Pr(l0→1|l = 0), using correlation
coefficients the above expression can be rewritten as

Pr(l0→0)C + Pr(l0→1)Clk =
Pr(k0→1|l = 0)

Pr(k0→1)

Pr(l0→0)C =
Pr(k0→1|l = 0)

Pr(k0→1)
− Pr(l0→1)Clk.

When only four correlation coefficients are used, C is approxi-
mated to 1 − Pr(l0→1)Clk because the value of Pr(k0→1|l = 0)
is not known, and cannot be computed easily. This problem can
be solved by using 16 correlation coefficients for a pair of wires.
These 16 coefficients arise from the correlation among all
combinations of {0 → 0, 0 → 1, 1 → 0, 1 → 1} failures for the
two wires. The computation of these 16 correlation coefficients
is done in the exact same manner as described for four correla-
tion coefficients. Thus, using 16 correlation coefficients, higher
accuracy can be obtained at the cost of higher computational
complexity in computing and propagating the 16 correlation
coefficients.

V. MAXIMUM-k GATE FAILURE RELIABILITY ANALYSIS

Recall from Section III that Ω = {0, 1, . . . , N − 1} is the set
of all gates in a circuit with N gates. The failure probability
of the ith gate is denoted as εi. Both the observability-based
and single-pass reliability analysis algorithms assume an inde-
pendent gate failure model. Under the independent gate failure
model, the probability that a subset (G,G ⊂ Ω) of gates fail
simultaneously is given by the expression

Pr(G) =
∏
i∈G

εi

∏
i/∈G

(1 − εi).

Thus, there is a nonzero probability that a large number of gates
in the circuit fail simultaneously. For example, in a circuit with
10 000 gates, if each gate has a failure probability of 10−3, then
the probability of ten gates failing simultaneously is 0.125. It is
not unreasonable to expect such high failure rates for emerging
technologies such as carbon nanotube transistors, single elec-
tron transistors, or graphene at least with the current fabrication
technology for these devices. However, these failure rates are
much beyond what has been predicted for future semiconductor
technologies. It is possible to adjust the average number of gate
failures by varying the gate failure probability. For example,
consider a circuit with ten gates and an independent gate failure
model. Suppose we are interested in only a single gate failure on
average, the gate failure probability must be set to 0.1. By fixing
the gate failure probability, we are also fixing the rate at which
failures occur in the entire circuit, i.e., the fraction of clock
cycles in which at least one gate failure occurs. In this example,
the probability of at least one gate failure is 1 − (1 − 0.1)10 =
0.65, i.e., 65 out of 100 clock cycles will result in at least one
gate failure. Thus, the independent gate failure model has an
inherent disadvantage that the average number of gate failures
and the fraction of clock cycles in which gate failures occur are
dependent, and cannot be varied independently. This problem
is resolved by limiting the maximum number of gate failures.
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If we are concerned with only single gate failures, we can
set the limit to one. Now, the failure probability of the gates
will determine the fraction of clock cycles in which at least one
gate failure occurs in the circuit. For instance, if the failure
probability is 0.1, the probability that no gate failures occur
is equal to (1 − 0.1)10 = 0.910. Probability that exactly one
gate fails is 10 × 0.1 × (1 − 0.1)9 = 0.99. Hence, the fraction
of clock cycles in which gate failures occur is 0.99/(0.910 +
0.99) = 0.53. Single-event upsets are an excellent example of
maximum-k gate failure model. For instance, let us assume that
the flux of energetic particle strikes is such that it can cause one
upset every N cycles. In the maximum-k gate failure model,
this is done by setting the limit on the number of gate failures
to one, and adjusting the failure probabilities of the gates such
that the error rate of the circuit is 1/N . To summarize, a more
realistic gate failure model is to have an upper bound on the
number of simultaneous gate failures.

Under the maximum-k gate failure model, gate failures are
still independent of each other. However, an additional con-
straint, that only a maximum of k gates can fail simultaneously,
is introduced. This global constraint causes the gate failures to
be correlated with each other, which can be explained mathe-
matically as follows. Note that the maximum number of gate
failures that can occur in parallel is an empirical quantity that
depends on the source of the noise. For instance, in the case
of memories, single/double bit errors are pervasive. A similar
characterization of noise sources in logic circuits can be used
to determine the maximum simultaneous number of failures in
a logic circuit.

Let Xi be a random variable that takes a value one when
the ith gate fails and a value zero otherwise. In the maximum-
k gate failure model, the Xis are independent of each other,
but the additional constraint is that

∑
Xi ≤ k. This constraint

means that Pr(Xk+1 = 1|X1 = 1,X2 = 1, . . . , Xk = 1) = 0.
However, Pr(Xk+1 = 1) = εk+1. Since the conditional proba-
bility is not equal to the marginal probability, the gate failures
are correlated with each other.

In the rest of this section, a maximum-k gate failure reliabil-
ity analysis algorithm that combines a sampling algorithm with
single-pass reliability analysis is described. Several techniques
to sample k (with given weights) out of a sample space of N
have been proposed in literature, e.g., [22]. However, for the
maximum-k gate failure model, the size of the sample space is(
N
0

)
+
(
N
1

)
+ · · · + (Nk ). For N of the order of 104, the sample

space becomes intractably large even for k = 3. However, a
special property of the sample space—the independence of gate
failures—is exploited in the proposed sampling algorithm to
reduce the computational complexity to O(Nk2).

A. Why Fault Injection and Simulation Does Not Scale

The most straightforward algorithm for reliability analysis
with the maximum-k gate failure model is based on fault in-
jection and random pattern simulation in a Monte Carlo frame-
work. By generating a random number uniformly distributed
over the interval [0,1] for each gate and comparing it to the
failure probability of the gate, it can be determined whether
the gate has failed or not. Thus, the set of all failed gates

constitutes a sample of failed gates. Since the random numbers
for each gate are generated independently, there is no control
over the size of the sample. A sample of failed gates has to be
discarded if it violates the constraint on the maximum number
of gate failures. If the constraint is satisfied, random pattern
simulation is performed to evaluate the effect of the failed gates
on the outputs. This procedure is repeated for a large number of
samples, and their effect on the outputs is averaged.

A major drawback of this algorithm is that for large values
of gate failure probabilities and low values of k, a large number
of generated samples may not obey the constraint on maximum
number of gate failures and have to be discarded. For instance,
suppose that the total number of gates in the circuit is 10 000,
each gate fails independently with a probability 0.05, and k=3.
Since fault injection is performed independently at each gate,
the average number of erroneous gates is 10 000 × 0.05 =
500 
 3. Hence, a large number of samples will be discarded
because they do not satisfy the constraint on the maximum
number of gate failures. Thus, a very large number of runs are
required to achieve convergence of the solution, and this makes
the algorithm computationally intensive.

In contrast, the maximum-k gate failure algorithm, described
below, is based on generating only correct samples of gate
failures (which satisfy the constraint on the maximum number
of gate failures). After generating a sample of failed gates, the
single-pass reliability analysis algorithm is used to evaluate the
probability of error at the output of the circuit. The probability
of failure at each primary output is obtained by averaging over
a large number of samples. Since only correct samples are
generated and since single-pass reliability analysis is used to
compute the effect of each sample of gate failures, the algorithm
is orders of magnitude faster the Monte Carlo approach.

B. Sampling Algorithm

When the maximum number of simultaneous gate failures is
bounded by k, the sample space of the possible combinations
of simultaneous gate failures is reduced to sets G with |G| ≤ k.
Let Sε be the sum of the probability of gate failure combina-
tions in this sample space. Thus, Sε is given by the following
expression:

Sε =
∑

{G⊂Ω,|G|≤k}

∏
i∈G

εi

∏
i/∈G

(1 − εi).

Note that Sε �= 1 because the sample space is reduced to sets G
such that |G| ≤ k. Thus, for the maximum-k gate failure model
the probability that a subset of gates, G, fail simultaneously is
given by the following expression:

Pr(G) =
{∏

i∈G εi

∏
i/∈G(1 − εi)/Sε, |G| ≤ k

0, |G| > k.
(3)

Let αi = εi/(1 − εi). If Sα is defined as

Sα =
∑

{G⊂Ω,|G|≤k}

∏
i∈G

αi
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TABLE II
SAMPLE SPACE OF POSSIBLE GATE FAILURES

(3) can be rewritten more succinctly in terms of αi and Sα as

Pr(G) =
{∏

i∈G αi/Sα, |G| ≤ k
0, |G| > k.

(4)

As an illustration for the probability distribution expressed by
(4), the sample space and associated probability of failure for
N = 4 and k = 2 is shown in Table II.

We start by describing two straightforward techniques for
generating samples of erroneous gates according to the proba-
bility distribution given in (3). It turns out that the first solution
is incorrect because the generated samples have a slightly
different probability distribution, and that the second solution is
computationally intractable. This motivates the third solution,
which is efficient and generates the samples from the correct
probability distribution.

The first intuitive approach to generate a sample of ≤ k gates
is to select the gates one at a time over k steps. In each step,
the interval [0,1] is divided into subintervals proportional to
{1, α1, α2, . . .}. The subinterval αi corresponds to failure of
gate i. The subinterval proportional to one corresponds to “no
gate failure.” A uniformly distributed random number is gener-
ated in the interval [0,1] and the subinterval in which the gener-
ated random number lies indicates the erroneous gate. Note that
if the random number lies in the subinterval proportional to one,
then no gate is erroneous in that step. If the random number lies
in the interval αi, then the ith gate is designated as failed, and it
is removed from the Ω. The reduced Ω is then used for the next
step. This procedure is repeated for k steps. For instance, sup-
pose k = 3. If the three steps generate {1, 1, 1}, then no gate has
failed (denoted as {} in Table II). If {1, α2, α4} is generated,
then gate 2 and gate 4 have failed (denoted as {2, 4} in Table II).
Although this approach seems correct at first, a closer look re-
veals that the distribution from which the sample of failed gates
is generated by this approach is incorrect. The reason is that the
samples of gate failures shown in Table II are unordered sets,
i.e., the sample {1, α2, α4} is the same as {α2, 1, α4}. How-
ever, the sample {α1, α2, α4} can be generated in six ways in
this algorithm (differing only in the order in which the gates are
generated in different steps, {α1, α2, α4}, {α1, α4, α2}, . . .).
However, the sample {1, 1, 1} can be generated only once, and
the sample {1, 1, α2} can be generated in only three ways.

A second straightforward but inefficient approach is to divide
the interval [0,1] into subintervals of widths equal to the proba-

Fig. 6. Proposed sampling algorithm.

bilities given in (4). Thus, every subset of possible gate failures
has a subinterval in [0,1] with width equal to its probability of
occurrence [given by (4)]. Then, a uniform random number in
[0,1] is generated, and the subinterval in which it lies indicates
the generated sample of erroneous gates. Since, the number
of subsets of erroneous gates is

(
N
0

)
+
(
N
1

)
+ · · · + (Nk ), the

runtime complexity of this algorithm is O(Nk). For large N ,
this algorithm is unusable even for small values of k.

The proposed algorithm for generating a sample of erroneous
gates has a runtime complexity O(Nk2). The pseudocode for
the algorithm is shown in Fig. 6. Table III is used for generating
the sample of erroneous gates in the proposed algorithm. The
columns of Table III are divided into two parts: 1) erroneous
gate, which has N columns, {1, 2, . . . , N} and 2) new sample
size, which has k columns, {0, 1, . . . , k − 1}. The probability
distribution of the samples shown in Table II can be rewritten
by grouping together samples that share a gate. This grouping
can be done systematically as shown in the first part of Table III
under the column “Erroneous gate.” The jth column in the table
is the sum of the probabilities of all samples that contain gate j.
The ith row is the probability distribution when the maximum
number of gate failures is i. Thus, in the ith row, the probability
of every sample of erroneous gates occurs i times, once each
under the column corresponding to every gate in the erroneous
gate sample.

The BuildTable routine in the pseudocode (in Fig. 6) con-
structs Table III for a given Ω and k. The core routine that gen-
erates the sample of erroneous gates is the NextGateFailure
routine. The possible outcomes of an execution of the
NextGateFailure routine are the following: 1) if k = 0, the
algorithm ends; 2) no new erroneous gate is generated and
the sample size is reduced by at least one; and 3) a new
erroneous gate is generated and the sample size is reduced
by one. The random number r is used to decide between
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TABLE III
PROPOSED SAMPLING ALGORITHM TABLE

outcome 2) and 3) as follows. The entries in the kth row of
Table III are used to divide the interval [0, Tk] (Tk is the row
total of the kth row) into subintervals. Let I be the subinterval
that contains the random number rTk.

If I corresponds to an entry in the “Erroneous gate” part of
Table III, then the outcome is 3). In this case, a new erroneous
gate g has been generated. The column number corresponding
to subinterval I is used to determine the erroneous gate g. The
gate g is added to the sample set G and removed from Ω. The
value of k is reduced by one since one erroneous gate has been
found. The fraction of overlap that rTk had with the subinterval
I is used as the new value of r. The function BuildTable
is recursively called so that a new table (Table III) can be
generated for the reduced Ω.

If I corresponds to an entry in the “New sample size” part of
Table III, then the outcome is 2). In this case, no new erroneous
gate has been generated, but the sample size has been reduced
by at least one. This means that the size of the final sample
will be less than k. The column number corresponding to the
subinterval I is used to determine the new value of k, knew.
The random number r is also recomputed as described earlier.
Since, Ω has not changed, Table III can be reused for the row
knew. Hence, in this case, NextGateFailure is directly called
instead of BuildTable.

C. Effect of Multiple Gate Failures

After the sample of gate failures has been generated, the
effect of these gate failures on the output of the circuit is
computed. This problem is solved efficiently using the single-
pass reliability analysis algorithm described in Section IV by
setting the failure probability of the gates in the sample equal to
one and the failure probability of rest of the gates equal to zero.
Note that the flexibility of the single-pass reliability analysis
is useful here, because for different samples of gate failures,
it is only the failure probability of the gates in the circuit that
is changing. Since there is no change in the circuit structure,
the weight vector W has to be computed only once. This
makes the algorithm for reliability analysis for the maximum-
k gate failure model very efficient, and thus scalable to large
circuits. Since single-pass reliability analysis is reused as the
core reliability analysis engine, the results of this algorithm are
also very accurate.

VI. RESULTS

The simulations were run on a 2.4-GHz Opteron-based sys-
tem with 6 GB of memory. A Monte Carlo framework for

TABLE IV
ACCURACY OF MONTE CARLO-BASED RELIABILITY ANALYSIS FOR

DIFFERENT NUMBER OF MONTE CARLO RUNS

reliability analysis based upon fault injection was used for com-
parison with single-pass reliability analysis. Table IV shows the
accuracy of Monte Carlo simulator as the sample size for the
simulation is increased from 64 to 6.4 million random patterns.
We have chosen sample sizes to be multiples of 64 because
a 64-bit parallel pattern simulator was used to implement the
Monte Carlo simulator. The percentage error for each sample
size is reported with respect to the result for 64 million random
patterns. Since the maximum error for the largest benchmark
circuit, i10, with 6.4 million random patterns is only 3.6%, we
have used this sample size for all Monte Carlo simulations in
this paper.

The benchmark circuits used in [17] were synthesized using
gates with a maximum of three inputs. However, the benchmark
circuits used in this paper are synthesized using only two input
gates. This was done to reduce second-order correlations oc-
curring due to multiple reconvergent paths at a three-input gate.
Note that using two-input gates does not completely eliminate
second-order correlation coefficients (refer Fig. 7). Moreover,
reordering of BDDs using CUDD_REORDER_SIFT was used
to lower the runtimes from those reported in [17].

A. Observability-Based Reliability Analysis

A comparison of Monte Carlo and observability-based reli-
ability analysis is presented in Table V. Both Monte Carlo and
observability-based reliability analysis were used to compute
the reliability of each benchmark circuit for 50 values of ε ∈
[0, 0.5]. Of these, eight values are reported in Table V. Note
that the observability-based reliability analysis is accurate for
small values of ε (Nε ≈ 1, N is the total number of gates in
the circuit). For larger values of ε (as shown in Table V), the
accuracy of the observability-based reliability analysis is quite
low for most of the benchmark circuits. The reasons for this
inaccuracy have been discussed in Section III-A. It is interesting
to note that the accuracy of the observability-based reliability
analysis increases for very large values of ε(≈ 0.2−0.3). This
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Fig. 7. Figure shows the circuit structures that introduce (a) first-order and
(b) higher-order correlation coefficients.

is because for such large values of ε, δ(ε) for the outputs begin
to saturate at 0.5 (pure noise). The value of the observability-
based closed-form expression also begins to saturate to 0.5
for those values of ε. Hence, the percentage error decreases.
When ε is 0.5, both evaluate to 0.5 and the percentage error
is zero. The runtimes for small- and medium-sized circuits are
encouraging. However, for the large benchmark circuits (e.g.,
c3540) the runtime is high. This is because exact observability
computation is computationally intensive as reconvergent fan-
out increases, and this occurs with the c3540 benchmark.

B. Single-Pass Reliability Analysis

Simulation results comparing single-pass reliability analysis
with Monte Carlo simulations are reported in Table VI. In
Table VI, columns 1 and 2 give the name and number of gates
in the benchmark circuit. Both the Monte Carlo and single-
pass reliability frameworks were used to compute δ(�ε) for ten
different values of ε over the range 0 to 0.5. Note that the
same value of ε has been used for all the gates in the circuit,
and hence, �ε is replaced by ε. The third column reports the
percentage error in single-pass reliability analysis with 0, 4, and
16 correlation coefficients, averaged over all the outputs and
over ten values of ε ∈ [0, 0.5]. The cumulative runtime for ten
runs is reported in the fourth column. The runtime required for
the weight vector computation used in the single-pass reliability
analysis is reported under the setup time column in the table.

The maximum percentage error in δ(�ε) is less than 2%
for the largest benchmark circuit, i10. For circuits with sig-
nificant reconvergent fan-out, e.g., c499, c1355, and c1908,
the maximum percentage error in δ(�ε) is 13.1%, 13.5%, and

6.5%, respectively. The largest percentage error is observed
when zero correlation coefficients are used, i.e., when the
correlations in failures introduced due to reconvergent fan-
out is ignored. The percentage error progressively improves
as 4 and 16 correlation coefficients are used. Note that the
error correcting benchmark circuits like c499, c1355, and
c1908 have large reconvergent fan-out that requires the use
of higher-order correlation coefficients. The circuit structure(s)
that introduce first-order and higher-order correlation coeffi-
cients are shown in Fig. 7(a) and (b) respectively. Since the
higher-order correlation coefficients are approximated in all
three schemes (0, 4, and 16), only a slight improvement in
accuracy is observed when 4 and 16 correlation coefficients
are used.

Fig. 8 shows δ(ε) for two outputs of benchmark i10. The cone
sizes of the two outputs are 662 and 1034 gates, respectively.
Each graph has two curves: one from Monte Carlo reliability
analysis and one from single-pass reliability analysis using zero
correlation coefficients. The two curves are indistinguishable,
as shown in the figure. The diverse shapes of the curves
illustrates not only the complexity of the relation between δ and
ε, but also the accuracy of single-pass reliability analysis.

Fig. 9 shows the percentage error in δ(�ε) for each of the
32 outputs of benchmark circuit c499. On each run, the ε for
each gate was derived from a uniform random distribution
over the interval [0,0.5]. Single-pass reliability analysis with
zero correlation coefficients was compared to Monte Carlo
reliability analysis. The percentage error in δ(�ε) for each output,
averaged over 1000 runs, is 1.5%–3.5%. This illustrates that
single-pass reliability analysis is highly accurate even when the
ε values are allowed to vary independently at every gate.

It is clear from the results that the proposed single-pass relia-
bility analysis technique is highly accurate. Although a head-
to-head performance comparison with approaches based on
PTMs and Bayesian networks was not possible, it is our belief
based on the results reported in [9] that the proposed technique
affords at least a 500 X speedup over Bayesian networks on
the largest circuit b9: 2.5 seconds for Bayesian networks versus
0.005 seconds per run with single-pass reliability analysis. Note
also that results reported in [9] show that Bayesian networks
afford a 1000 X speedup over PTMs. In summary, it is rea-
sonable to conclude that the strengths of the proposed single-
pass reliability analysis algorithm are its accuracy, scalability
to large circuits, and speedup in performance.

C. Maximum-k Gate Failure Model

The results for reliability analysis under the maximum-k
gate failure model for different benchmark circuits is shown in
Table VII. The results have been presented for three values of
k. Single-pass reliability analysis with zero correlation coeffi-
cients was used as the core engine to evaluate the reliability
for the 50,000 samples generated by the sampling algorithm.
A significant fraction of the runtime can be attributed to the
weight vector computation W . For the maximum-k gate failure
reliability analysis, W is computed only once and stored for
use in all the 50,000 runs. Thus, the runtime reported for
maximum-k gate failure reliability analysis shown in Table VII

Authorized licensed use limited to: Rice University. Downloaded on April 14, 2009 at 14:05 from IEEE Xplore.  Restrictions apply.



404 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 28, NO. 3, MARCH 2009

TABLE V
COMPARISON BETWEEN OBSERVABILITY-BASED AND MONTE CARLO RELIABILITY ANALYSIS FOR TEN BENCHMARK CIRCUITS.

EIGHT VALUES OF ε HAVE BEEN USED FOR COMPARISON

TABLE VI
COMPARISON OF ACCURACY AND RUNTIMES FOR SINGLE-PASS RELIABILITY ANALYSIS WITH 0, 4, AND 16 CORRELATION COEFFICIENTS

Fig. 8. δ(ε) curves for two outputs of i10.

Fig. 9. Average error in δ(�ε) per output of circuit c499 over 1000 runs. On
each run, εi ∈ Uniform (0,0.5) for each gate.

is much less than 50,000 times the runtime reported for single-
pass reliability analysis shown in Table VI. Thus, the pro-
posed maximum-k gate failure reliability analysis algorithm

TABLE VII
RUNTIMES FOR DIFFERENT BENCHMARK CIRCUITS UNDER MAXIMUM-k

GATE FAILURE MODEL. A TOTAL OF 50-K SAMPLES WERE USED TO

EVALUATE RELIABILITY

is scalable to large circuits. Another important point to be
noted is that the runtimes increase very slowly as k increases.
This is because the complexity of the sampling algorithm is
polynomial in k.

VII. CONCLUSION

Even as reliability gains wide acceptance as a significant
design challenge, there is a lack of effective techniques for its
analysis and optimization. This paper described three accurate
and scalable techniques for reliability analysis of logic cir-
cuits for different gate failure models. The observability-based
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reliability analysis algorithm provides a closed-form expression
for reliability using the observabilities of the gates, and is
accurate when single gate failures are dominant. The single-
pass reliability analysis algorithm is based on a single topo-
logical walk through the circuit to compute the reliability of
the circuit, and is accurate even for multiple gate failures. The
maximum-k gate failure reliability analysis algorithm allows an
upper limit, k, on the number of simultaneous gate failures in a
circuit. An efficient sampling technique is proposed to generate
a set of ≤ k failed gates, and single-pass reliability analysis is
used to evaluate the effect of these failed gates at the outputs.
The three algorithms have potential applications to reliability
analysis of failures arising due to a broad range of mechanisms
including single-event effects, process variations, and reliability
degradation due to aging.
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