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Abstract

Smartphones with embedded sensors have become commonplace items carried by mil-

lions of people. Mobile phone sensing is now on the cusp of going mainstream. Two

critical ingredients, the access to large-scale sensor data and robust mobile classi-

fication, underpin the majority of the emerging mobile sensing applications. Early

research prototypes and small-scale deployments suggest these applications will rev-

olutionize many aspects of our society, ranging from healthcare to energy-awareness.

However, the potential for mobile phone sensing to transform our world is threat-

ened. Conventional approaches to training and performing inference using classifica-

tion models are ill-suited to the conditions presented by this new domain. Making

robust inferences regarding complex human activities and events is challenging due to

the extreme diversity in both the contextual conditions and user characteristics en-

countered in the real-world. Existing methods for model training, requiring controlled

experiments to collect labeled data, are unable to scale to large end-user populations.

We believe that solutions to many unsolved mobile sensing problems can be

found in an approach we refer to as community-guided mobile phone sensing sys-

tems. Community-guided systems leverage not only individuals but are effective in

exploiting the collective power of communities. These systems understand that people

are part of hierarchies of densely connected communities, effected by group behav-

ior and influenced by social networks. Through this understanding the strengths of

communities and machines can be combined within a single sensing system.

Specifically, this thesis proves that the tight coupling of communities with the

sensing systems they use can overcome many obstacles surrounding mobile classifi-

cation. We investigate a variety of commonly occurring communities (e.g., oppor-

tunistic and social networks) and develop the algorithms and architectures required

to extract the potential they contain. Two key thesis contributions are our proposals

of Community-guided Learning (CGL) and Community Similarity Networks (CSN).

CGL enables error-ridden, yet plentiful, labeled data produced from crowd-sourcing

communities to train models of human behavior. CSN exploits the less obvious, but

still ever-present, networks of similar people (e.g., sharing behavior or physical char-

acteristics) to adapt generic classification models to specialize in subgroups within

the broader user population. We finally present BeWell, a mobile health application

which empowers individuals to manage their own wellbeing. This application senses

multiple behavioral patterns which collectively influence the overall health of the

user. BeWell is a case study into an application that requires the advances in mobile

classification made by the community-guided techniques this thesis has pioneered.
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Chapter 1

Introduction

1.1 Overview

Today’s smartphone not only serves as the key computing and communication mobile

device of choice but it also comes with a rich set of embedded sensors, for example,

an accelerometer, digital compass, gyroscope, GPS, microphone and camera. Collec-

tively, these sensors are enabling a new class of applications to emerge across a wide

variety of domains, for instance, healthcare [28], social networks [73], safety, environ-

mental impact [75] and transportation [6, 102], establishing a new area of research

called mobile phone sensing.

Until recently mobile sensing research for example activity recognition where peo-

ple’s activity (e.g., walking, driving, sitting, talking) is classified and monitored re-

quired specialized mobile devices (e.g., the Mobile Sensing Platform (MSP) [25]) to

be fabricated [97]. Mobile sensing applications had to be manually downloaded, in-

stalled and hand tuned for each device. User studies conducted to evaluate new

mobile sensing applications and algorithms were small scale because of the expense

and complexity of doing experiments at scale. As a result the research, which was

innovative, gained little momentum outside a small group of dedicated researchers.

Although the potential of using the mobile phones as a platform for sensing research

has been discussed for a number of years now at industry led meetings [78] and in the

literature [33, 94, 96] there has been little or no advances in the field until recently.

All that changed because of a number of important technological advances. First,

the availability of cheap embedded sensors initially included in phones to drive the

user experience (e.g., the accelerometer used to change the display orientation) is

changing the landscape of possible applications. Now phones can be programmed

to support new disruptive sensing applications including sharing the user’s real-time

1



activity with friends on social networks like Facebook, keeping track of a person’s

carbon footprint, or monitoring their well-being. Second, smartphones are open and

programmable. In addition to sensing, phones come with computing and communi-

cation resources that offer a low barrier of entry for third party programmers (e.g.,

undergraduates with little phone programming experience are developing and ship-

ping applications). Third, and importantly, each phone vendor now offers an “app

store” allowing developers to deliver new applications to large populations of users

across the globe, which is transforming deployment of new applications and allow-

ing the collection and analysis of data far beyond the scale of what was previously

possible. Fourth, the mobile computing cloud enables developers to offload mobile

services to backend servers providing unprecedented scale and additional resources for

computing on collections of large-scale sensor data and supporting advanced features

like persuasive user feedback based on the analysis of big sensor data.

The combination of these advances in embedded phone sensors, open programabil-

ity, large-scale application delivery channels and mobile cloud support opens the door

for new innovative research and development of sensing applications that are likely to

revolutionize a large number of existing business sectors and ultimately significantly

impact our everyday lives. Many questions remain to make this vision a reality. For

example, how much intelligence can we push to the phone without jeopardizing the

phone experience? How do we scale a sensing application from an individual, to a

target community or even the general population? How do we use these new forms

of large-scale application delivery systems (e.g., Apple AppStore, Google Market) to

best drive data collection, analysis and validation? How can we exploit the avail-

ability of big data shared by applications but build water-tight systems that protect

personal privacy? While this new research field can leverage results and insights from

wireless sensor networks, pervasive computing, machine learning, and data mining, it

presents new challenges not addressed by these communities.

This thesis makes contributions to many of these still open problems. However, we

examine in greatest depth the various difficulties that arise when interpreting sensor

data sampled by mobile phones. This process is at the heart of many emerging mobile

sensing applications. In our study we take an approach grounded in the leveraging of

user communities. We find that many of the challenges presented by mobile phone

sensing to classification model training and inference can be overcome by closely

integrating communities within these systems.
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1.1.1 Mobile Classification

At this stage in the development of mobile phone sensing systems a number of the

most critical technical challenges revolve around the interpretation of noisy sensor

data. Although the applications of this emerging technology are broad the majority

of them all require the classification of low-level raw data into the high-level complex

human behaviors, events and contexts commonly found in the real world. In this

thesis we refer to the conditions and problems of performing classification using mobile

phones as mobile classification. We believe that mainstream usage of these systems

will not occur until smartphones can understand sensor data using statistical models

that have two key qualities, robustness and scalability.

Smartphones are exposed to an unpredictable range of environments (e.g., loud

outdoor streets, quiet indoor offices) and used in unexpected ways (e.g., stored in

bags and briefcases, placed in pockets and on belts). Accompanying the diverse

range of contexts to which a phone is exposed are an equally diverse assortment of

users. Users’ gender, age, physical status and even lifestyles vary greatly from person

to person. The existing statistical models used by mobile phones are supervised

(example-based) and fail to generalize to the extreme diversity in context and users

that are common in smartphone sensing. Further, the mobile device constraints of

memory, computation, bandwidth, sensor-availability and finally the need for the

phone to continue to operate successfully as a phone all contribute to complicating

the development of effective solutions.

The difficulties of mobile classification only exacerbate a long existing bottleneck

common in more general large-scale uses of classification – the effort and cost of

acquiring labeled training data. The inability of supervised learning to cope with

diversity could be addressed if equivalently diverse training data were readily available

to provide examples of various contexts and users. However, conventional means

of acquiring training data rely heavily on carefully controlled experiments. These

experiments are costly to stage (and so are infrequent) and consider only a small

number of different contexts or personal characteristics at any one time. This makes

solutions based on solely on sourcing diverse training data impractical due to the shear

number of different combinations of classes, contexts and types of people. Existing

alternative approaches, for example, semi-supervised and unsupervised techniques,

are still not yet well suited to most of the the classification tasks required by mobile

sensing applications. Until breakthroughs occur in this area of machine learning then

the availability of training data will remain pivotal to mobile classification.
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1.1.2 Community-guided Mobile Phone Sensing Systems

This thesis advocates the deeper integration and tighter coupling of communities

of everyday people and the sensing systems that serve them. We believe that this

approach can be effective in overcoming many of the obstacles to smartphone sensing.

The chapters of this dissertation prove the power of communities to overcome the

challenges of mobile classification but we conjecture that further study will discover

many other uses. We define a community-guided mobile phone sensing system as a

system that either has one, or a combination, of the following two characteristics: i)

the direct exploitation of a community of people (e.g., adopting a human-in-the-loop

approach) where a group of users assume an active role; ii) the indirect leveraging of

a community through the understanding of community behavior or structure (e.g., a

social network or networks of similarity between communities); whereby the system

benefits by being aware of communities but does not require conscious effort by users.

Today, the design and operation of mobile phone sensing systems correctly con-

siders individual users very strongly. However, too often these design considerations

have an overly narrow perspective. They imply people live in a vacuum and ignore

the fact they are routinely part of a number of different communities. Instead, users

of sensing systems are part of hierarchies of densely connected community groups and

are effected by group behavior and influences from social networks. The combination

of individuals, groups and the complex dynamics between them presents both many

different types of communities and a variety of opportunities for these communities to

be used. This thesis offers different perspectives on both of these issues. For instance,

we consider ephemeral communities of co-located mobile devices, communities based

on the social networks of users and crowd-sourcing communities which have been so

effective in other domains. Our work also considers less obvious communities com-

prised of people who share common traits. We show such communities can assist in

mobile classification when combined with crowd-sourcing communities, or be used by

themselves to improve persuasive user feedback.

When considered collectively this dissertation poses an important question, are

there a general set of principles or a re-useable design for binding communities and

mobile sensing systems irrespective of the type of community or the mobile sensing

problem being addressed? This thesis employes a variety of different techniques to

overcome a range of what are largely mobile classification problems. However, we

have focused primarily on a single category of problem and even with this constraint

a unified model is not clear. One limiting factor to progress is the complexities of

communities themselves, large-scale human networks and the interactions that occur
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within them have been studied extensively for decades. As such the narrow waist

in the design of these systems will take time to emerge, as researchers gain a more

comprehensive understanding of this new interdisciplinary problem space. Our work

represents a decisive step towards achieving this understanding.

1.2 Problem Statement

Having introduced the emerging field of mobile phone sensing, and discussed the chal-

lenges and opportunities it presents we now describe four specific problems addressed

by this dissertation.

First, we study two key challenges to mobile classification, these being: i) hetero-

geneity in mobile devices and ii) the difficulty of acquiring large-scale training data.

The problem of heterogeneity in mobile phones occurs as they commonly come in

many different configurations, with sensing today still a secondary operation. This

causes uncertainty as to the availability of primarily sensors and more generally com-

putation, storage and network connectivity. We find this restricts the classification

pipeline to a less than ideal design (i.e., the features and models employed), resulting

in classification accuracy that is not as robust as would be otherwise possible. A lack

of training data is a commonly encountered problem in many applications of machine

learning. Under mobile classification training data is a critical resource required to

build classifiers able to cope with diverse phone operating conditions and user char-

acteristics. As a solution we envision a scenario where communities of users share

labeled sensor data that they collected themselves. However, as a result secondary

problems manifest, namely user burden and user disagreement, which we also inves-

tigate. User burden arises due to the additional effort necessary for individuals to

manually provide labeled data. User disagreement is caused by inconsistencies be-

tween users during the labeling process, for example, due to semantic disagreement

as to the textual description or the precise definition of an activity or event that is

labeled. Absent from the state-of-the-art in mobile classification are processes which

can allow cooperation to occur either between users or between co-located devices

without noticeable drops in classification accuracy.

Second, we address a principle problem in enlisting members of a community to

improve classification performance. The most direct way users can assist in more

accurate classification is for them to provide training data themselves. Problems in

doing this were highlighted by our earlier investigation into the sharing of labeled data

within social networks of users. The process of collecting large-scale sensor data and
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labeled activities from user using smartphones is itself technically simple. However,

in practice learning classification models using this data is not nearly as easy due to

the deficiencies in training data labeled using this approach. This is not surprising

given even trained researchers make mistakes when labeling data. Such errors become

much more pronounced, however, when labels are gathered by crowd-sourcing from

inexperienced “low-commitment” users. In particular, users may give identical labels

to activities with characteristically different signatures (e.g., labeling eating at home

or at a restaurant as “dinner”) or may give different labels to the same context (e.g.,

“work” vs. “office”). Further, they commonly make mistakes in the segmentation

of classes (i.e., an activity or context), for example, by forgetting to indicate to the

system an activity has stopped or changed. Under this scenario labels are unreliable

but nonetheless contain valuable information for classification. The problem, however,

is that existing machine learning techniques are unable to train models safely in the

presence of error-prone labels as dirty as those sourced from crowds.

Third, we investigate a significant threat to scaling mobile phone sensing systems

through our study of what we refer to as the population diversity problem. As the size

of a user population increases not surprisingly so does the amount of diversity the

population contains. Users can vary for a number of reasons, a clear example being

physical differences, for instance, height, weight, sex, or the extent to which they are

physically active. Other categories of dissimilarity include those based on lifestyle

and background. People can live and work in different places, have different cultures

and socio-economic origins, although they may even do the same basic set of activities

(e.g., workout, employment, socialize) they can do these activities in much different

ways. As we previously mentioned existing statistical models used in mobile sensing

to recognize activities and events are supervised, example-driven. The robustness of

inference using these models quickly degrades in the presence of such diversity. We

demonstrate in this thesis that even with as few as 50 people classification accuracy

can vary significantly from person to person. These findings motivate the need for

approaches to mobile classification that recognize the individual differences between

users and adapt classification models to compensate for such variation.

The final problem we address is how to design a persuasive mobile phone sensing

system capable of helping individuals manage their own overall health and wellbeing.

There exists numerous examples of persuasive systems [36] that have been successful

in managing narrow aspects of health (e.g., stress [35], diet [82]), with the majority of

work done on physical activity [28, 64]. However, the requirements of comprehensive

wellbeing monitoring and persuasion are much more demanding. The system must
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be able to not only continuously monitor multiple dimensions of behavior but also

understand the implications of each behavior to the overall wellbeing of the user. This

information must then be distilled into a stream of persuasive nudges that simultane-

ously balance the various behavioral goals required to achieve high levels of wellbeing.

Effective persuasion under this scenario is particularly difficult. Considering multiple

behaviors widens the scope of information that is useful to provide the user. However,

the ability and inclination of people to absorb this information will likely remain the

same. Persuasive signals must be developed that provide informative feedback to

users on multiple dimensions of behavior yet are still not overly burdensome. The

persuasive systems that have been developed so far fall well short in achieving this

combination of demanding requirements.

1.3 Thesis Outline

In our exploration of the the open challenges just described we have taken an exper-

imental approach. Where possible we have built prototype systems, conducted user

studies, performed experiments and employed large-scale mobile sensing datasets to

validate our ideas. In what follows we provide an outline of our study.

1.3.1 Cooperative Communities: Leveraging Social and

Opportunistic Networks

In Chapter 3 we begin our exploration into the power of communities by consider-

ing two distinct, yet commonly occurring, communities within mobile phone sensing

systems. These being: i) communities of co-located mobile devices that opportunis-

tically form during everyday user activities (e.g., during a meeting, in a crowd, or

at a coffee shop) and ii) communities based on the social networks that connect the

users of mobile phones. We find that by leveraging these communities we are able to

address two key challenges in performing classification in mobile phone environments,

these being: i) heterogeneity in mobile device sensing and computational capabilities

and ii) the time and effort necessary to acquire training data.

Leveraging these two very different communities presents specific sets of challenges

unique to each community. Overcoming these challenges motivates the design of two

complementary techniques, in-situ opportunistic feature vector merging and off-line

social-network-driven sharing of training data and models between users. By sharing

models and training data within groups of users defined by social connections we can
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reduce the user effort and time involved in collecting training data, without reducing

classification accuracy. The merging of features between nearby mobile phones can

increase accuracy by enabling better performing models to be used even on devices

without the requisite capabilities (e.g., sensors). We evaluate our proposed techniques

with a significant places classifier [15] that infers and tags locations of importance to

a user based on data gathered from sensor-enabled mobile phones. We report results

from an experiment that ran for 12 days, involving 13 people.

1.3.2 Community-Guided Learning: Exploiting

Crowd-sourced Labels

Chapter 4 continues our study by shifting attention to another common type of user

community, large-scale groups of “low-commitment” contributors who participate in

crowd-sourcing initiatives (e.g., Wikipedia). We examine how crowd-sourcing can

be used to acquire training data. Training data is conventionally acquired through

carefully controlled experiments that occur infrequently and involve a small number

of people. By crowd-sourcing we can leverage potentially millions of people who

continuously contribute a stream of labeled data. In this chapter we address one of

the same fundamental bottlenecks to robust mobile classification that we considered

in Chapter 3, the costly acquisition of labeled training data. However, we investigate

an alternative but still complementary approach to the social-network-driven data

and model sharing technique that we proposed in that earlier chapter.

Conventional learning algorithms assume labels provide perfect ground-truth how-

ever when crowd-sourcing the resulting labels are often noisy and prone to error,

breaking this assumption. A key challenge in being able to exploit the crowd is

overcoming this new difficulty to learning. To address this challenge we propose

Community-Guided Learning (CGL), a framework that allows existing classifiers to

learn robustly from unreliably-labeled user-submitted data. Under this framework

crowd-sourced data is intelligently re-grouped into classes by being guided by both

the the underlying structure in the data and unconstrained free-form labels from

users. CGL proposes the use of similarity measures to determine when and how to

split and merge contributions from different labeled categories. Through experimen-

tal results we show this approach allows true classes to be identified from this data,

overcoming errors and inconsistencies from users.
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1.3.3 Community Similarity Networks: Scaling to Diverse

Large-scale User Populations

The binding between community and sensing system in Chapter 4 required human

attention and effort as we employed a “human-in-the-loop” approach to crowd-source

labeled training data. In contrast Chapter 5 demonstrates communities can be ex-

ploited to solve critical problems in mobile sensing without directly involving the

user. Specifically, we exploit the naturally occurring networks of similarity between

communities of users; addressing the challenge of population diversity to performing

mobile classification in large-scale sensing systems.

To overcome the population diversity problem we propose Community Similar-

ity Networks (CSN). CSN is an architecture and algorithms for mobile sensor-data

classification that relies on a stream of crowd-sourced labels (made possible using

CGL) and a learning process guided by various types of similarity networks (e.g.,

physical similarity, lifestyle similarity) that exist between users. Under CSN a new

approach to training and inference for mobile classification is adopted, one in which

generic classification models are specialized to be most accurate when used by a spe-

cific community of users. A mobile cloud infrastructure is employed to periodically

retrain each specialized community classification model as new crowd-sourced labels

accumulate, these updated models are downloaded by mobile phones to replace the

previous version. We demonstrate, by building a prototype system and using mo-

bile sensing datasets, that CSN not only improves classification robustness but is

efficient and practical for use with existing sensor-enabled phones within large-scale

deployments.

1.3.4 BeWell: Monitoring, Modeling, and Promoting Overall

Wellbeing

The previous three chapters investigated the ability for communities to increase the

scalability and robustness of mobile classification. We perform in Chapter 6 a case

study of a mobile health application that requires such advances in classification for

it to be effective. We describe our experiences in designing and deploying BeWell,

a mobile phone based persuasive system [36] that enables people to not only closely

monitor but improve their overall health and wellbeing.

BeWell continuously and automatically monitors user behavior in real-time along

multiple dimensions, namely sleep, physical activity, and social interaction. The

combination of these simple everyday behaviors (i.e., how we sleep, socialize and
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exercise) is known to be closely connected to a wide range of individual health out-

comes [37, 41, 79, 111], and can collectively shape the overall wellbeing of a person.

BeWell is able to quantify the impact of user lifestyle choices on personal health

by modeling the relationship between wellbeing and their own behavioral patterns.

Users are made aware of these sensor-data based wellbeing assessments through an

ambient display rendered on mobile phone wallpaper. We validate the design and

effectiveness of BeWell with an implementation that uses commercial, off-the-shelf

smartphones. Our detailed evaluation includes system benchmarks and controlled

experiments, along with a 19 day, 27 person field trial. Results show that BeWell

users are capable of digesting multidimensional wellbeing assessments and are re-

sponsive to feedback designed to promote improved health levels.

1.4 Thesis Contributions

The contributions of this thesis can be summarized as follows.

1. As the domain of mobile phone sensing matures it is becoming increasingly ob-

vious that a key technical challenge for the field will be the enabling of robust

and scalable mobile classification. In this thesis we are the first to clearly iden-

tify and then successfully leverage communities, of various forms, in meeting

this challenge. As we describe in Chapter 3, we built the earliest mobile phone

sensing system that embraced a “people-in-the-loop” approach within a sensor-

data classification pipeline. In this system everyday users provided training

data to boost the performance of a generic classification model. Our work into

Cooperative Communities is the first to demonstrate the power of two distinct

forms of frequently occurring communities: i) physically co-located communities

of mobile devices that cooperate opportunistically and ii) communities formed

by social networks of mobile device users who can cooperate off-line. During

our study of these communities we proposed early, albeit now rudimentary,

techniques which address a range of barriers to either mobile classification or

community-guided sensing systems. These specifically were: i) population di-

versity and noisy crowd-sourced labels which we overcame by exploiting social

networks, ii) the time and effort of acquiring training data, critical in specializ-

ing models for different mobile environments and communities of users, that we

addressed by users providing labels themselves; and iii) heterogeneous mobile

device capabilities either due to hardware or software limitations or even due to
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phone placement on the user, which we coped with by sharing features between

devices.

2. Crowd-sourcing has been a popular and successful approach in exploiting peo-

ple to solve problems in a variety of domains (e.g., [105]). Chapter 4 presents

Community-Guided Learning (CGL) which makes, for the first time, the crowd-

sourcing of labels a viable approach to the problems of mobile classification. The

CGL framework allows any supervised classifier to be trained using noisy la-

bels contributed by untrained everyday people. With this framework we are

advocating an entirely new paradigm for building models of human behavior

which relies on the strengths of mobile phone sensing (i.e., the ability to tightly

couple learning with the crowd) to overcome its challenges (e.g., the classifica-

tion of complex human activities or noisy labels). Our experiments provided

early insights as to the technical difficulties of crowd-sourcing labels, namely:

inconsistent, subjective and error-prone labeling and segmentation by untrained

low-commitment users. The result of our investigation was the development of

an unconventional approach to learning that treats labels only as soft sugges-

tions as to the actual class groupings within training data. Under CGL we use

data similarity to compensate for the unavoidable unreliabilities of the labels

provided.

3. Findings from smartphone sensing deployments [75] and activity recognition ex-

periments [17] have hinted that existing classification models may not generalize

to span common differences between people. We are the first to establish the

importance of this problem, referring to it as the population diversity problem.

In Chapter 5 we characterize the population diversity problem, showing it ex-

ists in even very different types of mobile classification and in user populations

as small as 50 people. Community Similarity Networks (CSN) is currently the

only mobile classification system able to cope with population diversity. Un-

less the techniques of CSN are used mobile phone sensing systems can not be

deployed within a large-scale diverse user population without classification ac-

curacy varying wildly from user to user. A major contribution of CSN is that it

makes the personalization of classification models scalable to the extent models

can be trained for unique communities of people, or even single individuals if

so required.

4. The vast majority of mobile health systems target only a narrow slice of the

wellbeing of an individual (e.g., [28, 35, 47, 64, 82]). As part of our Chapter 6
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case study into an application that demands the advances in mobile classifi-

cation that this thesis has delivered, we investigate how a mobile phone can

monitor and promote overall wellbeing in users. BeWell is a new direction in

persuasive mobile health. By focusing on holistic wellbeing it proposes solutions

to new problems presented by what will become a common variety of mobile

health application – comprehensive wellbeing management. Specifically, BeWell

proposes approaches to: i) monitoring and promoting changes across multiple

dimensions of everyday behavior and ii) increasing awareness to users of the

wellbeing implications of different lifestyle choices. BeWell recognizes the need

to interpret on behalf of the user the consequence to personal health and well-

being caused by their own behavioral patterns. We investigate the use of an

ambient display, rendered on smartphone wallpaper, that visualizes the wellbe-

ing effects caused by multiple behavioral dimensions. Our experiments establish

that not only are popular consumer smartphones a viable platform for personal

wellbeing applications, but users are also able to understand and benefit from

the multidimensional wellbeing feedback these application can provide.

The combination of Collaborative Communities, CGL, CSN and BeWell has ex-

panded the boundaries of mobile phone sensing. We believe our findings open new

avenues of research and will guide the design of future smartphone-based sensing

systems.
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Chapter 2

Background

2.1 Introduction

This chapter presents a snapshot of the progress made thus far by mobile phone

sensing systems research. We begin by giving an overview of the sensors on the

phone and their potential uses. We then discuss a number of leading application areas

and sensing paradigms that have emerged in the literature recently. As a means to

survey existing work and discuss important open challenges we formulate a simple

architectural framework that serves as logical partitioning of what we consider to be

important on the phone and in the cloud.

Our work focuses, principally, on how mobile classification can be improved by

exploiting communities of smartphone users. The survey of mobile phone sensing

found in this chapter provides the background information necessary to understand

both the importance of mobile classification and the difficulties it faces. In the later

chapters of this thesis we present BeWell, a smartphone system that relies on being

able to interpret sensor data to monitor and promote a broad range of positive health

outcomes. In this chapter we highlight additional application domains, beyond the

mobile health domain considered by BeWell, which also rely on robust statistical

models of sensor data and so further motivate the contributions made by this thesis.

2.2 Sensors

As mobile phones have matured as a computing platform and acquired richer func-

tionality these advancements often have been paired with the introduction of new

sensors. For example, accelerometers have become common after being initially in-
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Figure 2.1: An off-the-shelf iPhone 4, representative of the growing class of sensor-enabled
phones. This phone includes eight different sensors: accelerometer, GPS, ambient light, dual
microphones, proximity sensor, dual cameras, compass and gyroscope.

troduced to enhance the user interface and the use of the camera. They are used to

automatically determine the orientation in which the user is holding the phone and

use that information to automatically re-orient the display between a landscape and

portrait view or correctly orient captured photos during viewing on the phone.

Figure 2.1 shows the suite of sensors found in the Apple iPhone 4. The phone’s

sensors include a gyroscope, compass, accelerometer, proximity sensor, ambient light

sensor as well as other more conventional devices that can be used to sense includ-

ing front and back facing cameras, a microphone, GPS and WiFi and bluetooth

radios. Many of the newer sensors are added to support the user interface (e.g., the

accelerometer) or to augment location base services (e.g., the digital compass).

The proximity and light sensors allow the phone to perform simple forms of con-

text recognition associated with the user interface. The proximity sensor detects, for

example, when the user holds the phone to their face to speak. In this case, the touch-

screen and keys are disabled preventing them from accidentally being pressed as well

as saving power because the screen is turned off. Light sensors are used to adjust the

brightness of the screen. The GPS, which allows the phone to localize itself, enables

new location-based applications, for example local search, mobile social networks and

navigation. The compass and gyroscope represent an extension of location providing

the phone with increased awareness of its position in relation to the physical world

(e.g., its direction and orientation) enhancing location-based applications.

Not only are these sensors useful in driving the user interface and providing loca-

tion base services but they represent a significant opportunity to gather data about
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people and their environment. For example, accelerometer data is capable of charac-

terizing the physical movements of the user carrying the phone [73]. Distinct patterns

within the accelerometer data can be exploited to automatically recognize different

activities (e.g., running, walking, standing). The camera and microphone are pow-

erful sensors. These are probably the most ubiquitous sensors on the planet. By

collecting continuously audio from the phone’s microphone for example, it is possible

to classify a diverse set of distinctive sounds associated with a particular context or

activity in a person’s life, for instance, using an ATM machine, being in a particular

coffee shop, having a conversation, listening to music, making coffee, driving [67].

The camera on the phone can be used for many things including traditional tasks like

photo blogging to more specialized sensing activities, for instance, tracking the user’s

eye movement across the phone’s display as a means to activate applications using

the camera mounted on the front of the phone [74] The combination of accelerometer

data and a stream of location estimates from the GPS can recognize the mode of

transportation of a user, namely using a bus, bike, car or taking the subway [75].

More and more sensors are being incorporated into phones. An interesting ques-

tion is what new sensors are we likely to see over the next few years? Non phone based

mobile sensing devices including the Intel Mobile Sensing Platform (MSP) [25] have

shown value from using other sensors not found in phones today (e.g., barometer,

temperature, humidity sensors) for activity recognition; for example, the accelerom-

eter and barometer makes it easy to identify not only when someone is walking but

when they are climbing stairs and in which direction. Other researchers have studied

air quality and pollution [46] using specialized sensors embedded in prototype mobile

phones. Others still have embedded sensors in standard mobile phone ear-phones

to read a person’s blood pressure [87] or used neural signals from cheap off-the-shelf

wireless electroencephalography (EEG) headsets to control mobile phones for hands-

free human-mobile phone interaction [23]. At this stage it is too early to say what

new sensors will be added to the next generation of smartphones but as the cost and

form factor come down and leading applications emerge we are likely to see more

sensors added.

2.3 Applications and App Stores

New classes of applications, which can take advantage of both the low-level sensor

data and high-level events, context and activities inferred from mobile phone sensor

data, are being explored not only in academic and industrial research labs [5, 10, 16,
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22,24,54,67,77,112] but also within start-up companies and large corporations (e.g.,

Microsoft, Google, Fitbit, Loopt, Nike/Apple). One such example is SenseNetworks,

a recent U.S. based start-up company, which uses millions of GPS estimates sourced

from mobile phones within a city to predict, for instance, which bars and night-clubs

will be most popular with specific clusters of people called tribes within the wider

population. Remarkably, it has only taken a few years for the this type of analysis of

large-scale location information and mobility patterns to migrate from the research

lab into commercial usage.

The combination of high-resolution sensor streams and the potential for scale

can enable applications that are capable of making transformative changes within

multiple application domains. In what follows, we discuss a number of emerging lead

application domains and the importance of new application delivery channels (i.e.,

app stores) offered by all the major vendors.

Transportation. Traffic remains a serious global problem; for example, conges-

tion alone can severely impact both the environment and human productivity (e.g.,

wasted hours due to congestion). Mobile phone sensing systems including the MIT

VTrack project [102] or the Mobile Millennium project [6] (a joint initiative between

Nokia, NAVTEQ and UC Berkeley) are being used to provide fine-grain traffic infor-

mation at large scale using mobile phones that facilitate services like accurate travel

time estimation for improve commute planning.

Social Networking. Millions of people participate regularly within online social

networks. The Dartmouth CenceMe project [73] is investigating the use of sensors in

the phone to automatically classify events in people’s lives called sensing presence and

selectively share this “presence” using online social networks, for instance Twitter,

Facebook and MySpace, replacing manual actions people now perform daily.

Environmental Monitoring. Conventional ways of measuring and reporting

environmental pollution statistics are limited. Reported information, like air quality,

is an aggregate measurement which applies coarsely to a community, for instance an

entire city. The UCLA PEIR project [75] uses sensors in phones to build a system

that enables personalized environmental impact reports that track how the actions

of individuals effect both their exposure and their contribution to problems including

carbon emissions.

Health and Well-being. The information used for personal health care today

largely comes from self-report surveys and infrequent doctor consultations. Sensor-

enabled mobile phones have the potential to collect in-situ continuous sensor data that

can dramatically change the way health and wellness are assessed as well as how care
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and treatment are delivered. The Ubitfit Garden [28], a joint project between Intel

and the University of Washington, captures levels of physical activity and relates

this information to personal health goals when presenting feed back to the user.

These types of systems have proven to be effective in empowering people to curb

poor behavior patterns and improve health including encouraging more exercise or

decrease the risk of contracting HIV [108].

App Stores. Getting a critical mass of users is a common problem faced by peo-

ple who build systems: developers and researchers alike. Fortunately, modern phones

have an effective application distribution channel first made available by Apple’s App

Store for the iPhone that is revolutionizing this new field. Each major smartphone

vendor has an “app store” (e.g., Apple AppStore, Android Market, Microsoft Mobile

Marketplace, Nokia Ovi). The success of the app stores with the public has made it

possible for not only start-ups but small research labs and even individual developers

to quickly attract a very large number of users. For example, an early use of app store

distribution by researchers in academia is the CenceMe application for iPhone [73]

which was made available on the App Store when it opened in 2008. It is now feasible

to distribute and run experiments with a large number of participants from all around

the world rather than in laboratory controlled conditions using a small user study. For

instance, researchers interested in statistical models that interpret human behavior

from sensor data have long dreamt of ways to collect such large-scale real-world data.

These app stores represent a game changer for research. Many challenges remain

with this new approach to experimentation via app stores. For example, what is the

best way to collect ground-truth data to assess the accuracy of algorithms that inter-

pret sensor data? How do we validate experiments? How do we select a good study

group? How do we deal with the potential massive amount of data made available?

How do we protect the privacy of users? What is the impact on getting approval for

human subjects studies from university Institutional Review Boards (IRBs)? How

do researchers scale to run such large scale studies? For example, researchers use to

supporting small numbers of users (e.g., 50 users with mobile phones) now have to

construct cloud services to potentially deal with 10,000 needy users. This fine if you

are a start up but are academic research labs geared to deal with this?

2.4 Sensing Scale and Paradigms

Future mobile phone sensing systems will operate at multiple scales, enabling every-

thing from personal sensing to global sensing as illustrated in Figure 2.2 where we
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Figure 2.2: Mobile phone sensing is effective across multiple scales, including: a single
individual (e.g., UbitFit Garden [28]), groups for instance social networks or special inter-
est groups (e.g., GarbageWatch [3]), and entire communities/ population of a city (e.g.,
Participatory Urbanism [5]).

see personal, group and community sensing - three distinct scales at which mobile

phone sensing is currently being studied by the research community. At the same time

researcher’s are discussing how much the user (i.e., the person carrying the phone)

should be actively involved during the sensing activity (e.g., taking the phone out

of the pocket to collect a sound sample or take a picture); that is, should the user

actively participate, known as participatory sensing [22], or, alternatively, passively

participate known as opportunistic sensing [24]. Each of these sensing paradigms

present important tradeoffs. In what follows, we discuss different sensing scales and

paradigms.

2.4.1 Sensing Scale

Personal sensing applications are designed for a single individual and are often fo-

cused on data collection and analysis. Typical scenarios include tracking the user’s

exercise routines or automating diary collection. Typically, personal sensing appli-

cations generate data for the sole consumption of the user and are not shared with

others. An exception is healthcare applications where limited sharing with medical

professionals is common (e.g., primary care giver or specialist). Figure 2.2 shows the
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UbitFit Garden [28] as an example of a personal wellness application. This personal

sensing application adopts persuasive technology ideas (discussed further in Section

2.8.3) to encourage the user to reach their personal fitness goals using the metaphor

of a garden blooming as the user progresses toward their goals.

Individuals who participate in sensing applications that share a common goal,

concern or interest collectively represent a group. These group sensing applications

are likely to be popular and reflect the growing interest in social networks or connected

groups (e.g., at work, in the neighborhood, friends) who may want to share sensing

information freely or with privacy protection. There is an element of trust in group

sensing applications that simplify otherwise difficult problems, for instance, attesting

that the collected sensor data is correct or reducing the degree to which aggregated

data must protect the individual. Common use-cases include assessing neighborhood

safety, sensor-driven mobile social networks or forms of citizen science. Figure 2.2

shows GarbageWatch [3] as an example of a group sensing application where people

participate in a collective effort to improve recycling by capturing relevant information

needed to improve the recycling program. For example, students use the phone’s

camera to log the content of recycling bins used across a campus.

Most examples of community sensing only become useful once they have a large

number of people participating; for example, tracking the spread of disease across a

city, the migration patterns of birds, congestion patterns across city roads [6], or a

noise map of a city [90]. These applications represent large-scale data collection, anal-

ysis and sharing for the good of the community. To achieve scale implicitly requires

the cooperation of strangers who will not trust each other. This increases the need for

community sensing systems with strong privacy protection and low commitment levels

from the users. Figure 2.2 shows Carbon Monoxide readings captured in Ghana using

mobile sensors attached to taxi cabs as part of the Participatory Urbanism project [5]

as an example of a community sensing application. This project in conjunction with

the the N-SMARTs project [46] at UC Berkeley are developing prototypes that allow

similar sensor data to be collected with phone embedded sensors.

The impact of scaling a sensing application from personal to population scale is

unknown. Many issues of sharing, privacy, data mining, learning, and closing the

loop in terms of useful feed back to an individual, group, community and population

remain open. Today, we only have limited experience in building scalable sensing

systems.
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2.4.2 Sensing Paradigms

One issue common to the different types of sensing scale is to what extent the user

is actively involved in the sensing system [56]. We discuss two points in the design

space, namely, participatory sensing, where the user actively engages in the data

collection activity (i.e., the user manually determines how, when, what and where to

sample), and alternatively, opportunistic sensing, where the data collection stage is

fully automated with no user involvement.

The benefit of opportunistic sensing is that it lowers the burden placed on the user,

allowing the overall participation by a population of users to remain high even if the

application is not that personally appealing. This is particularly useful for community

sensing where per user benefit may be hard to quantify and only accrue over a long

time. However, often these systems are technically difficult to build (e.g., [31]) and

a major resource, people, are under utilized. One of the main challenges of using

opportunistic sensing is the phone context problem; for example, the application

wants to only take a sound sample for a city wide noise map when the phone is out

of the pocket or bag. These types of context issues can be solved by using the phone

sensors; for example, the accelerometer or light sensors can determine if the phone is

out of the pocket.

Participatory sensing which is gaining interest in the mobile phone sensing com-

munity places a higher burden or cost on the user; for example, manually selecting

data to collect (e.g., lowest petrol prices [21] ) and then sampling it (e.g., taking a

picture). An advantage is that complex operations can be supported by leveraging

the the intelligence of the person in the loop who can solve the context problem in

an efficient manner; that is, a person who wants to participate in collecting a noise

or air quality map of their neighborhood simply takes the phone out of their bag to

solve the context problem. One drawback of participatory sensing is that the quality

of data is dependent on participant enthusiasm to reliability collect sensing data and

the compatibility of a persons mobility patterns to the intended goals of the appli-

cation (e.g., collect pollution samples around schools). Many of these challenges are

actively being studied. For example, the PICK project [91] is studying models for

systematically recruiting participants.

Clearly, opportunistic and participatory represent two extreme points in the design

space. Each approach has pros and cons. To date there is little experience in building

large scale participatory or opportunistic sensing applications to fully understand the

tradeoffs. There is a need to develop models to best understand the usability and

performance issues of these schemes. In addition, it is likely that many applications
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Figure 2.3: Mobile Phone Sensing Architecture

will emerge that represent a hybrid of both of these sensing paradigms.

2.5 Mobile Phone Sensing Architecture

Mobile phone sensing is in its infancy. There is little or no consensus on the sensing

architecture for the phone and the cloud. For example, new tools and phone software

will be needed to facilitate quick development and deployment of robust classifiers for

the leading phones on the market. Common methods for collecting and sharing of data

need to be developed. Mobile phones cannot be overloaded with continuous sensing

commitments that undermine the performance of the phone, for example, in terms of

depleting battery power. It is not clear what architectural components should run on

the phone and what should run in the cloud. For example, some researchers propose

that raw sensor data should not be pushed to the cloud because of privacy issues.

In the following sections, we propose a simple architectural viewpoint for the mobile
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phone and the computing cloud as a means to discuss the major architectural issues

that need to be addressed. We do not argue that this is the best system architecture.

Rather, it presents a starting point for discussions that we hope will eventually lead

to a converging view and move the field forward.

Figure 2.3 shows a mobile phone sensing architecture that comprises the following

building blocks.

Sense. Individual mobile phones collect raw sensor data from sensors embedded

in the phone.

Learn. Information is extracted from the sensor data by applying machine learn-

ing and data mining techniques. These operations either occur directly on the phone,

in the mobile cloud or with some partitioning between the phone and cloud. Where

these components run could be governed by various architectural considerations, for

example, privacy, providing user real-time feedback, reducing communication cost

between the phone and cloud, available computing resources, and sensor fusion re-

quirements. We therefore consider where these components run to be an open issue

that requires research.

Inform, Share, and Persuade. We bundle a number of important architec-

tural components together because of commonality or coupling of the components.

For example, a personal sensing application will only inform the user, whereas a group

or community sensing application may share an aggregate version of information with

the broader population and obfuscate the identity of the users. Other considerations

are how to best visualize sensor data for consumption of individuals, groups and

communities. Privacy is a very important consideration as well.

While phones will naturally leverage the distributed resources of the mobile cloud

(e.g., computation and services offered the cloud) the computing, communications,

and sensing resources on the phones are ever increasing. We believe that as resources

of the phone rapidly expand one of the main benefits of using the mobile computing

cloud will be the ability to compute and mine big data from very large numbers of

users. The availability of large-scale data benefits mobile phone sensing in a variety

of ways; for example (i) more accurate interpretation algorithms that are updated

based on sensor data sourced from an entire user community (see Section 2.7.2 for

more details); (ii) this data enables personalizing of sensing systems based on the

behavior of both the individual user and cliques of people with similar behavior (see

Section 2.8.2).

In the remainder of the article we present a detailed discussion of the three main

architectural components introduced in this section; that is: (i) sense, (ii) learn and
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(iii) inform, share and persuade.

2.6 Sense: The Mobile Phone as a Sensor

As we discuss in Section 2.2, the integration of an ever expanding suite of embedded

sensors is one of the key drivers of mobile phone applications. However, the pro-

grammability of the phones and the limitation of the operating systems that run on

them, the dynamic environment presented by user mobility, and the need to support

continuous sensing on mobile phones presents a diverse set of challenges that the

research community needs to address.

2.6.1 Programability

Until very recently only a handful of mobile phones could be programmed. Popular

platforms like the Symbian based phones presented researchers with sizable obstacles

to building mobile sensing applications [73]. These platforms lacked well defined reli-

able interfaces to access low level sensors and were not well suited to writing common

data processing components, including signal processing routines, or performing com-

putationally costly inference due to the resource constraints of the phone. The early

sensor-enabled phones (i.e., prior to the iPhone in 2007) for instance the Symbian-

based Nokia N80 included an accelerometer but there were no open APIs to access

the sensor signals. This has changed significantly over the last few years. Note that

phone vendors initially included accelerometers to help improve the user interface

experience.

Most of the smartphones on the market are open and programmable by third

party developers and offer SDKs, APIs and software tools. It is easy to cross-compile

code and leverage existing software like established machine learning libraries (e.g.,

Weka [109]).

However, a number of challenges remain in the development of sensor-based ap-

plications. Most vendors did not anticipate that third parties would use continuous

sensing to develop new applications. As a result, there is mixed API and OS support

to access low level sensors, fine-grain sensor control, and watch-dog timers that are re-

quired to develop real-time applications. For example, on Nokia Symbian and Maemo

phones the accelerometer returns samples to an application unpredictably between 25

to 38 Hz, depending on the CPU load. While this might not be an issue when using

the accelerometer to drive the display, using statistical models to interpret activity

23



or context typically requires high and at least consistent sampling rates.

Lack of sensor control limits the management of energy consumption on the phone.

For instance, the GPS uses a varying amount of power depending on the factors like

the number of satellites available and atmospheric conditions. Currently, phones

only offer a black-box interface to the GPS to request location estimates. Finer grain

control is likely to help in preserving battery power and maintaining accuracy, for

example, location estimation could be aborted when accuracy is likely to be low or if

the estimate takes too long and is no longer useful.

As third parties demand better support for sensing applications, the API and OS

support will improve. However, programmability of the phone remains a challenge

moving forward. As more individual, group, and community scale applications are

developed there will be an increasing demand placed on phones, both individually and

collectively. It is likely that abstractions that can cope with persistent spatial queries

and secure the use of the resources from neighboring phones will be needed. Phones

may want to interact with other co-located phones to build new sensing paradigms

based on collaborative sensing [92] . Different vendors offer different APIs making

porting the same sensing application to multi-vendor platforms challenging. It is

useful for the research community to think about and propose sensing abstractions

and APIs that could be standardized and adopted by different mobile phone vendors.

2.6.2 Continuous Sensing

Continuous sensing will enable new applications across a number of sectors but partic-

ularly in personal healthcare. One important OS requirement for continuous sensing

is that the phone supports multitasking and background processing. Today, only

Android and Nokia Maemo phones support this capability. The iPhone OS 4 while

supporting the notion of multitasking is inadequate for continuous sensing. Applica-

tions must conform to predefined profiles with strict constraints on access to resources.

None of these profiles provide the ability to have continuous access to all the sensors.

While smartphones continue to provide more computation, memory, storage, sens-

ing and communications bandwidth the phone is still a resource limited device if

complex signal processing and inference is required. Signal processing and machine

learning algorithms can stress the resources of the phones in different ways: some

require the CPU to process large volumes of sensor data (e.g., interpreting audio

data [67], some need frequent sampling of energy expensive sensors (e.g., GPS [75]

), while others require real-time inference (e.g., Darwin [71]) . Different applications
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place different requirements on the execution of these algorithms. For example, for

applications that are user initiated the latency of the operation is important. Appli-

cations (e.g., healthcare) that require continuous sensing will often require real-time

processing and classification of the incoming stream of sensor data. We believe con-

tinuous sensing can enable a new class of real-time applications in the future, but

these applications may be more resource demanding. Phones in the future should

offer support for continuous sensing support without jeopardizing the phone experi-

ence; that is, not disrupt existing applications (e.g., to make calls, text and surf the

web) or drain the batteries. Experiences from actual deployments of mobile phone

sensing systems show that phones that run these applications can have standby times

reduced from 20 hours or more to six hours [73] . For continuous sensing to be viable

there needs to be breakthroughs in low energy algorithms that duty cycle the device

while maintaining the necessary application fidelity.

Early deployments of phone sensing systems tended to trade-off accuracy for lower

resource usage by implementing algorithms that require less computation or a reduced

amount of sensor data. Another strategy to reduce resource usage is to leverage cloud

infrastructure where different sensor data processing stages are offloaded to backend

servers [30, 71, 73] when possible. Typically, raw data produced by the phone is

not sent over the air due to the energy cost of transmission but rather compressed

summaries (i.e., extracted features from the raw sensor data) are sent. The drawback

to these approaches is that they are seldom sufficiently energy efficient enough to be

applied to continuous sensing scenarios. Other techniques rely on adopting a variety

of duty-cycling techniques that manage the sleep cycle of sensing components on the

phone in order to tradeoff the amount of battery consumed against sensing fidelity

and latency (e.g., [107]).

Continuous sensing raises considerable challenges in comparison to sensing appli-

cations that require a short time-window of data or a single snapshot, e.g., a single

image or short sound clip. There is an energy tax associated with continuously sensing

and potentially uploading in real-time to the cloud for further processing. Solutions

that limit the cost of continuous sensing and reduce the communication overheard

are necessary. If the interpretation of the data can withstand delays of an entire day,

it might be acceptable if the phone can collect and store the sensor data until the end

of the day and upload when the phone is being charged. However this delay-tolerant

model of sensor sampling and processing severely limits the ability of the phone to

react and be aware of its context. Sensing applications that will be successful in the

real-world will have to be ‘smart’ enough to adapt to situations. There is a need to
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study the trade off of continuous sensing with the goal of minimizing the energy cost

but offering sufficient accuracy and real-time responsiveness to make the application

useful.

As continuous sensing becomes more common, it is likely that additional pro-

cessing support will emerge. For example, the Little Rock project [89] underway at

Microsoft Research is developing hardware support for continuous sensing where the

primary CPU frequently sleeps and DSPs support the duty-cycle management, sensor

sampling and signal processing.

2.6.3 Phone Context

Mobile phones are often used on-the-go and in ways that are difficult to anticipate

in advance. This complicates the use of statistical models that may fail to generalize

under unexpected environments. The background environment or actions of the user

(e.g., the phone could be in the pocket) will also affect the quality of the sensor data

that is captured. Phones may be exposed to events for too short a period of time, if

the user is traveling quickly (e.g., in a car), if the event is localized (e.g., a sound) or

if the sensor requires more time than is possible to gather a sample (e.g., air quality

sensor). Other forms of interfering context include a person using their phone for a

call which interferes with the ability of the accelerometer to infer the physical actions

of the person. We collectively describe these issues as the context problem. Many

issues remain open in this area.

Some researchers propose to leverage co-located mobile phones to deal with some

of these issues; for example, sharing sensors temporarily if they are better able to

capture the data [34]. To counter context challenges researchers proposed super-

sampling [46] where data from nearby phones are collectively used to lower the ag-

gregate noise in the reading. Alternatively, an effective approach for some systems

have been sensor sampling routines with admission control stages that do not process

data that is low-quality, saving resources and reducing errors (e.g., SoundSense [67]).

While machine learning techniques are being used to interpret mobile phone data,

the reliability of these algorithms suffer under the dynamic and unexpected conditions

presented by everyday phone use. For example, a speaker identification algorithm

maybe effective in a quiet office environment but not a noisy cafe. Such problems

can be overcome by collecting sufficient examples of the different usage scenarios (i.e.,

training data). However, acquiring examples is costly and anticipating the different

scenarios the phone might encounter is almost impossible. Some solutions to this
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Figure 2.4: Raw audio data captured from a mobile phones is transformed into features
allowing learning algorithms to identify classes of behavior (e.g., driving, in conservation,
making coffee) occurring in a stream of sensor data, for example, by SoundSense [67].

problem straddle the boundary of mobile systems and machine learning and include

borrowing model inputs (i.e., features) from nearby phones, [57], performing collab-

orative multi-phone inference with models that evolve based on different scenarios

encountered, [71], or discovering new events that are not encountered during applica-

tion design [67].

2.7 Learn: Interpreting Sensor Data

The raw sensor data able to be acquired by phones, irrespective of the scale or modal-

ity (e.g., accelerometer, camera) are worthless without interpretation (e.g., human

behavior recognition). A variety of data mining and statistical tools can be used to

distill information from the data collected by mobile phones and calculate summary

statistics to present to the users, for instance, the average emissions level of different

locations or the total distance run by a user and their ranking within a group of

friends (e.g., Nike+ [7]).

Recently, crowd-sourcing techniques have been applied to the analysis of sensor

data which is typically problematic; for example, image processing when used in-

the-wild is notoriously difficult to maintain high accuracy. In the CrowdSearch [112]

project, crowd-sourcing and micro-payments are adopted to incentivize people to

improve automated image search. In [112] human-in-the-loop stages are added to the

process of image search with tasks distributed to the user population.

In what follows, we discuss the key challenges in interpreting sensor data, focusing

on a primary area of interest: human behavior and context modeling.
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2.7.1 Human Behavior and Context Modeling

Many emerging applications are people-centric and modeling the behavior and sur-

rounding context of the people carrying the phone is of particular interest. A natural

question is how well can mobile phones interpret human behavior (e.g., sitting in

conservation) from low-level multi-modal sensor data? Or similarly how accurately

can they infer the surrounding context (e.g., pollution, weather, noise environment)?

Currently, supervised learning techniques are the algorithms of choice in building

mobile inference systems. In supervised-learning, as illustrated in Figure 2.4, exam-

ples of high-level behavioral classes (e.g., cooking, driving) are hand annotated (i.e.,

labeled). These examples, referred to as training data, are then provided to a learning

algorithm which fits a model to the classes (i.e., behaviors) based on the sensor data.

Sensor data is usually presented to the learning algorithm in the form of extracted

features, which are calculations on the raw data that emphasize characteristics that

more clearly differentiate classes (e.g., the variance of the accelerometer magnitude

over a small time window could be useful for separating standing and walking classes).

Supervised learning is feasible for small scale sensing application but unlikely to scale

to handle the wide range of behaviors and contexts exhibited by a large community

of users. Other forms of learning algorithms, including semi-supervised (where only

some of the data is labeled) and unsupervised (where no labels are provided by the

user) learning algorithms reduce the need for labeled examples, but can lead to classes

that do not correspond to the activities that are useful to the application or require

that the unlabeled data only come from the already labeled class categories (e.g., an

activity that was never encountered before can throw off a semi-supervised learning

algorithm).

Researchers show that a variety of everyday human activities can be inferred,

most successfully, from multi-modal sensor streams For example, [59] describes a

system which is capable of recognizing 8 different everyday activities (e.g., brushing

teeth, riding in an elevator) using the Mobile Sensing Platform (MSP) [25] - an

important mobile sensing device that is a predecessor of sensing on the mobile phone.

Similar results are demonstrated using mobile phones that infer everyday activities

(e.g., [73, 75, 84]), albeit less accurately and with a smaller set of activities than the

MSP.

The microphone, accelerometer and GPS found on all smartphones on the market

have proven to be effective at inferring more complex human behavior. Early work

on mobility pattern modeling succeed with surprisingly simple approaches to identify

significant places in the life people (e.g., work, home, coffee shop). More recently
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researchers [63] have used statistical techniques to not only infer significant places

but also connect these to activities (e.g., gym, waiting for the bus) using just GPS

traces. The microphone is one of the most ubiquitous sensors and is capable of

inferring what a person is doing (e.g., in conversation), where they are (e.g., audio

signature of a particular coffee shop) – in essence, it can capture a great deal both

about a person and their surrounding ambient environment. In SoundSense [67] a

general purpose sound classification system for mobile phones is developed using a

combination of supervised and unsupervised learning. The recognition of a static

set of common sounds (e.g., music) uses supervised learning but augmented with an

unsupervised approach that learns the novel frequently reoccurring classes of sound

encountered by different users. Finally, the user is brought into the loop to confirm

and provide a textual description (i.e., label) of the discovered sounds. As a result,

SoundSense extends the ability of the phone to recognize new activities.

2.7.2 Scaling Models

Existing statistical models are unable to cope with everyday occurrences for instance

a person using a new type of exercise machine and struggle when two activities overlap

each other or when different individuals carry out the same activity differently (e.g.,

the sensor data for walking will look very different for a ten year old vs. a ninety year

old person). A key to scalability is to design techniques for generalization that will

be effective for entire communities containing millions of people.

To address these concerns (see also Section 2.6.3) current research directions point

towards models that are adaptive and incorporate people in the process. Automat-

ically increasing the classes recognized by a model using active learning (where the

learning algorithm selectively queries the user for labels) is investigated in the context

of heath care [66]. Approaches have been developed in which training data sourced

directly from users is grouped based on their social-network [57]. This work demon-

strates exploiting the social network of the users improves the classification of location

for example significant places. Community-guided learning [84] combines data simi-

larity and crowd-sourced labels to improve the classification accuracy of the learning

system. In [84] hand annotated labels are no longer treated as absolute ground truth

during the training process but are treated as soft-hints as to class boundaries in

combination with the observed data similarity. This approach learns classes (i.e., ac-

tivities) based on the actual behavior of the community and adjusts transparently to

the changes in how the community perform these activities – making it more suitable

29



for large-scale sensing applications. However, if the models need to be adapted on the

fly, this may force the learning of models to happen on the phone potentially causing

significant increase to computational needs [71].

Many questions remain regarding how learning will progress as the field grows.

There is a lack of shared technology that could help accelerate the work. For example,

each research group develops their own classifiers that are hand coded and tuned.

This is time consuming and mostly based on small-scale experimentation and studies.

There is a need for a common machine learning toolkit for mobile phone sensing that

allows researchers to build and share models. Similarly, there is a need for large-scale

public data sets to study more advance learning techniques and rigorously evaluate

the performance of different algorithms. There is also a need for a repository for

sharing datasets, code and tools to support the researchers.

2.8 Inform, Share and Persuasion:

Closing the Sensing Loop

How you use inferred sensor data to inform the user is application specific. But,

a natural question is once you infer a class or collect together a set of large-scale

inferences how do you close the loop with people? Clearly, personal sensing appli-

cations would just inform the individual while social networking sensing application

may share activities or inferences with a friends. We discuss these forms of interaction

with users as well as the important area of privacy. Another topic we touch on is

using large-scale sensor data as a persuasive technology – in essence using big data

to help users attain goals using targeted feedback.

2.8.1 Sharing

To harness the potential of mobile phone sensing requires effective methods of al-

lowing people to connect with and benefit from the data. The standard approach

to sharing is visualization using a web portal where sensor data and inferences are

easily displayed. This offers a familiar and intuitive interface. For the same reasons,

a number of phone sensing systems connect with existing web applications either to

enrich existing applications or make the data more widely accessible (e.g., [73, 75]).

Researchers recognize the strength of leveraging social media outlets including Face-

book, Twitter, Flickr as ways to not only disseminate information but build com-

munity awareness (e.g., citizen science [5]). A popular application domain is fitness,
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for instance Nike+. Such systems combine individual statistics and visualizations of

sensed data and promote competition between users. The result is the formation of

communities around a sensing application. Even though, as in the case of Nike+, the

the sensor information is rather simple (i.e., simply the time and distance of a run)

people still become very engaged. Other applications have emerged that are consid-

erably more sophisticated in the type of inference made but have had limited up take.

It is still too early to predict which sensing applications will become the most com-

pelling for user communities. But social networking provides many attractive ways

to share information.

2.8.2 Personalized Sensing

Mobile phones are not limited to simply collecting sensor data. For example, both

the Google and Microsoft search clients that run on the iPhone allow users to search

using voice recognition. Eye tracking and gesture recognition are also emerging as a

natural interfaces to the phone.

Sensors are used to monitor the daily activities of a person and profile their pref-

erences and behavior making personalized recommendations for services, products or

points of interest possible [65]. The behavior of an individual along with an under-

standing of how behavior and preferences relate to other segments of the population

with similar behavioral profiles can radically change not only online experiences but

real-world ones too. Imagine walking into a chemist store and your phone suggesting

vitamins and supplements with the effectiveness of a doctor. At a clothing store your

phone could identify which items are manufactured without sweatshop labor. The

behavior of the person, as captured by sensors embedded in their phone, become an

interface that can be fed to many services (e.g., targeted advertising). Sensor technol-

ogy personalized to the user’s profile empower them to make more informed decisions

across a spectrum of services.

2.8.3 Persuasion

Sensor data gathered from communities (e.g., fitness, healthcare) can be used not

only to inform users but to persuade them to make positive behavioral changes. For

example, nudge users to exercise more or to smoke less. Systems that provide tailored

feedback with the goal of changing the users behavior is referred to as persuasive tech-

nology [36]. Mobile sensing applications open the door to building novel persuasive

systems which are still largely unexplored.
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For many application domains, for instance healthcare or environmental aware-

ness, users commonly have desired objectives; for instance, to loose weight or lower

carbon emissions. Simply providing a user with their own information is often not

enough to motivate a change of behavior or habit. Mobile phones are an ideal platform

capable for using low-level individual-scale sensor data and aggregated community-

scale information to drive long term change (e.g., contrasting the carbon footprint

of a user with her friends can persuade the user to reduce her own footprint) . The

Ubfit Garden [28] project is an early example of integrating persuasion and sensing

on the phone. Ubfit uses an ambient background display on the phone to offer the

user continuous updates on their behavior in response to desired goals. The display

uses the metaphor of a garden with different flowers blooming in response to physical

exercise of the user during their day. It does not use comparison data but simply

targets the individual user. A natural extension of Ubfit is to present community

data. Ongoing research is exploring methods of identifying and using people in a

community of users as “influencers” for different individuals in the user population.

A variety of techniques are used in existing persuasive system research, for example,

the use of games, competitions among groups of people, sharing information within

a social network, or goal setting accompanied with feedback. Understanding which

types of metaphors and feedback are the most effective for various persuasion goals

is still an open research problem. Building mobile phone sensing systems that in-

tegrate persuasion requires interdisciplinary research that combines behavioral and

social psychology theories with computer science.

The use of large volumes of sensor data provided by mobile phones provide an

exciting opportunity and is likely to enable new applications that have promise in

enacting positive social changes in health and the environment over the next several

years. The combination of large-scale sensor data combined with accurate models

of persuasion could revolutionize how we deal with persistent problems in our lives

ranging from chronic disease management, depression, obesity or even voter partici-

pation.

2.8.4 Privacy

Respecting the privacy of the user is perhaps the most fundamental responsibly of a

phone sensing system. People are understandably sensitive about how sensor data is

captured and used, especially if the data reveals users location, speech, or potentially

sensitive images. Although there are existing approaches that can help with these
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problems (e.g., cryptography, privacy-preserving data mining ) they are often insuf-

ficient (e.g., [51]). For instance, how can the user temporarily pause the collection

of sensor data without causing a suspicious ‘gap’ in the data stream that would be

noticeable to anyone (e.g., family or friends) with whom they regularly share data?

In personal sensing applications, processing data locally may provide privacy ad-

vantages compared to using remote more powerful servers. SoundSense [67] adopts

this strategy, all the audio data is processed on the phone and raw audio is never

stored. Similarly, the UbiFit Garden [28] application processes all data locally on the

device.

Privacy for community-based sensing applications is based on group membership.

For instance, although social networking applications like Loopt and CenceMe [73]

share sensitive information (e.g., location and activity) they do so within groups

in which users have an existing trust relationship based on friendship or a shared

common interest for instance reducing their carbon footprint.

Community sensing applications that can collect and combine data from millions

of people run the risk of unintended leakage of personal information. The risks from

location-based attacks are fairly well understood given years of previous research.

However, our understanding of the dangers of other modalities (e.g., activity infer-

ences, social network data) are less developed. There are growing examples of recon-

struction type attacks where data that may look safe and innocuous to an individual

user may allow invasive information to be reverse-engineered. For example, the UIUC

Poolview project shows that even careful sharing of personal weight data within a

community can expose information on whether a user’s weight is trending upwards

or downwards [40]. [75] evaluates different countermeasures like adding noise to the

data or replacing chunks of the data with synthetic but realistic samples that do not

impact the quality of the aggregate analysis.

Privacy and anonymity will remain a significant problem in mobile phone based

sensing for the foreseeable future. In particular, the “‘second-hand smoke” problem

of mobile sensing creates new privacy challenges, including: how can the privacy of

3rd parties be effectively protected when other people wearing sensors are nearby?

How can mismatched privacy policies be managed when two different people are close

enough to each other for their sensors to collect information from the other party?

Furthermore, this type of sensing presents even larger societal questions, for example,

who is responsible when collected sensor data from these mobile devices cause financial

harm? Stronger techniques for protecting the rights of people as sensing becomes more

common place will be necessary.
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2.9 Summary

This chapter presents the current state of the art and open challenges in the emerging

field of mobile phone sensing. The primary obstacle to this new field is not a lack of

infrastructure, millions of people already carry phones with rich sensing capabilities.

Rather, the technical barriers are related to performing privacy-sensitive and resource-

sensitive reasoning with noisy data and noisy labels and providing useful and effective

feedback to users. We believe once these technical barriers are overcome this nascent

field will advance quickly, acting as a disruptive technology across many domains

including social networking, health and energy.

A central theme of this thesis is that many of these barriers can be overcome by

leveraging communities of users within the sensing system. In the proceeding three

chapters we explore this topic as it relates to the building of robust and scalable

classification models of human behavior, context and events. We begin by describing

in the next chapter a set of experiments which exploit collaboration between two

types of communities; specifically, ad-hoc in-situ collaboration between communities

of nearby mobile devices and post-facto collaboration within a social network of peo-

ple. Insights from these experiments were applied in the subsequent chapters, the

first of which addresses the deficiencies of crowd-sourced noisy labels with the second

overcoming the population diversity problem.
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Chapter 3

Leveraging Social and

Opportunistic Networks

3.1 Introduction

We begin our examination of community-guided approaches to boosting classification

model performance with a series of exploratory experiments presented in this chapter.

The results of these experiments clearly demonstrate the potential of community

grounded approaches and guide our later investigations. In this chapter we frame

the challenges facing the construction of accurate inference models as being: i) the

lack of appropriate data inputs (i.e., features) and ii) the time and effort that must

be spent in training a model of sufficient accuracy. Two forms of communities are

considered. In the first, physical communities of co-located mobile devices cooperate

to make inferences using the similar views available to each device of the same nearby

event. In the second, virtual communities comprised by the users of mobile devices

connected by social networks are employed. This community collaborates to make

inferences by leveraging similar behavioral patterns (allowing, for instance, a model

from one user to be potentially useful for another) or the overlap in labels semantics

due to close social ties (allowing, for example, training data to be shared). In what

remains of this section we describe the two techniques we proposed in this chapter for

exploiting each form of community and discuss in more depth motivating scenarios.

The consumer-device-based sensing substrate upon which people-centric applica-

tions are built is characterized by heterogeneity in terms of sensing and other resources

(e.g., memory, battery capacity). Therefore, the data inputs most useful in generat-

ing high accuracy models are not likely to be available on all devices. As an example
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using a snapshot of current technology, classifiers distinguishing indoor vs. outdoor

locations are built using data features from GPS and WiFi sensors [72]. However,

GPS and Wifi are integrated into only a relatively small percentage of cell phones

on the market today. This heterogeneity often requires users of less capable devices

to settle for less accurate models based on other available data features. Figure

3.1(a) illustrates the result of this situation, showing the experimental performance

of a significant places classifier (see Section 3.4 for implementation and performance

details) for four device capability classes (CC): CC1 is Bluetooth only, CC2 is Blue-

tooth and WiFi, CC3 is Bluetooth and GPS, and CC4 is Bluetooth, WiFi and GPS.

Perhaps unsurprisingly, the accuracy of location recognition increases as the sensor

inputs from more capable cell phones are used to generate better models. These

observations motivate and inspire our proposed opportunistic feature vector merging

approach with which we seek to push the model performance possible with lower

tier devices (e.g., CC1) towards that possible with higher tier devices (e.g., CC4).

With feature vector merging, data features from more capable devices are borrowed

and merged with data features natively available from a less capable device in the

model building stage, allowing the less capable device to generate a higher accuracy

model. This borrowing is facilitated by opportunistic interaction (though not neces-

sarily communication), both direct and indirect, between a less capable device and a

more capable device in situ. As an example of direct interaction, as two cell phone

users follow their daily routines, the cell phone without GPS can borrow GPS data

features from the cell phone with GPS as an input to its indoor/outdoor model. An

indoor/outdoor model based on GPS feature instances borrowed over a period of time

may also be built. In the indirect interaction case, both devices collect data samples

according to their respective capabilities. Subsequently, centralized matching between

commonly collected features (i.e., not GPS) may provide for a binding between the

feature vector collected by the phone without GPS and the GPS features collected

by the GPS-equipped phone. The GPS features can then essentially be borrowed via

this binding.

Even when devices provide an appropriate set of data features to build accurate

models, users may be required to gather a large set of training data (perhaps manu-

ally labeling it) before applications using the model outputs work at their peak level.

The inconvenience in both the labeling of training data and the time required for

model training to complete may act as disincentives to the broad-scale adoption of

new people-centric applications [72]. One approach to reduce model training time

and effort is to support the sharing of labeled training data among users. Sharing
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Figure 3.1: Classifier performance relative to varying device capabilities and the size of
the training data used. In (a), accuracy is plotted for various capability classes (CC): CC1
is Bluetooth only, CC2 is Bluetooth and WiFi, CC3 is Bluetooth and GPS, and CC4 is
Bluetooth, WiFi and GPS. In (b), accuracy is plotted against the training set size.

training data has the effect of reducing the per-user training time and labeling effort

when building the necessary collection of training data, but is also likely to reduce

the accuracy of the resulting models. This is especially true in people-centric sensing

systems based on common mobile devices like cell phones. In this context, sensor

data features are often limited by the non-ideal set of sensors embedded or interfaced

to the cell phones, and also the quality of the training process is difficult to control.

Therefore, models in this domain are often more tightly bound to the individual in

order to achieve higher accuracy. Consider Figure 3.1(b), which shows the classifica-

tion accuracy versus training set size for our significant places classifier. The dashed

line curve reflects the accuracy of a model built by merging experimental training

data from all participants (see Section 3.4 for details). The solid line curve in Figure

3.1(b) shows the average accuracy of a collection of models, built on a per-user basis
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using only data sourced from each respective participant. For a given value A on the

x-axis, for the per-user models, each of the N users provides A instances, while for the

global model each user contributes roughly A/N instances. The quantity of per-user

training data required in building the global model is low since model training cost

is amortized over all the users in the system. However, the accuracy is also consis-

tently low due to the aforementioned problems with global training data sharing in

people-centric sensing systems. With our proposed social-network-driven sharing, we

provide a hybrid approach that builds models based on training data shared within

social circles, within which we conjecture group vocabularies and other commonalities

lead to more consistently labeled training data and a higher model accuracy, while

still reducing the quantity of per user training data required.

The contributions of the chapter are: (i) we are the first to propose opportunis-

tic merging of feature vectors between devices to improve model accuracy on lower

capability devices; (ii) we propose the sharing of training data and models between

devices by leveraging the social relationships between their users; and (iii) we im-

plement and test these two complementary techniques in the context of “significant

places” [115] [15] [45], a people-centric service targeting sensor-equipped mobile de-

vices.

3.2 Related Work

The problem of acquiring suitably labeled training data to build classification models

is well recognized, and is addressed in the literature in a number of ways. To the

best of our knowledge, there is no existing research targeting feature sharing through

opportunistic interaction. This may be due to the fact that feature sharing may

add uncertainty to the system and is thus a counter-intuitive approach to improving

model accuracy. Opportunistic sharing of data features and models can be viewed as

a special case of opportunistic data exchange more generally. As such, sensor fusion in

ephemeral proximity-based networks is related, though neither communication within

socially connected groups nor the constraints and advantages of sharing to enhance

classification accuracy are treated in the general case. Sharing training sets from

one user’s model to improve the performance of another can be thought of as co-

training [117].

The Tapestry system [42] uses a collaborative approach to perform document

filtering (e.g., email) based on the reactions/responses of others. The authors of [27]

propose what they term collaborative machine learning, which unifies collaborative
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filtering and content-based filtering. The approach considers both the user’s data

content, as well as attributes and descriptors, to gain a better idea of the similarities

among users, providing better accuracy for document retrieval and recommendation

applications. A similar sharing concept is explored in [95], where the authors propose

a method for recommendation sharing based on statistical correlations in users’ data

sets (e.g., music artist playlist). While these approaches enable sharing of what

can be considered model training data or classification models, the sharing ignores

social group connections. We conjecture our social-network-driven sharing proposal

can be integrated into these systems to improve performance (e.g., in Tapestry, only

considering annotations created by members of the same social group). Using social

connections to guide sharing can be thought of as semi-supervised learning [117].

There are a number of research papers contributing to various aspects of “signifi-

cant places” applications, including significance learning [62], location clustering [115],

and location prediction [15]. We use significant places, representative of emerging ap-

plications using sensor-enhanced inferences and targeting mobile devices, to demon-

strate the usefulness of our techniques of opportunistic feature vector merging and

social-network-driven training data sharing.

3.3 Proposed Techniques

At a high level, a standard approach to building models involves first sensing available

data, extracting and labeling sensed data features that accurately describe states, and

then finding a classification technique that provides high accuracy and high confidence

classification. In terms of model usage, first the available data is sensed, the necessary

features are extracted and fed into the model without labeling, and then the model

outputs the inferred label. In Figure 3.3, we represent these two processes pictorially,

and include the stages in each process where our proposed techniques hook in (en-

circled with dashed/dotted lines). As indicated in the diagram, feature merging and

social-based training data and model sharing are complementary techniques that can

be composed in both the model learning and usage processes to improve performance.

In the following, we discuss in more detail a number of design and implementation

challenges, providing a roadmap for future work needed to realize the full potential

of our approaches. We begin to address these challenges in this work.
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Figure 3.2: Typical model learning and usage processes, and how opportunistic feature
vector merging and social-network-driving sharing hook into these. In the diagrams, the
circumscribed “plus” symbols represent a merging of information (e.g., labeled features).
Actions are enclosed ellipses, while objects are enclosed in rectangles.

3.3.1 Opportunistic Feature Vector Merging

With opportunistic feature vector merging, we aim to leverage opportunistic interac-

tions (both direct and indirect) between devices with different capabilities to improve

the model accuracy achievable on less capable devices. Less capable devices borrow

from more capable devices features that allow for the generation and subsequent use

of more accurate models than those possible to generate from only natively available

data features. Here, the capability of the device can be thought of in terms of sensor

configuration, available memory, and CPU/DSP characteristics. Thus, as in the ex-

ample given in Section 3.1, opportunistic feature merging can provide desirable vector

elements (e.g., those derived from GPS and WiFi data) that are not available natively

due to the sensor configuration. Secondly, merging can provide additional data fea-

tures of native types that may be needed, for example, when the device is not capable

of storing a time series of the required size. Finally, opportunistic feature merging

can be used to share features extracted from external data that are also available

natively, but can not be calculated on the device due to device limitations (e.g., a

computationally intensive FFT of microphone data cannot run on a CPU-limited de-

vice even though the device has the microphone). A number of questions arise when

considering a system design that uses opportunistic feature vector merging, which we

explore in the following subsections.
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Determining what features are sharable.

Given the mobile devices available on the market today, the following hardware sen-

sors are available in at least a subset of devices: camera, microphone, accelerometer,

802.11 radio, Bluetooth radio, GPS receiver, cellular radio. The raw sensor data from

each of these sources can be processed in many ways, alone and in combination, to

extract features useful for model building. However, not all of the features are equally

sharable for opportunistic feature merging. For example, two co-located devices, one

with a GPS receiver and with an 802.11 radio can likely exchange features from these

sensors for mutual benefit. On the other hand, data mined from a user’s calendar

on one device may not be of much use on another user’s device, and may even result

in a worse model for the borrowing device. Similarly, raw samples from light sensors

separated by even a very small distance by have very different values due shadow

patterns, and may not be amenable to sharing. However, it may be useful to share

temperature samples even at longer distances since temperature gradients tend to be

shallower. While determining which particular features are beneficial to share or not

likely depends on the classifier (e.g., how susceptible is the output to inaccuracy in

the input), a reasonable guideline is to only share features that are not highly person,

device, or location specific. Even if these contribute to a better classifier on their

native device, they are unlikely to do so on another user’s device.

What are the feature sharing mechanisms.

In Section 3.1, we introduce two types of opportunistic feature merging, depending

on whether the interaction is direct or indirect. The feature sharing mechanism for

each variant is slightly different. For direct interaction, devices periodically broadcast

their available data sources (e.g., hardware sensors) via an available short range radio

interface. Advertising only the data sources is preferable to advertising the entire

feature set in terms of efficiency, since there are likely many possible features per

data source. Additionally, only those data sources that are likely to be sharable (as

discussed previously) should be advertised to reduce unproductive feature sharing.

Devices that are interested in borrowing reply with a request for all the features

available for a given (set of) data source(s). Requesting only the features, rather

than all the raw data, saves on communication energy spent by both the lender and

the borrower. With direct interaction, models can be used in a distributed way on

each mobile device. Over time, it is also possible for a device to collect enough shared

feature instances to build models based on shared features, potentially allowing for

41



infrastructureless bootstrapping of the system.

In contrast, feature merging via indirect interaction uses a centralized approach,

requiring no direct device peer interaction. All devices collect samples, extract fea-

tures, and generate models to the best of their respective abilities in situ. Subse-

quently, when each device transfers its training data/features to a dedicated server,

the merging process looks for evidence in the features provided by all users that two

or more devices were sensing the same location or event. If so, then these devices are

able to share features to generate better models. Indirect sharing is helpful if two

devices are co-located but can not communicate locally due, for example, to radio

incompatibility. Indirect sharing also allows devices that sense the same event/phe-

nomenon but are never co-located to share data, if the sensed event/phenomenon is

relatively constant in the time between the respective devices’ visits. Finally, indirect

sharing potentially saves on communications costs over direct sharing since no local

data exchange is necessary. For example, consider two devices that each have a GPS

receiver, but only one has a CO2 sensor. In this case, the merging process can identify

through matching GPS readings that the devices were in roughly the same place at

the same time. Then the device without the CO2 sensor can borrow the CO2 readings

and incorporate them into its training data to generate improved models.

What to do when shared features are not available.

One drawback to building models requiring borrowed features is that there is no

guarantee a device will be on hand to share the required features when the model

is to be used. We address this with two approaches. First, each device generates a

collection of models, each relying on different sets of available features. The device

uses the model that has the best expected performance (i.e., w.r.t its confusion matrix)

given the features available at the time of classification. In the worst case, this will

be the model learned only from device-native sources. Second, we build models using

algorithms that are more resilient to missing or noisy elements of the feature vector.

For example, the KNN imputation method performs better relative to the comparison

technique of the LNN classifier [11].

Privacy concerns in sharing.

Opportunistic feature sharing potentially leaks personally sensitive information (e.g.,

location trace). One option is to provide the user with the ability to configure the type

of data that is sharable, and with whom. Another option is to share features without
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including any identifiers in the packet payload. However, for direct sharing the MAC

address of the short range radio used to share can be logged. Use of disposable MAC

addresses is possible [43], but this may limit functionality for certain PHY/MAC

technologies. Providing truly anonymous data exchange for ad hoc mobile devices is

a focus of ongoing research in the community [29], but is outside the scope of this

thesis.

3.3.2 Social-network-driven model and training data sharing

With social-network-driven training data sharing and model sharing, we aim to lever-

age social connections between device users to reduce the amount of time and effort

an average user must expend to train her models while maintaining reasonable model

accuracy. These social connections may be short-lived or persistent, and include con-

nections based on proximity, professional groupings, family, friends, people sharing

common interests (e.g., tango class), and many others. A number of techniques for

mining social graphs from various information sources exist, but a review of this lit-

erature is out of scope. In the following, we discuss training data sharing, deferring

treatment of model sharing to a later section. As discussed in Section 3.1, sharing

training data generally has the effect of reducing the time and effort of training, but

has the undesirable side effect of reducing the accuracy of models generated with this

mixed data. Features that have good discriminative power within particular popula-

tion subgroups, lose effectiveness within larger groups. We propose to allow sharing

only within social circles to moderate this reduction in accuracy, while still reducing

training time and effort. In the following, we describe a number of challenges to

social-network-driven sharing, and discuss the motivation of model sharing between

members of the same social group.

Exploiting social connections.

Previous work [26] [33] suggests ways to mine sensor-based and other data to infer

social graphs where the vertices are people or groups and the edges are relationships.

Assuming known social graphs, we construct models with training data sourced on

the basis of the strength of social connections (edges in the social graph) between the

intended target of the model (e.g., the device user) and others. A lower bound on the

strength of connection between two users may apply such that sharing does not occur

below this threshold. We expect people who are members of the same social groups

(including combinations of cultural, workplace, social, or family groups) will have
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similar background or other context that translates into similarity in label definitions

(i.e., what classes are important and what are the appropriate labels). By exploiting

awareness of the social connections between people we build a training set sourced

by a variety of people that still produces a model for a particular individual (or

group) that approximates the performance of a model built solely from training data

sourced from this individual (or group) in terms of both classification accuracy and

the understandability of labels.

A number of interwoven social graphs are likely to apply to a given set of individu-

als. The nature of the inference problem (i.e., the application, or learning technique)

may determine which social graph to use when considering which training data to

import from other users. In the context of our running example of significant place

classification, if a user may provide free-form labels (e.g., colloquial labels for loca-

tions), it may be appropriate to incorporate labeled instances from other nodes in

her social network with whom she is frequently physically located, under the suppo-

sition that a location-specific vocabulary is likely in use (e.g., workplace vernacular,

regional dialect). On the other hand, individuals to whom one is extremely close

socially (e.g., a girlfriend), may be of less use in sharing location-specific vocabulary

if they are frequently physically distant. Similarly, labeling of certain activities or

social settings may be more culturally and demographically driven.

Quality and consistency issues.

A number of challenges arise related to the quality and consistency of shared data

instances.

First, the quality of the training instances may vary from user to user due to the

care taken when the training data was gathered, the training methods used, and the

training environment (e.g., data collected under non-typical circumstances can lead

to a model that does not perform well in general). Challenges in repairing ill-labeled

data aside, it is difficult even to determine which instances are lower quality. This is

especially difficult when the pool of available labels is small and statistical techniques

for instance anomaly detection are not applicable. Because of this, importing lower

quality training data can pollute one’s natively collected data, leading to poorer model

performance.

When free-form labeling is used, opinions may vary among users on the proper

size of label set, the feature support of each label, and the label itself. A related

complication is that lexicographically identical labels may mean different things to

different people and different labels may mean the same thing to different people.
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One way to address these issues is to apply structure to the labeling stage such that

a fixed set of valid labels, each with a provided definition, is imposed on all users.

However, this approach restricts the classifications problems that can be solved, and

may result in a model that, though accurate, gives labels that are not well understood

by a given user.

Designing models robust to mixed source data.

Given the lack of flexibility of structured labeling, we support free-form labeling.

While sharing within social circles mitigates labeling consistency issues to some ex-

tent, the process of learning models must still be robust to them. Incorporating con-

tradictory instances, where the same class of features is given two or more different

labels (by multiple users), leads to a situation where the same class of feature vectors

will be mistakenly fragmented into multiple labels. (The impact of this fragmenta-

tion is somewhat problem-specific, since a classifier that seeks only to differentiate

between logical classes of might perform well even with fragmented features.) We use

an unsupervised clustering approach to detecting and correcting this fragmentation

in our significant places implementation discussed in Section 3.4. Instances can then

be appropriately grouped regardless of their label, with the introduction of some error

due to imperfect grouping. After clustering, a normative label may be applied for

consistency.

Social-group-based Model sharing.

In addition to sharing training data, the models themselves are also candidates for

sharing. The trigger for borrowing models would be noticing that the performance

(e.g., recall, precision) was better in the model of a fellow social group member than

in yours for the same feature vector. In this case, either the user’s device can check

neighboring devices in situ to if they have an appropriate model with better perfor-

mance (e.g., via an advertise-request-response protocol), or the model sharing can be

done in a centralized way on a dedicated server. The rationale for model borrowing

between members of a social group in particular is that even though the models may

have been learned based on training data labeled by your buddy, your buddy’s la-

bels are likely to make sense to you because of your shared membership in the social

group. Elements of shared models that may be particularly helpful in improving a

user’s locally generated model can be permanently incorporated by importing the

appropriate training data and relearning the local model. This is beneficial in the
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online case since performance can be maintained even when the neighbor with the

better model is not nearby, and in the offline case it reduces unnecessary processing.

3.4 Evaluation

To evaluate the impact of opportunistic feature vector merging and social-network-

driven data and model sharing on a real people-centric application, we implement a

version of the “significant places” classifier (e.g., [50] [33]). We use this as a vehicle

to demonstrate the application of our techniques. In the following, we describe the

implementation and focus of our variant of significant places, and the experimental

data collection methodology, followed by selected performance results.

3.4.1 Significant Places

A frequently examined classification problem in the literature is that of taking loca-

tion traces of a user and distilling them into a sequence of visits to places that are

significant to her (e.g., home, work, gym). This is used by applications that present

historical summaries of the user’s daily life [15], or even to determine when a person

has taken a wrong turn heading toward home [83]. A generic significant places clas-

sifier may be thought of in terms of three main phases. In the first phase, various

data features (e.g., visitation frequency and dwell time) of a user location trace are

extracted from the raw data and analyzed to identify locations and infer whether

they are significant to the user. In the second stage, the significant places are labeled,

either by mapping the location feature vector to a set of system-provided labels or by

manual prompting of the user to allow for personalized labels. In the third phase, the

classifier is run to see how accurately the system can recognize that a user has entered

a significant place. A number of proposals (e.g., [115] [50]) exist addressing the first

phase of learning models to infer significance. As significance inferencing is orthog-

onal to our techniques, in our implementation we simplify the first two phases and

have the user manually label instances of location feature vectors as significant or not

(c.f. the collection methodology in Section 3.4.2). Based on these labeled instances,

we then evaluate the impact of our merging and sharing techniques on the accuracy

and label understandability of models built to recognize the labeled significant places.
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3.4.2 Data Collection Methodology

As the sensing, processing and display capabilities of cell phones increase, cell phones

provide a unique chance for researchers to understand the real mobile user behaviour

and to provide true in situ mobile services. To gather user-labeled significant place

instances we use Nokia N80 and N95 smart phones. Both models feature Bluetooth

and an 802.11g WiFi interface. The N95 also comes with an integrated GPS receiver.

To facilitate user labeling of significant places, we implement and install a PyS60

(Python for Symbian S60) client on each cell phone. The client provides two funda-

mental services: user labeling and daily trace recording, and sensor sampling. For

each significant place, the user enters a new label (or selects a previously entered

one). With a button click, the user indicates when she enters and leaves the selected

significant place. The client records the label, and the enter and leave times for

each significant location visit. From these entries, the client generates a significant

location trace for each user. The user is able to review and edit the daily trace to

verify its correctness. The sensing daemon runs in the background to sample from

the Bluetooth, WiFi and GPS, if available. We use an inter-sampling interval of ap-

proximately three minutes, which gives an average battery life of more than 6 hours.

The sampling duration is lasts between 30 and 60 seconds, depending on how long

the function call to scan the Bluetooth neighborhood takes to return. The following

data are captured: GPS - latitude, longitude, altitude, accuracy, time, speed, number

of satellites; WiFi - beacon interval, security mode, SSID, BSSID, signal strength;

Bluetooth - address, device name, service type.

3.4.3 Data Analysis Methodology

The inputs to the models we construct are based on a feature vector formed from

three types of elements; location, time and social context. Clock, GPS, WiFi and

Bluetooth data give rise to the following features, which are also further processed

to generate averages and variances. From the clock, we extract day/night, 3-hour

block, the duration of visitation, weekday/weekend and, business/after hours. From

WiFi, we extract the absence or presence of access points (APs) identified by their

MAC addresses, the relative RSSI order among the visible APs, the individual and

aggregate RSSI, and other AP statistics that have been previously used to distinguish

geographic locations [45] [55]. From social context, we seek to capture the social

characteristics of the location. We extract the number of Bluetooth-toting people

in the area (assuming one device per person). This is used in concert with a list
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of the people with whom the individual has social connections (e.g., from Facebook

or other social networking sites). Use of Bluetooth and WiFi features allows us

to distinguish between adjacent locations that may have very similar GPS features.

We use the Weka machine learning workbench [109] for our analysis, specifically the

default configuration of the bagging algorithm applied to the decision tree module,

REPTree. All models are trained on a randomly selected 50% of the data set available

for it. In the following, we describe initial performance results achieved with models

based on a proof-of-concept implementation of our sharing and merging ideas. We

leave a deeper investigation of the design space for later work.

3.4.4 Performance Results

In an experiment run over 12 days, data we collect from 13 phone users (four Nokia

N95 and nine N80 cell phones) using the collection methodology outlined above com-

prises 14375 labeled instances of 62 uniquely labeled locations. We run post-collection

validation via manual checking and participant interviews to verify the integrity of the

data set. All phone users are members of, or are socially connected to the Computer

Science Department at Dartmouth College. Participant ages range from 24 to 49; one

user of the 13 is female. We also gather results from a survey (described subsequently)

that includes the 13 phone users and an additional 8 survey-only participants. These

latter fall in the same aforementioned age range and have the same departmental con-

nection; one of the additional 8 is female. We present results demonstrating the po-

tential impact of the opportunistic feature vector merging and social-network-driven

sharing.

Feature Vector Merging Performance.

We generate models, “merge” and “no merge”, from experimental data, and examine

the impact of performing direct sharing of features based on different device capabil-

ities. Sharing of features is done on the basis of Bluetooth connectivity. Whenever

two devices in the experiment detect each other in their Bluetooth neighborhood

then feature sharing is enabled. An exchange of feature vector elements occurs when

possible, giving participant nodes a richer feature vector they would otherwise have

based on native sensors. Although all Nokia N80 and N95 phones have WiFi and

all N95 phones have GPS, to emulate four distinct capability classes of devices for

some devices in the experiment the WiFi on the N80 phones and the GPS on the N95

phones is ignored as needed to support allowing four different classes to be emulated.
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Figure 3.3: Performance Plots

We build the models as follows: a single model is generated for each user during the

evaluation. This model is trained using all the feature vectors available, even those

that are intermittently available via sharing. This results in numerous feature vector

instances with missing elements, since sharing is not continuously available. We do

not explicitly handle missing data within execution of our model (e.g., using a model

swapping technique), but instead use a machine learning technique (bagging) innately

robust to the missing data. Models are built on a per-user basis using training data

specific to the user and user’s device, and based on his or her own opportunities for

merging.

Figure 3.3(a) shows a comparison of these two models. It reports the average

classification accuracy for each of the per-user models generated. Accuracy is plotted

against the phone capability class. In each of these classes the performance is reported

for all phones being limited to this operating level or lower. The plot shows that
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with feature sharing, we can always gain an advantage in model accuracy, except

for capability class CC4 devices since those already have all the sensors natively. In

our campus environment and predominantly indoor significant places, WiFi is the

most powerful feature to share to improve accuracy, as indicated in the large increase

between CC1 (Bluetooth only) and CC2 (Bluetooth and WiFi). In environments

where WiFi features are less available, we expect shared GPS-based feature elements

to be the most helpful.

Social-network-driven Sharing Performance.

We generate four models from experimental data, including two that incorporate

sharing to support model generation, “instance sharing” and “model sharing”, and

two that do not, “global” and “user”. With these models, we investigate the impact of

sharing on classification accuracy with respect to the amount of training data provided

by each user. In all cases, models are trained using a randomly selected 50% of the

data, with the balance used for performance testing. The device population comprises

the following mix of capability classes: 5 Bluetooth only; 4 Bluetooth and WiFi; and

4 Bluetooth, WiFi and GPS.

As discussed in the Introduction, the “global” model is generated by pooling

training data from all participants, with each user contributing roughly the same

amount to the pool. The “user” model is generated on a per-user basis using only

training data sourced from the user herself.

The “model sharing” approach generates per-user models as in the “user” ap-

proach, but then multiple models are tested before settling on a label output for a

particular instance. The decision to apply another model or settle on the current

result is based on estimated accuracy for the generated label. The choice of whose

per-user models to choose for a given classification task is driven by social connec-

tions between users, prioritizing social connections that are logically related to the

classification task. In so doing, models are applied according to a hierarchy of social

groupings. Users’ models within a group are ranked arbitrarily in our implementa-

tion, but the strength of personal social ties within a group can also be considered

when deciding the order of model application. The application of models terminates

either when a confidence threshold is reached (to improve classification accuracy), or

if a certain maximum number of models is applied (to limit overhead). Lastly, with

“model sharing”, we always test the “global” model (global sharing) as well, and

the result with the highest confidence among all the tested models becomes the final

output label.
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With “instance sharing”, per-user models are built, but for a given user the train-

ing data is sourced from the user and from people within the user’s social networks.

As with “model sharing”, a social group hierarchically is constructed considering the

purpose of the classifier and the groups’ potential impact in this regard, and intra-

group ranking is also handled in the same way. In “instance sharing”, training data

instances are accumulated iteratively, considering one user per step, until the overall

required number of training instances L is assembled. At each step i, the user is

tapped to provide up to L/i instances. The goal, if K steps are taken to accumulate

L instances, is to have each user provide L/K instances. At any point, if a user can

not contribute the desired L/i instances, randomly chosen instances from the global

pool are chosen, but are removed from the overall required L if they are no longer

needed as filler.

The social groups present in our experimental user population and used for the

sharing-based models are: “students”, enrolled students at any college; “Dartmouth”,

enrolled students at Dartmouth College; “batch”, grouped according to the year

arriving at Dartmouth; “founders”, founding members of SensorLab that have worked

together since the inception of our research group; “SensorLab”, all members of the

SensorLab research group; “CMC”, all members of the CMC Lab research group;

“Chinese”, have a strong social tie including a daily lunch group; “Facebook”, social

connections as defined within Facebook; “basketball”, participants in a local summer

basketball club; “town”, those with a common town of residence; “European”, those

with a European origin; “non-U.S.”, those with any non-U.S. origin. We order these

groups according to the degree to which we expect them to improve our significant

places classifier. Participants in the study are members of multiple different social

groups.

The rationales for a few of the ranking decisions are as follows. We rank “Face-

book” above “Dartmouth” since we expect Facebook friends to use common names

for specific locations more so than does the general pool of Dartmouth students. The

same logic leads us to rank the “members” ahead of “students”. Group rankings

may fluctuate seasonally. For example, the “basketball” group meets regularly, but

only during the summer - familiarity (e.g., common experience, shared stories, shared

vocabulary) decays over the rest of the year. Conversely, the “Chinese” group meets

every day at noon for lunch, so the social ties remain strong throughout the year.

Figure 3.3(b) shows the classification accuracy versus training set size for each

type of model. For a given value A on the x-axis, for the per-user models, each of

the N users provided A instances, while for the global model each user contributes
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User Feature Model Instance

Model (avg) Global Merging Sharing Sharing

TPR 0.598 0.383 0.617 0.721 0.389

FPR 0.563 0.349 0.565 0.652 0.304

Precision 0.691 0.496 0.712 0.807 0.544

Recall 0.598 0.383 0.617 0.721 0.389

Table 3.1: Classifier statistics.

roughly A/N instances. For the sharing-based models, we assign equal weights to

all social groups; the group hierarchy is flat. Each of the M users involved (i.e.,

through common social group membership) contributes A/M instances. The figure

demonstrates the advantage of sharing only within social groups rather than globally

as the model accuracy curves for both instance sharing and model sharing are always

above that of the global model. Additionally, we see the advantage in terms of model

learning time (i.e., required training data set size) that both instance and model

sharing provide. We find that social-based model sharing achieves a higher maximum

accuracy than training instance sharing for our data set. As expected, the per-user

model outperforms instance sharing as the amount of available training data becomes

large enough.

Classifier Performance Details

Figure 3.3 shows the sensitivity of the model accuracy to both the richness of the

feature vector and the availability of training data, accuracy alone does not pro-

vide the full picture of the model performance. In Table 3.1, we present additional

performance details (true positives rate (TPR), false positives rate (FPR), precision

and recall) for each of the classifiers we use (i.e., the average performance across all

classes). For the results shown here, the training set size is fixed at 719 instances.

3.4.5 Survey Results

To understand the impact of social-network-driven model and instance sharing on the

understandability and appropriateness of the model output labels, we survey 20 par-

ticipants concerning the outputs of the sharing-based models used in the experiments

described in Section 3.4.4. In this survey, we focus on determining the participants’

depth of understanding of shared labels, and their feeling of the appropriateness of

these labels when shared socially.

In Table 3.2, we report statistics on the level of comprehension people from dif-

ferent social groups have of labels produced by members of their own versus other
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Strong Weak None
“SensorLab” “CMC” “SensorLab” “CMC” “SensorLab” “CMC”

Group Labels Labels Labels Labels Labels Labels

“SensorLab” 0.75 0.32 0.09 0.15 0.16 0.53

“CMC” 0.40 0.55 0.05 0.03 0.55 0.43

All 0.48 0.34 0.14 0.31 0.38 0.49

Table 3.2: The level of comprehension people from different social groups have of labels
produced by members of their own or other social groups. Members of the same social
group share a better comprehension of each other’s labels on average.

social groups. Survey participants are asked questions to determine their level of

understanding regarding 8 different labels. For each label, users are asked to identify

to where they think a label refers when given the label provider’s name and the label

itself. The understanding is categorized as “strong”, “weak”, or “none” depending

on how accurately the label is positioned on a map; “strong” if the exact location

is indicated, “weak” if a location in the vicinity is indicated, and “none” otherwise.

Label providers are not asked about their own labels.

Comprehension levels are shown in Table 3.2 for the dominant social groups (“Sen-

sorLab” and “CMC”) that produced the most labels in our experiments. Members of

the same social group share a better comprehension of each other’s labels on average,

compared both with members of the other group and the average population. For ex-

ample, on average members of “SensorLab” stated they had a “strong” comprehension

of 75% of labels generated by members of their own group, but no comprehension of

53% of the labels generated by “CMC” members. These results indicate that a model

based on global sharing is likely to perform poorly in terms of understandability,

in addition to accuracy (Figure 3.3(b)), underscoring the importance of social-based

sharing.

To determine the statistical significance of the results in Table 3.2, we run a χ2

test with a threshold of 0.05, and calculate χ2

α = 5.9915. First, we test the null

hypothesis that comprehension of the labels provided by the “SensorLab” group is

independent of group membership. The null hypothesis rejected with Q = 14.401. In

the analogous test for the comprehension of labels provided by “CMC” members, we

calculate Q = 6.3068, again rejecting the null hypothesis, concluding that the “CMC”

members’ better understanding (relative to that of “SensorLab” members) of labels

provided by fellow members is statistically significant. These results give statistical

credence to the notion of social-group-based sharing.

Table 3.3 presents results from the same survey on the appropriateness of labels

provided by selected individuals for particular places. Given a place, survey partic-

53



Place:Label
SensorLab lab:‘Lab’ CMC lab:‘Lab’ Orient Restaurant:‘Ori’

Groups (“SensorLab”) (“CMC”) (“Chinese”)

“SensorLab” 2.10 1.00 0.83

“CMC” 1.25 1.75 1.25

“Chinese” 0.80 1.20 1.20

Table 3.3: The level of appropriateness of selected labels as viewed by different social
groups. Social connections can strongly impact the perceived appropriateness of a label, an
important motivation for social-based instance/model sharing.

ipants rate four possible labels (each taken from labels generated by the 13 phone

experiment participants) to describe the place on a scale from 0 to 4 (0 means “not

appropriate”). Table 3.3 shows selected results for three (place,label) combinations.

Generally, the table shows that the perceived appropriateness of a given label can be

strongly impacted by social connections, as reflected in the higher values along the

diagonal. For example, at least one member of each of the two laboratory groups

(“SensorLab” and “CMC”) included in the user set use the label ‘Lab’ to refer to

their respective lab. Members of each lab think this label applies most appropriately

to their own lab (i.e., average rating of 2.10 and 1.75 for their own versus 1.25 and

1.00 for the other lab). “Chinese” comprises those that often go together for lunch

at the Orient restaurant. The table shows that “Chinese” members are more likely

than “SensorLab” members (though not more so than “CMC” members) to find the

diminutive ‘Ori’ acceptable. The lack of distinction between between “SensorLab”

and “Chinese” for this label may be due to the existing overlap in group membership.

These results support the use of socially shared labels in the significant places test

application.

3.5 Summary

As the sensing and computation capabilities of consumer mobile devices (e.g., smart-

phones) increase, the development of people-centric applications augmented with sen-

sor inputs will also accelerate. To facilitate the wide-scale adoption of these appli-

cations, we have proposed two techniques aimed at both increasing the accuracy of

classification models used by these applications, reducing the burden on the user in

terms of providing labeled training data. We have demonstrated the efficacy of both

opportunistic feature vector merging and social-network-driven sharing in the context

of “significant places”, a useful classification process for people-centric sensor-enabled

applications. To the best of our knowledge we are the first to demonstrate the ability
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of classification accuracy to be increased by grouping similar users together, as identi-

fied by their membership in social networks. Our results underscore the opportunity

and importance of leveraging the inevitable device heterogeneity that results from

the evolution of technology, and the importance of taking social relationships into

consideration when sharing in support of model building.

Although these results confirm the potential for approaches that leverage commu-

nities at the same time they have a number of glaring limitations. Features are shared

between mobile devices without any mechanism that validates the suitability of data

to be shared. This weakness most likely did not become apparent during evaluation

as features based on location estimates are fairly robust to being shared between

devices over short distances. In contrast, features based on other sensor modalities

(e.g., sound, camera) are far more sensitive to distance and orientation of the de-

vices. Similarly, this chapter assumes that untrained users will provide labels that

are used to build classification models but ignores the mistakes they will no doubt

make in the segmentation of classes and labeling of sensor data. This assumption will

not withstand use within a real-world large-scale user population. Class “pollution”

from noisy labels will quickly accumulate to the point of counteracting the benefits

of larger pools of labels. Finally, it is unclear as to how generalizable our techniques

actually are beyond the specific application of “significant places” under which they

are demonstrated.

In the next two chapters we focus solely on communities formed by users in favor

of in-situ co-located devices. We develop techniques that make realistic assumptions

about user behavior, for instance the error-prone nature of the labels they provide,

and that can clearly generalize to support broad classes of mobile sensing applications.
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Chapter 4

Exploiting Crowd-sourced Labels

4.1 Introduction

In the experiments described in Chapter 3 everyday users provide labels from which

individually or collaboratively trained classifiers are built. The premise of incorpo-

rating the mainstream public so directly into the learning process initially may seem

unrealistic. However, millions of people now voluntarily carry more sensors and com-

putational power than was available on specialized sensing devices [17, 25] just two

years ago. Constrained learning applications for these devices already abound: dozens

of iPhone applications have been released that incorporate basic human sensing and

learning. Citysense [76] for example traces user movement patterns to find nightlife

in San Francisco. It is not hard to envision even larger, more general systems for

learning more complex trends from user data evolving from these early encouraging

applications.

The availability of this data presents an opportunity to radically change the way

we build computational models of human behavior. We believe large-scale learning

systems will benefit greatly from the effective use of unconstrained human data. Cur-

rent approaches, however, are ill-equipped to deal with such data: they typically rely

on a static well-defined set of labels, or deal with semantic discrepancies. Further-

more, to improve generality and reduce individual user requirements, labels are often

pooled from multiple users – a technique that only works if the labels are consis-

tent across users. In reality it might be beneficial for classification to split a class

with a specific textual label into several sub-classes or merge classes with different

labels. Supervised and semi-supervised learning techniques assume a rigid closed set

of labels, and unsupervised algorithms do not incorporate labels at all.

In this chapter, we propose Community-Guided Learning (CGL), a novel frame-
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work for learning in a dynamic human environment. Community-based models are

already widely used in other domains (e.g., Wikipedia, SETI@home, Freebase), where

they successfully amortize individual users’ shortcomings by incorporating contribu-

tions from others. Analogously, our approach uses notions of similarity to incorporate

data from multiple users in a flexible manner that neither places excessive weight on

labels nor discards them entirely. More specifically, CGL uses existing unsupervised

and supervised classifiers to find groupings of the input data that maximize robustness

and classifier performance.

The novel contributions of this chapter are as follows:

• We propose and develop the CGL framework for learning models of human

behavior from crowd-sourced sensor data.

• We demonstrate the effectiveness of similarity measures to regroup classes spec-

ified by imperfect labels from users.

• We present experimental results showing CGL’s advantages over conventional

learning techniques.

4.2 Related Work

There is much prior work that carefully collects and labels high-quality training

data [17, 25, 48, 59] for learning models of human behavior. Unsupervised activity

discovery is another active area of research where no labeled data is used during

training. Both approaches need labels to be specified at some stage to perform classifi-

cation. To achieve reasonable performance, the domain of discovery is often restricted

to simple behaviors [101] or relies on output from low-level supervised models [49]

during unsupervised learning. Semi-supervised [69, 100] and multi-instance learning

approaches [98] have been proposed to deal with limited and inconsistent labels. In

multi-instance learning, labels are associated with a set of data points that includes

at least one positive data point but may also include points that are not from the

labeled class. In all of these cases, class labels are considered to be fixed.

We are not the first to identify sensor-enabled consumer devices as an opportunity

to radically alter an existing paradigm. In recent years researchers have been consider-

ing ways that mass deployments of mobile sensors (e.g., embedded in cell phones) can

change people-centric data collection [10,22,24,54]. This work has focused primarily

on privacy, mobile device resource limitations, and data fidelity. In the previous chap-

ter (also published in [57]) we proposed a community-based technique that groups
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people based on their social clique and partitions their data accordingly to improve

learning. However, the grouping is only network-based and the label domain is still

fixed. Hence, the challenges we identified above remain unsolved.

4.3 Community-guided Learning

Inevitably, any large learning system will have to deal with mislabeled data for reasons

ranging from simple misunderstandings to malicious behavior. Näıvely accepting user-

provided labels can undermine learning, as these may be overly broad or narrow and

either way, will rarely be textually equal. For example, distinguishable (from the point

of view of the sensor data) classes may be given a single label like “work”. In such

cases, modeling the distinct subclasses separately may lead to better performance. On

the other hand, similar or indistinguishable classes may be given labels like “driving”

and “commuting” and a joint model will perform better.

We present community-guided learning as a framework to build classifiers using

inconsistently labeled sensor traces. To achieve this, CGL trains data in groups

not only defined by users’ labels but also by properties of the data. In essence, we

account for “soft ground truth” by first performing a clustering step to refine the

classes suggested by labels and then training a supervised classifier on those clusters.

We list specific steps below and provide figure 4.1 for a schematic overview:

• Take as input inconsistently labeled mobile sensor data from multiple users.

• Measure intra-class similarity between segments that have the same label to

decide whether to keep the original grouping of the data or to split dissimilar

segments into sub-groups and model them as different classes.

• Train classifiers using groupings from previous step.

• Measure the inter-class similarity between segments that have different labels

and decide whether to keep the original groupings based on the labels or to

merge similar segments that have different labels and model them as one class.

• Retrain classifiers using groupings from previous steps.

In a deployed system, the above process can be applied iteratively using new

contributions from the community to update classifiers.
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Community sourced 
imperfectly labeled 
data forms the 
orginal set of 
classes/behavior

Classes clustered 
into sub-classes 
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Sub-classes merged 
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similarity and the final 
set of classes defined

          

Figure 4.1: The main steps of CGL. Segments are first grouped according to user-provided
labels. The class groupings are redefined based on inter- and intra-class similarity measures.
Classifiers are built based on the resulting groupings.

4.3.1 Splitting and Merging User-Defined Classes

A primary goal in CGL is to preserve the user-provided labelings as these are what

they expect. But users cannot be expected to understand how to label their data

such that the classifiers perform reliably. Instead, the reasoning system, guided by

the labels and the input data, should make the final decision on how to re-partition

that data to achieve good performance.

To that end, CGL first uses clustering to determine whether distinguishable classes

have been assigned the same label. If so, the data is split into logical subclasses. Next,

if indistinguishable classes have been assigned different labels, CGL unifies them. For

example, data labeled by a user as ‘driving’ may include both urban and stationary

segments – these different types of driving data will likely have different sensor sig-

natures. This example should be clustered and split into two classes. However, in

the merge phase, CGL may find the stationary subclass to be indistinguishable from

other similar data, for instance waiting at a drive-thru, and will thus merge and model

it as a single class. In the following section, we describe the two types of similarity

metrics we use to split and merge the contributed segments and how we utilize these

similarity measurements in the learning process.
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Defining Similarity.

CGL uses intra-class and inter-class similarity measures, as described below:

Intra-class similarity. This is used during the splitting stage. The goal is to

find the underlying groupings in data that share a label. This is purely data-driven

and is effectively a clustering operation. Many clustering algorithms exist, but we

choose Euclidean k-means [18] for its simplicity, but make no assumptions about the

clustering used. Unfortunately, there is no agreed-upon solution for choosing the

number of clusters k. We estimate k by evaluating the objective function for varying

values of k – typically the objective function decreases rapidly when k is smaller than

the correct number of clusters and flattens when k is larger. Thus, the location of an

elbow in the objective function is a good choice for k [70].

If a class is split into two or more sub-classes, CGL treats them as independent

classes for training, but associates them with the same user-visible label. This is

purely for the user’s benefit, and a different front-end could instead ask the user to

refine the subcluster labels.

Inter-class similarity. Unlike the purely data driven intra-class similarity, we

measure inter-class similarity by comparing the output of two different classifiers

on the same input. The aim is to identify classes that may be labeled differently

but belong to or is better modeled as a single category. For example, ‘talking’ and

‘conversation’ classes may both represent scenarios where a person is speaking. If

the data belonging to two or more labels represent the same underlying class then

these classifiers are likely to “agree” and are potential candidates for merging. Let

us assume two classifiers, CA and CB. On a give test segment S, we compute CA’s

performance on B and CB’s performance of A – let us assume they are based on

confusion matrices confAB and confBA respectively. The agreement between the

classifiers is defined to be the f -score computed from the combined confusion matrix

confAB+BA = confAB + confBA.

The intuition behind the similarity score is as follows: if two classes A and B are

the same or very similar, CA will perform well on B’s data and CB will perform well on

A’s data and the combined f -score will also be high. If the classes are dissimilar, CA

will perform poorly on B’s data and vice verse, resulting in a low combined f -score.

If the inter-class similarity score is greater than a experimentally determined

threshold, the classes CA and CB are merged and used to train a unified classifier CAB.

We set this threshold such that merging operates conservatively, causing merging

only to be applied at levels of similarity that caused high subsequent f -scores during

exploratory experiments. If classes are merged, the system associates the union of
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the labels to the newly defined class. But similar to the split case, users could be

prompted to confirm whether the classes should be merged and whether they want

to re-label.

4.3.2 Training Classifiers

After classes are redefined based on the similarity measures, any classification algo-

rithm can be trained and used for recognition. Since our primary goal is to test

the effectiveness of CGL, we use simple boosted decision-stump classifiers [38] in our

current experiments to train binary activity classifiers. We are not tied to a specific

type of classifier and can use more sophisticated models if needed. However, boosted

decision stumps have been successfully used in a variety of classification [103] tasks

including human activity recognition [19, 60].

For each activity Ai , we iteratively learn an ensemble of weak binary classifiers

C i = c1i, c2i, c3i, ..., cMi and their associated weights αm
i using the variation of the

AdaBoost algorithm proposed by [104]. The final output is a weighted combination

of the weak classifiers. The prediction of classifier Ci is:

C i = sign(
�

m

αm
icm

i)

Training is done after both the split and merge step based on the class groupings

produced by those stages.

4.4 Evaluation

In this section, we describe our dataset and the experiments we conducted to evaluate

the performance of CGL and test its ability to cope with two common forms of human

labeling error: (i) inconsistencies in the class definition applied by people and (ii)

errors in marking class boundaries during labeling.

4.4.1 Dataset

We collected a 33-hour audio dataset of high-level activities and their associated con-

texts, as shown in table 4.1. We recruited five researchers to run a custom audio

logger on jailbroken iPhones and instructed them to loosely but truthfully provide

freeform labels of anything they chose. In the resulting dataset, we found that the
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Category Labels
Working working, office, name of the building/room

Driving driving, car, vehicle

Transport bus, vehicle, cab, airplane

Eating eating, lunch, dinner, kitchen, Dirt Cowboy,

Quiznos, Boloco, Ramuntos, Five Olde, Novack

Shopping shopping, supermarket, grocery store

Gym gym

Table 4.1: Audio dataset

Domain Features
Time ZCR, RMS, low energy frame rates

Frequency Spectral entropy, flux, centroid, bandwidth,

normalized phase deviation, band energy

Cepstral 13 MFCC, DC component removed

Table 4.2: Features extracted from audio dataset

labels consisted of activities performed (e.g., driving, eating, working) or the type/-

name of the places the users visited (e.g., supermarket, office, library, restaurant). A

full list is shown in table 4.1.

4.4.2 Data processing and feature extraction

To calculate similarity scores and perform classification, we extract a set of features

from the recorded audio. We choose acoustic features that emphasize important

characteristics of the data and have been used successfully in other mobile audio

sensing applications. Table 4.2 summarizes the 39 computed features, but for a

detailed overview the reader should refer to Soundsense [67].

As we deal with large datasets and seek to summarize the sound of high-level

activities, we chose a fairly long frame length (window of samples used to calculate

features) a half-second non-overlapping frame compared to that common in speech

applications.

4.4.3 CGL Stages

Here we explain the experimental procedure for each stage of CGL. According to

the framework, user-contributed data is initially grouped based on user-provided la-

bels, the data in these groups is then clustered during the intra-class similarity step.

Classifiers are trained based on the clusters found with similar classes then merged

together before a final training step occurs to complete the process.

Intra-class similarity measurements. We start by clustering the data using

Euclidean k-means, determining k as described previously. Note that this procedure
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can pick k = 1, and often does.

Figure 4.2 shows the result of principal component analysis (PCA) on the driving

data. The figure clearly demonstrates three distinct clusters and in fact k-means also

splits the driving class into three clusters but operates on the full 39-dimensional

data. Table 4.3 lists the classes that had more than one cluster.

Classifier training. The clusters produced by the previous step are then used

to train boosted decision stump classifiers. Assuming that a class C gets broken

into subclasses by the previous step, we construct a classifier for C in the following

manner:

• For each subclass, consider points within its cluster as positive examples and

points outside (including other subclasses of the same class) as negative exam-

ples.

• Run 10 iterations of Adaboost on the above to get a classifier for each subclass,

making sure to give the positive and negative classes equal weight.

• The output of our classifier for class C is the disjunction of the outputs of each

of its subclasses’ classifiers.

For example, if a class is found to have three subclasses, we train one boosted

decision stump classifier for each of these. The compound classifier returns true for a

given sample if (and only if) any of the three classifiers returns true on that sample.

Inter-class similarity measurements. After obtaining the set of classes and

classifiers from the split stage, we determine the inter-class similarity between each

pair of classes. Given two classes A and B and their respective classifiers CA and CB,

we compute the similarity as follows:

• Run classifier CA on B’s data and classifier CB on A’s data

• Compute the confusion matrix confAB for CA’s when applied to B’s data, and

vice versa

• Compute the f -score of the combined confusion matrix confAB+BA = confAB +

confBA

• The combined f -score is used as the similarity measure between A and B

The similarity matrix thus generated can be seen as a complete graph with edge

weights corresponding to pairwise similarity. Raising this matrix to a power simulates
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Figure 4.2: Two-dimensional PCA on driving data, showing three clear clusters.
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Figure 4.3: Multidimensional Scaling results for similarity between classes. MDS axes
have no meaningful units.

transitivity of similarity. For example, raising it to the second power “walks” one step

over all the edges, accentuating similar elements and de-emphasizing dissimilar ones.

Based on the similarity matrix, we chose a conservative threshold experimentally

chosen to favour merges only for highly similar classes.

Classifier re-training. After classes are merged, classifiers for the new cate-

gories are trained using the same boosted decision stump classifier. If classes A and

B get merged in the previous step, we construct a classifier CAB in the following

manner:

• Consider points in A or B as positive examples and points outside as negative

examples.

• Run 10 iterations of Adaboost on the above to get the parameters for classifier

CAB.

• The output of the classifier on A, B, or AB is simply the classification output
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Class k
f-score Precision Recall

pre post pre post pre post
Driving 3 80.4 82.3 89.4 89.2 73.0 76.5

Eating 2 64.4 60.6 70.2 68.1 59.5 54.6

Gym 2 83.7 85.6 83.4 82.0 84.0 89.4

Lab 3 81.5 81.1 78.5 71.3 84.6 93.9

Office 2 85.4 85.5 77.8 76.9 94.8 96.3

Table 4.3: Performance pre and post splitting on classes that contained multiple clusters.

Class
f-score Precision Recall Accuracy

pre post pre post pre post pre post
eating 87.5 90.2 84.6 88.5 90.6 92.0 87.1 90.0

communal places 88.6 91.7 85.6 89.2 91.8 94.4 88.2 91.5

transportation 93.6 83.5 95.4 93.4 91.9 75.6 93.7 85.1

Table 4.4: Performance before and after for two examples where CGL will merge two
subsets of a tight cluster (visible in figure 4.3). In the third row we see the result of
merging related sub-clusters which that CGL would not perform, although all subclusters
are associated with transportation merging the results in worse performance.

of CAB.

4.4.4 Experimental Results

Two common types of human error from low-commitment users during labeling are:

(i) inconsistent class definitions between people since they are free to use their own

definitions and (ii) unreliable boundaries that mark the start and end of classes that

often occur due to user distraction. To study the ability of CGL to cope with these

deficiencies we perform individual experiments, each of which focuses on one of these

sources of error. In all experiments we evaluate CGL using standard five-fold cross-

validation and tables 4.3 and 4.5 show the mean of the folds. As performance will

not change for unsplit classes, we provide the average performance numbers: 88.7%

accuracy and 89.3% f -score.

In our experimental data we find frequent disagreement of class definition occurs

within our users (e.g., users providing different labels for the same activity). Ta-

ble 4.3 and 4.4 demonstrate the ability of CGL to handle this type of human error.

Scenario
Precision Recall Accuracy f-score

naive CGL naive CGL naive CGL naive CGL
gym/driving 76.4 97.2 69.5 93.6 69.5 95.5 67.4 95.4

eating/lab 81.7 77.2 81.7 88.2 81.7 81.1 81.7 82.3

airplane/bus 91.4 99.0 91.9 99.8 91.6 99.4 91.7 99.4

Table 4.5: Performance under the class boundary errors experiment for a model using
CGL relative to one that does not.
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Table 4.3 shows classification performance for both the user-provided groupings (pre)

and CGL’s split groups (post). For majority of these classes, we see an improvement

in the overall performance as measured by the f-score which is usually the best number

to use for evaluating whether the classifier is correctly recognizing the true examples

and rejecting the false ones. In particular, the recall numbers go up significantly for

all but one class (eating). But as we will see later, eating may be a candidate for

merging with other classes that are capturing eating related events (i.e., the classes

corresponding to various eateries).

To evaluate the empirical result of inter-class similarity, we apply non-classical

multidimensional scaling (MDS) to the similarity matrix and plot the result in fig-

ure 4.3. Distances between points in this figure are proportional to the differences in

the similarity. The figure shows a clump of highly similar eateries in the bottom-left

region as well as some fairly dissimilar transportation classes. The strange position

of the ‘library’ class in the plot may be explained by the fact that our library includes

a cafeteria area (‘novack’, also present in the plot). Additionally, we computed the

similarity between the two eating subclasses and the various eateries. One of the

eating subclasses is quite similar to the eateries (f -score = 0.70) and is a potential

candidate for merging while other subclass is completely dissimilar (f -score = 0.0).

To calculate the performance of the post-split (post) classifiers, we consider the

disjunction of each subclass classifier’s output. To evaluate the benefits of merg-

ing, we evaluate individual classes’ performance before merging and see if retraining

merged classes improves the original performance. Table 4.4 shows that performance

increases consistently for merging classes CGL determines to be similar. In this table

each class refers to more than one user-provided grouping with the following associa-

tions in use: eating → { dirtcowboy, novack, quiznos, ramuntos }, communal places

→ { dirtcowboy, novack, quiznos, ramuntos, boloco, fiveolde, library }, transporta-

tion → { cab, airplane, driving, bus }. In contrast, if semantically similar classes

(e.g., transportation) that our technique considers dissimilar are merged blindly, the

performance decreases significantly.

To measure the impact of pronounced class boundaries errors we perform an ex-

periment which uses the original data set but synthetically increases class boundary

errors. We deliberately splice additional audio from a different activity into a class

segment identified by the user. We base each of these synthetic examples of class

pollution off naturally occurring scenarios we observe during the experiment. We

present three scenarios in table 4.5 that include: data from the gym is mistakenly

mixed with data sampled during the drive home or data acquired while eating is acci-
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dently combined with data from in the lab. We compare the performance of CGL to

boosted decision stump classifiers that treat the labels from users at face value. In the

first scenario in the table, “gym/driving”, CGL outperforms the näıve benchmark’s

accuracy by 41.5% and its other metrics by a similar margin. In contrast, CGL’s

accuracy is marginally outperformed in the second scenario “eating/lab”. The reason

for this is that the gym and driving classes are very easily split due to their large

similarity distance (see figure 4.3). Due to the CGL is cleanly able to separate this

class pollution and so it has little impact on the classifiers that are trained. However,

in the case of “eating/lab” the classes themselves are have similar signatures so the

improvement can only ever be minor.

4.5 Summary

In this chapter, we introduced CGL as a novel framework for building robust context

classifiers. Our experimental results showed that CGL can overcome the limitations

of existing techniques in coping with inconsistent labels, which are inevitable in real-

world scenarios. By dynamically regrouping the classes that are modeled, CGL can

recognize a wide range of classes more robustly than the conventional “train in a

controlled environment then deploy” approach. Furthermore, user contributions can

be intelligently shared to minimize unnecessary duplication of effort.

Under CGL the crowd-sourcing of labels from the general public becomes a viable

option. In the following chapter we propose a complementary technique to CGL which

exploits the crowd-sourcing of labels to train specialized classification models; one for

each distinct community found in a large user population. By adopting this approach

the challenges to robust classification posed by population diversity problem can be

overcome.
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Chapter 5

Scaling to Diverse Large-scale User

Populations

5.1 Introduction

Perhaps the key message from Chapter 2 is that large-scale mobile phone sensing

systems are not just possible but are likely in the near future. Unlike alternative

sensing platforms (e.g., body-area networks [44] or embedded low-power sensors [88])

mobile phones are already deeply integrated into the lives of millions of people, as

a result mainstream sensing via smartphones will not require any changes in the

broader community. However, this vision ignores a critical technical challenge. Mobile

sensing applications commonly require the interpretation of sensor-data but as user

populations increase in size the differences between people cause the accuracy of

classification to degrade quickly – we call this the population diversity problem. As

the number of users of mobile phone sensing systems grow from the small scale of

today to the very large scale of the tomorrow, it still remains unclear if the data

collected can be interpreted and incorporated into applications. We demonstrate (see

Section 5.2) that the population diversity problem exists and classification accuracy

varies widely even as the user population is scaled to up as few as 50 people.

In this chapter, we propose Community Similarity Networks (CSN), a classifica-

tion system that can be incorporated into mobile sensing applications to address the

challenge to robust classification caused by the population diversity problem, which

will be present in large-scale deployments if left unchecked. The conventional ap-

proach to classification in mobile sensing is to use the same classification model for

all users. Using CSN, we construct and continuously revise a personalized classifica-
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tion model for each user over time. Typically, personalized models require all users

to perform manual sensor-data collection where users provide hand annotated exam-

ples of them performing certain activities while their devices gather sensor-data (i.e.,

labeling data). This is both burdensome to the user and wasteful as multiple users

often collect nearly identical data since the training of each model occurs in isolation

of each other.

The key contribution of CSN is that it makes the personalization of classification

models practical by significantly lowering the burden to the user through a com-

bination of crowd-sourced data and leveraging networks of inter-personal similarity

between users. CSN exploits crowd-sourcing to acquire a steady stream of sensor

data and user input, either corrections to classification errors or the more common

hand annotated examples of sensor data when performing an activity (i.e., labeling).

Under CSN building classification models becomes a networked process where the

effort of individual users benefits everyone. However, the use of crowd-sourced data

must be done carefully, by selectively using crowd-sourced data during training so

the resulting model is optimized for the person who is intend to use the model. CSN

solves this problem by maintaining similarity networks that measure the similarity

between people within the broader user population. We do this by three different

proposed similarity metrics (i.e., physical, lifestyle/behavior and purely sensor-data

driven) that measure different aspects of inter-person diversity which influence clas-

sification model performance. The CSN model training phase then utilizes a form of

co-training to allow these different types of similarity to each contribute to improving

the classification model used by a specific user.

The contributions of this chapter are as follows:

• CSN is the first system to propose embedding inter-person similarity within

the process of training classification models for human activity. To the best of

our knowledge, CSN represents the only activity recognition system designed

specifically to cope with the population diversity problem, which would other-

wise jeopardize large-scale deployments of mobile phone sensing systems.

• We propose similarity metrics and a classification training process that sup-

port: i) the extraction of similarity networks from crowd-sourced data and

additional end-user input and ii) a learning process that adapts generic classi-

fication models through careful exploitation of crowd-sourced data guided by

similarity networks.

• We have evaluated our system with two large-scale mobile sensor datasets each
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comprising approximately 50 people. We measure the robustness of our classi-

fiers and the ability of CSN to cope with population diversity.

5.2 Community-scale Classification

In this section we discuss a key difficulty in realizing large-scale mobile sensing appli-

cations. Specifically, we examine how population diversity can cause classification to

become unreliable and inaccurate. We conclude by highlighting the inability of the

existing state-of-the-art approaches to mobile classification to overcome this challenge.

One Size Does Not Fit All. As mobile sensing matures prototype systems

are being deployed to user populations that are increasing in scale. Not surprisingly,

accompanying this increasing scale is increasing user diversity. These users differ from

one another in a variety of ways, a very concrete example being physical dissimilarities

as measured by sex, weight, height or level of physical fitness. Beyond these visually

obvious differences exist other examples based on lifestyle and background. People

come from different ethnic and social-economic origins, live and work in different

locations and while they may perform the same core collections of activities (e.g.,

socializing, exercising, working) they can do these activities in significantly different

ways.

Inter-personal differences can manifest as differences in the discriminative patterns

contained in sensor data that are used to classify activities, events and contexts. For

example, the features from accelerometer data that allow classifiers to distinguish be-

tween the basic activities of walking and running can be completely different between

a group of aged people (all older than 65 years) and a group of people who are in

their 20s and 30s. Figure 5.1 visualizes this difference and plots the first two PCA

components on each axis of the figure based on a range of already validated activity

recognition accelerometer features [60] as these two groups are performing the same

activity of walking. The very clear distinction between sensor data sourced from these

two groups is surprising, particularly given the homogeneity you would expect in a

simple activity like walking. To further quantify this problem we build a LogitBoost

classification model [18] and reuse the same previously validated activity recognition

features. This model is trained using the labeled data sampled from the group of

people in their 20s to 30s. Classification accuracy while they walk and climbed stairs

ranged from 80% to 90%. However, when this same classification model was used by

the group of aged people the average accuracy dropped to nearly 60%. Clearly, a one

size fits all approach to classification models will not scale to large user populations
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Figure 5.1: We visualize the differences in features under an identical activity, walking,
for two distinct community sub-groups. One of which contains people over 65 years old
with the other group ranging between 20 and 40 years of age. Here we show just the first
two components of the PCA of these features.

which will contain many such groups.

This effect is not only limited to strictly physical behavior (e.g., walking, running

or climbing stairs) but extends to a broader range of behavioral inferences. We

investigate the breadth of this problem by performing an experiment on two distinct

mobile sensing datasets. In what follows we briefly describe the experiment and

datasets but a more comprehensive discussion is available in the evaluation section of

this chapter. The first dataset (obtained from the authors of [113,114]) contains GPS

sensor data for 51 people performing 7 different transportation modes (e.g., driving

a car or riding a bike). The second is comprised of multi-modal sensor data (e.g.,

microphone and accelerometer data) for 41 people performing a range of everyday

activities (e.g., walking up stairs, exercising, brushing teeth). We build a single

classifier for each dataset and apply this classification model to the data of each

person to measure the spread in classification accuracy within the user population.

Figure 5.2 is a CDF which shows the range of accuracy levels for different people

under both datasets. Accuracy levels for the transportation mode dataset are as low

as approximately 40% for the bottom performing 60% of end-users to as high as 90%

for the top 7%. Similarly, we find for the everyday activities dataset for 40% of the

users the accuracy is only 12% and for even 80% of users the accuracy raises only

marginally to 55%.

Limitations of Current Practice. The de-facto standard practice in incorpo-

rating classification into mobile sensing systems centers around a single unchanging

classification model. This single model is deployed to the entire user population, a

one-size-fits-all approach. The classification model is trained, prior to deployment,
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Figure 5.2: Classification accuracy varies significantly within a large-scale user population
for two datasets, one containing everyday activities and the other transportation modes.

with controlled experiments that provide example sensor data. Then after system de-

ployment the model remains the same without the opportunity for revision. Due to

the reasons of population diversity this model works for some people, but not others;

the accuracy of the system remains difficult to predict and increasingly unreliable as

the user population grows larger.

Ideally the classification model could capture the distinctions between certain ac-

tivities, when they are performed by subgroups in the user population, as different

activities entirely (e.g., walking when performed by two sub-groups could be two

different classes); whenever these distinctions impact the classification process. How-

ever, this would significantly increase the amount of examples required, as sufficient

examples would be required for all these different variations of the same logical ac-

tivity. Acquiring these examples is manually intensive (requiring the careful labeling

of data segments), making this approach impractical as it simply does not scale.

A promising direction being actively explored is the personalization of classifi-

cation models to improve accuracy (e.g., [52, 66, 67, 99]). These models are tuned

to sensor data generated or encountered by the individual. Typically tuning occurs

based on input from the user. For example, the user corrects classification errors or

provides additional examples of activities by labeling sensor-data with the ground-

truth activity occurring during the sampling of the data. Such user generated input

allows the classification model to be retrained and to emphasize its robustness to

types of sensor-data examples and specific errors the user provides to the system.

The limitation of such personalization of classification models is that accuracy

only improves when and if people make the effort to manually provide additional

sensor-data examples. It requires time and effort for users to provide suitable input.
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Figure 5.3: The processing phases within Community Similarity Networks

Independent of effort it will also take time for people to encounter certain situations

that are good discriminative examples to incorporate into the model. The key problem

with this type of gradual improvement of classification models by the user is that it

leads to enormous amounts of redundant effort. Classification models are improved

in isolation and each user potentially has to repeat steps that have already been done

by other users to improve their own personal model.

5.3 Community Similarity Networks

In this section we describe system components and detail key algorithms used at

each stage of CSN. The CSN system is designed to construct and periodically update

personalized classification models for each user. Personalizing a model maximizes its

classification accuracy when used by a specific target user. Typically, personalization

is performed by an individual manually labeling a large amount of collected data,

which is used to train a classifier specific to the person. A key novelty of CSN is

that individuals need only provide small amounts of their own training data with the

rest of the required training data being recruited from the other users with whom

they share similar traits. CSN achieves this by incorporating into the model training

process the selective sharing of crowd-sourced training data using measurements of

inter-personal similarity.
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5.3.1 Framework

Figure 5.3 illustrates stages within the CSN framework that produce personalized

classification models for each user. Each of these stages occur either in one of two

architectural components, the Mobile Phone Client software or the Mobile Cloud

Infrastructure.

The Mobile Phone Client software samples sensor data to recognize human behav-

ior and contexts by performing inference using classification models. While inference

occurs locally the models themselves are downloaded from the Mobile Cloud Infras-

tructure. The client software also collects crowd-sourced training data comprised of

both raw sensor-data and data segments that have been labeled with the ground-truth

activity or context by users.

The Mobile Cloud Infrastructure is responsible for training classification models.

Crowd-sourced data is used to construct similarity networks where network edges

indicate the level of similarity between two users. CSN employes multiple dimensions

of similarity (e.g., sensor-data, physical and lifestyle) to quantify the various ways

users can differ. Several similarity networks are generated for each user, one for

each of the similarity dimensions. Similarity-sensitive Boosting trains a classification

models using each of the different similarity networks. Similarity Network Multi-

training performs semi-supervised learning and improves each model by recruiting

additional labels from the unlabeled pool of data. The final step of multi-training

unifies the three independent classifiers, trained by similarity-sensitive boosting, into

a single ensemble classifier ready to be installed on the phone of the user.

5.3.2 Mobile Phone Client

In the following subsection we describe key aspects of the Mobile Phone Client func-

tionality, specifically: i) the classification pipeline which performs inference, ii) im-

plementation specifics, and end with iii) collecting crowd-sourced sensor data and

ground-truth labels of data segments.

Classification Pipeline. The classification process used by the client is one of:

sensor data sampling, extraction of features and finally the recognition of an activity,

event or context using a classification model. In this chapter our pipeline design

choices are made to match the activities labeled, and the raw sensor data available

in the two datasets we use for evaluation.

We use the accelerometer, microphone and GPS sensors to make a variety of proof-

of-concept inferences. Our choice of features were based on observations made in prior
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work [67,68,113,114]. For the accelerometer and microphone we use the same feature

set described in [68] which include a variety of time domain and frequency domain

features effective for general activity recognition. For the GPS we adopt features that

were specifically designed in [113,114] for transportation inference based on time-series

GPS readings. Classification occurs using a boosted ensemble [80] of naive bayes

classifiers that each assume a gaussian distribution for each feature [18]. Inference

results are temporally smoothed using a simple markov model. Although in our client

the stages of the classification pipeline (i.e., features and classification model) remain

fixed the parameters of the model are determined, and updated periodically, by the

Mobile Cloud Infrastructure.

Implementation. Our prototype client is implemented on the Google Android

Nexus One [4]. The design of the phone client is split between a portable classification

pipeline library written in C++ and set of device specific supporting components

(e.g., sensor sampling, end-user GUI). The library provides core classification pipeline

components, including feature extraction and model inference. The device specific

components are written in Java and connected with the library via a JNI bridge.

CrowdSourcing. CSN exploits the crowd-sourcing of both sensor data and user

input to improve classification models. User input provides the ground-truth activity

to segments of sensor data, with two specific types of user input supported by CSN.

First, users can be asked to confirm or deny a class inference made by the model used

by the client. For example, asking the user a question – ‘Are you currently driving?’.

Such responses are used later when training classifiers as positive or negative examples

of certain activities. Second, users can explicitly label data as being an example of

an activity or event. For example, users indicate the ground-truth activity when a

segment of sensor data was sampled by selecting it from a list presented on the phone

GUI. These types of interactions with users can be incorporated into applications in

various ways. As an example, simple binary yes/no questions can be presented when

the user unlocks their phone. Alternatively more involved interaction, when users are

selecting activities from a list, can be framed as software configuration or calibration.

Similar forms of user interaction already occurs in real products, for example, reading

training sentences into speech recognition software or running for precisely one mile

to calibrate a single activity system like Nike+ [7].
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5.3.3 Mobile Cloud Infrastructure

After first providing brief prototype implementation details in the remainder of this

section we describe how the Mobile Cloud Infrastructure: i) computes similarity

networks and ii) uses these networks to train personalized classification models which

are distributed to all users.

Implementation. Our prototype implementation makes extensive use of Ama-

zon Web Services [9] (AWS) which offer a number of generic components useful in

building a distributed system, these include message queues (SQS), a simple query-

able hash table (SimpleDB) and binary storage (S3). Each stage of the model training

performed by the cloud is implemented either as python scripts or C++ modules de-

pending on available library support given the required functionality. These stages

run on a pool of linux machines as part of the Amazon Elastic Cloud product and

interact with the individual AWS services as needed. Once a classification model is

complete it is serialized into a JSON-like format and written to the binary storage

(S3), ready to be downloaded by the client.

5.3.4 Similarity Networks

Every similarity network is built from the perspective of a single target CSN user.

Nodes in the network represent other CSN users and edge-weights measure the de-

gree to which the target user is similar to these other users. The CSN framework

is designed to leverage multiple similarity measurements, which capture different di-

mensions of affinity between people. For each user CSN maintains multiple similarity

networks, one for each dimension supported. Depending on the activities or contexts

that are to be recognized different dimensions may be utilized. Specifically, in this

chapter we propose the use of three dimensions of inter-person similarity: sensor-data

similarity, physical similarity and lifestyle similarity. Each of these different dimen-

sions require varying amounts of computation and we find them to be effective in

classifying different categories of activities and contexts (see evaluation section for

more details). However, CSN is agnostic as to the exact similarity dimensions used.

We now detail the current similarity dimensions included within the CSN frame-

work.

Physical Similarity. Physical differences between people (e.g., weight, height,

age, level of physical fitness or wellbeing) will vary greatly from person to person

within a large user population. Such differences can alter the way people move and

perform certain physical activities. For example, as we detail in the prior section on
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community-scale classification these differences can effect seemingly simple everyday

activities like walking upstairs or jogging. Consequently, we incorporate a measure

of physical similarity within our design of CSN.

CSN computes a single physical similarity value based on five features: the age,

height, weight, and the scores from two well established physical well-being surveys

(Yale Physical Activity Survey [32] and SF-36 physical activity score [8]). For this

given vector, we use a mahalanobis distance to compute the physical similarity be-

tween two users as follows,

sim(i, j)phy = exp(−γ(xi − xj)
�Σ−1(xi − xj)) (5.1)

where, xi and xj are the physical feature vectors of user i and user j, Σ is the

covariance matrix used to keep the scale invariant property of feature vectors, and γ

is a scaling parameter.

Lifestyle Similarity. This metric attempts to capture the diversity in how

people lives their lives, examples of which include: occupation, diurnal patterns (e.g.,

are they an early morning person or active late at night), the distribution of activities

performed, mobility patterns and significant places [15] (e.g., where they work and

live). Occupation and the location of work alter, for instance, the accelerometer and

audio patterns occurring during social interactions (e.g., meetings and conversations).

The time of day and significant places can effect the background context in which

people perform activities, for example, late at night or early in the morning different

locations will have different background activities that alter the sampled data (e.g.,

noise from people or cars) – all of these factors an change the distribution of features

and shift effective discriminative boundaries for recognizing classes of activity. Later

in our evaluation section we show that the use of lifestyle similarity can benefit the

accuracy of particular classes of inference (e.g., driving).

As proof-of-concept we compute this metric based on: mobility and diurnal pat-

terns in combination with the distribution of activities performed by users. Mobility

patterns are considered as a time-series of blurred GPS estimates. Diurnal patterns

are presented as the times at which the user is inferred to be doing any activity other

than being stationary, with time represented as the particular hour during a day in

the week (i.e., ranging from hour 0 at the start of the week to hour 167 on the final

hour of the final day). The activity distribution is based on the frequency of inferred

activities.

We compute the similarity for each of these different measurements of lifestyle in
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precisely the same way. First, we tesselate the data into m distinct one dimensional

(or two dimensional in the case of location) tiles, each of which can be regarded as

a bin. For each user, we then construct a histogram {T (k), k ∈ [1,m]} of these bins.

Histogram frequencies are normalized and the value of the histogram vector reflects

the distribution of the data (e.g., location) belonging to that user. For each pair of

users (i, j), we compute the lifestyle based similarity by the following equation:

sim(i, j)life =
m�

k=1

Ti
(k)Tj

(k) (5.2)

Sensor-data Similarity. A wide variety of the differences between users (e.g.,

lifestyle, behavioral patterns, location and even culture) will manifest as differences

in their sensor-data. Unlike lifestyle similarity it does not require the development of

explicit features to extract the dimension from sensor data. Similarly, unlike physical

similarity it does not require additional information potentially provided by the user.

Instead, measuring inter-person similarity based on sensor data is inherently purely

a data-driven approach. Later, we report it is effective across a wide range of the

classification tasks that we encounter during evaluation. However, it requires much

larger amounts of computation to determine similarity between users than computing

lifestyle or physical similarity.

Computing similarity based on the raw sensor data will be effected by noise and

capture too many insignificant variations in the data. Instead, we compute sensor-

data similarity between the features extracted from the raw data. For this purpose

CSN employes the same features used by the classification pipeline, described earlier

in this section. Individual users will accumulate varying amounts of sensor data based

on how frequently the use their device. Consequently, we compute “set” similarity

whereby any duplicate feature vector for a user is ignored and only the unique vectors

generated from the data of a person are used. For our similarity measurement we

adopt a commonly used formulation [110] where the similarity between two users is,

sim(i, j)data =
1

NiNj

Ni�

l=1

Nj�

m=1

sim(xil,xjm) (5.3)

where, {xil, l = 1 : Ni} is the data of user i, and {xjm,m = 1 : Nj} is the data of

user j.

However, this pairwise computation quickly becomes impractical as the average

data number of users increases. To cope with this problem, we adopt Locality Sen-
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sitive Hashing (LSH) [14] to construct a histogram to characterize the “set” of data

from each user and then compute the similarity between a pair of users by applying

this histogram representation. Our method obviates the need to compute the pairwise

relations of data from two users as the traditional “set” similarity, which has a linear

time complexity with the average data number of each user. The basic idea of the

LSH method is that the hashing function family can capture the similarity between

data. In other words, similar data have a high probability to share the same value

after hash mapping.

Prh∈H[h(x1) = h(x2)] = sH(x1,x2) = Eh∈H[sh(x1,x2)] (5.4)

Therein, x1,x2 ∈ X are two data, H is a LSH family, h is the hash function sampled

from H, and sH is a similarity measure of X , which is induced by the LSH family

H [14].

In CSN, we randomly choose B independent 0/1 valued hashing functions {hi}

from the random projection for L2 distance LSH family [14] and form a B−bit hash

function f = (h1,h2, , ...,hB). The number of functions B controls the tradeoff

between efficiency and accuracy [14].

We apply the B−bit hash function to build histograms for each user, whose size

is 2B. Now, we formalize how to construct a histogram from the features of the user.

According to the description, let X be the data space, F be the B-bit hash functions

family mapping from X to D = {0, 1, . . . , 2B − 1}, and {e[i] | i ∈ D} be the standard

basis of the |2B|-dimensional vector space. Hence, given h ∈ H, the histogram Tf for

any user i is defined as follows,

Tf (i) =
�

xil∈i

e[f(xil)] (5.5)

here, {xil, l = 1 : Ni} is data of user i, and Tf (i) is determined by the hash function

f sampled from F .

Thus each dimensionality of the histogram vector Tf (i) can be regarded as a bin

to record the frequency at which data from user i is mapped into it. As the value of

the hash function indicates the probability that two data share the same value after

mapping, two users that have many “matched” values in the corresponding bins of

histograms implies a high similarity between them. The inner product of the two
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histogram vectors is next applied to compute the similarity metric for the two users:

sim(i, j)data = Tf (i)
�Tf (j) (5.6)

To estimate the expectation shown in Eq. 5.5, we construct several histograms f ∈ F

for each user and compute an average value using Eq. 5.6.

The time complexity of computing the LSH based similarity metric is linear with

the average quantity of data for each user. Compared with the pairwise computing

method shown in Eq. 5.3 which is quadratic, the LSH based similarity metric is very

efficient.

5.3.5 Community Similarity Networks based Learning

Learning the personalized classification models for each user occurs in two stages

under CSN. First, Similarity-sensitive Boosting trains three separate classifiers, one

for each type of similarity network that is maintained for every user. Each of the

classifiers have different strengths when recognizing user activities, not only are they

personalized to the characteristics of the specific individual who will use it but it also

specializes in recognizing specific categories of activity depending on which similarity

network is used (e.g., physical similarity performs well with physical activities like

climbing stairs). Second, Similarity Network Multi-training occurs which: i) uses

a semi-supervised approach to recruit additional labels from the unlabeled pool of

crowd-sourced data leveraging the different strengths of each classifier, and ii) unifies

the three classifiers, trained by Similarity-sensitive Boosting, into a single final ensem-

ble classifier ready to be installed on the phone of the user. Our use of multi-training

exploits the diverse perspectives of each classifier to recruit, in turn, greater amounts

of training data to the benefit of the other classifiers; compensating for the fact that

much of the crowd-sourced data is unlabeled.

Similarity-Sensitive Boosting. A personalized classification model empha-

sizes the particular characteristics found in a target user to increase accuracy. CSN

accomplishes personalization using a modified online boosting algorithm [80]. Boost-

ing is a common learning technique that builds model that is a composite of several

weak classifiers trained over multiple iterations. At each iteration certain data seg-

ments are weighted higher than others. Under conventional boosting these weights

are only altered based on the classification performance of the weak learner trained

during the previous iteration. Those data segments that were incorrect are weighted

higher than others so the weak classifier produced in the next iteration will be better
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able to classify these previously incorrect segments. CSN modifies this process by im-

posing an additional term to the weight at the initial iteration. This weight is based

on the similarity between the user i, whose personalized model is being trained, and

the user which provides the data,

weight(0)(xk) = sim(i, k) (5.7)

where, k indicates the user who produces the data xk. sim(i, k) is defined as the edge

weight between these two individuals within the similarity network being used during

the boosting process. As a consequence of this modification only data segments from

user i or any users who are highly similar to user i will be weighted highly and able

to have strong influence over the learned classification boundaries. In subsequent

iterations the weighting of data segments is left to fluctuate based solely on classifica-

tion performance. As boosting is an ensemble technique the CSN framework remains

flexible as the weak learner can be replaced with any alternative supervised classifier

based on the requirements of intended classification task.

Similarity Network Multi-Training. The three varieties of similarity net-

works used in CSN, namely, physical, lifestyle and sensor-data, capture different di-

mensions of similarity between users. Each network may even have completely dif-

ferent topologies with, for example, some users being highly similar in terms of phys-

ical characteristics but polar opposites when it comes to lifestyle. Using similarity-

sensitive boosting in conjunction with any of these different networks will result in

different classification models as each network will emphasize different partitions of

the crowd-sourced training data. This diversity is valuable as the different similarity

networks produce models that are highly effective for some classes of activity but

not others (see evaluation section). A simple example of this being those activities

that are closely connected to the physical characteristics of the person, e.g., running

and exercising, benefit from a classification model trained using a physical similarity

network.

CSN exploits the strengths of each similarity network by adopting the technique

of multi-training (a variation of co-training proposed in [116]). Multi-training is a

semi-supervised training algorithm designed to utilize multiple complementary views

of the same labeled training data to generate additional labels which are assigned to

data segments within the pool of unlabeled data. This approach is appropriate for

CSN given that crowd-sourcing generates large amounts of unlabeled data. People

will only infrequently take the time to provide any manual user input; but since
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simply collecting data is transparent to the user then large pools of unlabeled data

quickly can accumulate. Employing a multi-training approach allows CSN to use the

diversity provided by the different similarity networks to make use of a plentiful and

otherwise wasted resource, unlabeled data.

The multi-training process to train a classification model for one particular user

begins by initially using the three classifiers trained by Similarity-sensitive Boosting.

Each of these classification model maintains an independent logical copy of the la-

beled and unlabeled crowd-sourced data. An iterative process is applied whereby the

classification models are used to in turn to “label” the unlabeled portions in the logi-

cal datasets maintained by each of the other models. At the end of each iteration the

classifiers are then retrained (using Similarity-sensitive Boosting) based on the combi-

nation of the labeled data from the previous iteration along with any new additional

labels. Acquiring labels in this way can be an error-prone process, as a result labels

are only accepted when there is agreement with more than half of the classification

models. Judging the quality of a proposed new label, based on a majority decision, is

only one of many ways that quality can be assessed. Multi-training continues to iter-

ate for several round until a stopping condition is met. CSN uses currently a stopping

condition based on how many labels are accepted at each iteration. If the number of

recruited labels is too low for too many iterations then multi-training stops.

5.4 Evaluation

In this section we evaluate the effectiveness and design choices of CSN. Our experi-

ments show that by incorporating similarity networks between users into the classifi-

cation process CSN is better equipped to cope with the population diversity problem

than previously known techniques.

5.4.1 Experimental Methodology

To evaluate CSN we use two large real-world datasets and three representative base-

lines.

Datasets. Our two datasets require a variety of activity inferences which are

in frequent use in mobile sensing applications today. The first dataset, Everyday

Activities, contains a broad range of routine human activities that have been used

to support application domains like mobile health [28]. The other, Transportation,

is much more focused on a single category of activity, transportation modes. These
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Figure 5.4: Classification accuracy for the Everyday Activities dataset under CSN and
three baselines.

inferences are building blocks used, for instance, to promote green transportation [39]

in society. We collect the data for Everyday Activities as part of series of internal

experiments. The data comprises both simple activities: {walk, run, stationary}

and high-level behaviors: {meeting , studying, exercising,

socializing}. A total of 41 people contribute to this dataset using a Nexus One smart-

phone sampling sensor data from the accelerometer, microphone and GPS. People

carry the device for variable lengths of time. For Transportation we use an external

source [113, 114], with the dataset containing only different transportation modes,

specifically: {bike, bus, car, walk}. This dataset comprises 51 people who carry

for three months one of a variety of mobile devices that are equipped with a GPS,

including, smartphones, PDAs and personal navigation devices.

Benchmarks. We compare the performance of CSN against three benchmarks,
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single, isolated and naive-multi. Our benchmarks use the same features and ap-

ply the same classification model as CSN but differ significantly in how they approach

the training of the model. The benchmarks of single and isolated correspond with

the two types of common practice we describe in the later part of the prior section

on community-scale classification. In single the same generic model is provided to

all users. The classification model is trained, prior to the deployment of a system,

on all available labeled data. Unlike CSN after the release of the system the model

does not change and new training data is not collected. Under isolated every user

has their own model. Each user model is personalized by using training data sourced

directly from the user. The weakness is that each classification model is considered in

isolation of one another. No co-operation or sharing of training data occurs between

users. Finally, naive-multi allows us to demonstrate the benefit of CSN solely at-

tributable to the use of similarity networks. During training naive-multi performs

the conventional forms of precisely the same learning techniques as CSN during model

training, namely, boosting and multi-training. However, in their conventional form

none of the techniques are able to exploit community similarity networks. Specifically

the differences are: i) the weighting of training data during boosting only changes the

performance at each iteration instead of based on similarity and ii) the assignment of

people to subgroups during multi-training occurs not due to similarity but randomly.

5.4.2 Robust Classification with Low User Burden

Our first set of experiments finds CSN provides more robust classification than any of

the benchmarks under both datasets. Not only is CSN able to achieve higher classifi-

cation accuracy but we observe classification accuracy is also more evenly distributed

throughout the user population. Moreover, under CSN the burden to provide train-

ing data is lowered as CSN can offer comparable levels of accuracy relative to the

benchmarks, but with smaller quantities of crowd-sourced data.

Figures 5.4(a) and 5.5(a) show the results of experiments where we assume users

contribute different amounts of labeled data. For each quantity of labeled data we

measure the average per person accuracy of classification for models trained under

CSN and the three other benchmarks. Figure 5.4(a) uses the the Everyday Activities,

and Figure 5.5(a) repeats the experiment using the Transportation dataset. In both

figures the accuracy of CSN outperforms all baselines for each quantity of training

data tested. For example, Figure 5.4(a) shows if 500 labeled data segments are

used (approx. 15 minutes of training data from each user) then CSN outperforms
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Figure 5.5: Classification accuracy for the Transportation dataset under CSN and three
baselines.

naive-multi and isolated by 22%. Similarly, from Figure 5.5(a) we see if 1.6 x 104

labels are used (approx. 137 minutes of training data from each user) the accuracy

of CSN exceeds single by 47% and naive-multi by 32%.

From Figures 5.4(a) and 5.5(a) we also learn that CSN is able to lower the user

burden of contributing training data. As an example, Figure 5.4(a) shows isolated

requiring 36 minutes of training data from a user to achieve 74% accuracy. CSN

can provide approximately this same accuracy for only 15 minutes of training data,

a reduction of 58%. Alternatively, if we consider Figure 5.5(a) isolated is able to

perform with 77% accuracy but requires 270 minutes of training data. Again, CSN

can provide approximately this level of accuracy but with 49% less data, only needing

137 minutes of crowd-sourced data per user. Under CSN users are better rewarded for

contributing data due to a higher ratio of crowd-sourced training data to classification
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Figure 5.6: MDS projection of example physical and lifestyle similarity networks used by
CSN

accuracy.

Figures 5.4(b) and 5.5(b) present CDFs of per person accuracy within the user

population. We illustrate the fraction of the user population who receive different

levels of classification accuracy under CSN and all benchmarks. Figures 5.4(b) uses

the Everyday Activities and assumes users provide 15 minutes of training data each,

while Figure 5.5(b) assumes users provide 137 minutes of labeled data and uses the

Transportation dataset. Ideally all users should receive the same consistent level

of accuracy, otherwise classification accuracy will be unpredictable when deployed.

Better performance is indicated on these figures by curves that are furtherest to the

right. We observe from each figure CSN has the most even distribution of accuracy

compared to all benchmarks. For example, Figures 5.4(b) shows for 75% of users

CSN provides 82% accuracy compared to just 65% for

isolated, 48% for single and 52% for naive-multi. Figure 5.5(b) reinforces this

finding and indicates for again 75% of users CSN provides 77% accuracy instead

of the 68%, 53% and 66% accuracy offered by isolated, single and naive-multi

respectively.

5.4.3 Benefits of Leveraging Similarity Networks

With the following experiments we investigate the effectiveness of the similarity net-

works used by CSN.

To test if the similarity networks used by CSN are capturing meaningful differences

between people we collect additional demographic information from 22 of the people

who contribute to Everyday Activities. Figures 5.6(a) and 5.6(b) plot the result of

applying multidimensional scaling (MDS) to two similarity matrices for these people
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Figure 5.7: The classification accuracy of each activity class under different similarity
dimensions on Everyday Activity. It shows different similarity dimensions are effective for
different activities

using physical and lifestyle similarity. Distances between points in these figures are

proportional to the differences in the similarity. Figure 5.6(a) shows two clear clumps.

We find these correspond to people with similar physical characteristics, the tight

cluster near the bottom are all over 30 years old, all male, and have similar physical

levels. In contrast, the looser clump of people near the middle are in the same age

range (22 - 26) but have diversity in sex and fitness. The outlier in Figure 5.6(a) is a

50 year old woman and is distinct due to her sex and exceptional fitness. The clusters

in Figure 5.6(b) also correspond to our interview ground truth. The tight cluster to

the left were a small group of people who lived off campus and maintained regular

9 to 5 working hours. They were in sharp contrast to the very loose cluster on the

right of the figure, which is contains students who although live very close to each

also have erratic sleeping and activity patterns which results in them being grouped

but not that tightly.

In Figure 5.7 we can see the value of using multiple similarity dimensions. This

figure illustrates the different levels of classification accuracy achieved when using each

of our three similarity dimensions to classify classes found in the Everyday Activities

dataset. We see that no one single similarity metric performs best for all the activities.

We find a similar pattern exists within the Transportation dataset. By exploiting all

of these forms of similarity CSN is able to better handle a wide range of classification

tasks. This result supports the design choice to use multiple dimensions of similarity

and leverage them all when training classification models.
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5.4.4 Cloud Scalability with Low Phone Overhead

Our remaining results report on the overhead to smartphones of adopting CSN along

with the ability for CSN to scale to large user populations.

We profile the computation and energy consumption of our CSN client on the

Android Nexus One. We find resource consumption comparable to prior implemen-

tations of classification pipelines on phones (e.g., [68, 75]). As this overhead is not

specific to CSN but found in any mobile sensing application we do not report further

details. Overhead specific to CSN includes the transmission of sensor data and the

downloading of classifiers trained in the cloud. We find typical file sizes for our classi-

fication models are on the order of 1 ∼ 2 KBs, which means the cost of downloading

classification models is minor. However, a significant cost can accrue to the phone

due when uploading sensor data. To eliminate this cost our client implements an

uploading strategy that waits until the phone is recharging before uploading data,

effectively removing any burden to the battery.

The computational demands of computing the three CSN similarity dimensions

range from being light-weight to very demanding. We quantify this by profiling the

computational overhead for computing similarity networks for all people within the

Everyday Activities dataset. This dataset is more than 400GB (due mainly due to

audio data). Using our CSN Mobile Cloud Infrastructure, configured with only one

linux machine in the node pool the computational time for each variety of similarity

is, ≈200 minutes, ≈9 minutes and ≈3 minutes for sensor-data, lifestyle and physical

similarity respectively. The sensor-data similarity is the most costly of these three as

it requires pairwise calculations between users.

Personalized models are trained by CSN for each user, however, this can become

a bottle-neck. The workload of the CSN Mobile Cloud Infrastructure increases with
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Figure 5.8: The accuracy of CSN when we group the users into different number of clusters
under both datasets
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population size due to: i) the pairwise calculation of similarity between users and ii)

each new user requires a new model to be both trained. For this reason we designed

our Mobile Cloud Infrastructure to effectively leverage variable pool of cloud nodes,

so additional nodes can be added when required, but there is an alternative. A

simple extension to CSN allows it to scale any population size without incurring

additional computation. Instead of training a model for each user, users are first

grouped together by clustering. Similarity networks are then built not between people

but between these groups, with a model trained for each group. We investigate

this trade-off and cluster people with k-means using the least computationally costly

similarity dimensions, lifestyle and physical. By lowering the number of groups we can

reduce the Mobile Cloud Infrastructure workload. This will also sacrifice accuracy as

lowering the group count has the side-effect of clustering together less similar people

This trade-off is seen in Figure 5.8. These figures illustrates how accuracy falls as the

cluster size (the k in k-means clustering procedure) is reduced. Reducing the number

of models dilutes the similarity between people in the cluster. Consequently, the

model used by the entire group is less appropriate for everyone. Still, as the cluster

number decreases the overhead to the mobile cloud is reduced, since fewer models

need to be maintained.

5.5 Related Work

Interest into the potential of sensing with mobile phones has been steadily building

(e.g., [10, 22, 24, 28]). This area is presenting an emerging new sensor-based mobile

application domain to explore (e.g., [28, 75]). The importance of classification is

becoming clearer as applications mature.

The limits of activity recognition and more general types of classification are

frequently encountered by those investigating sensor-enabled mobile phones. It is

becoming obvious that conventional approaches that rely on supervised learning and

carefully controlled training experiments are not suitable. In recognition researchers

are considering alternatives. Current research directions point towards models that

are adaptive and incorporate people in the process. Automatically broadening the

classes recognized by a model is discussed in [66] where active learning (where the

learning algorithm selectively queries the user for labels) is investigated in the context

of heath care. In SoundSense [67] a general supervised classification pipeline for sound

classification is combined with a unsupervised learning. This body of work focuses pri-

marily on the individual to assist with classification. CSN leverages the user but also
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exploits communities of people (rather than just isolated individuals). Researchers are

beginning to explore this direction. The clearest example being Community-guided

Learning (CGL) [84], which was proposed in Chapter 4. CGL uses both data simi-

larity and crowd-sourced labels to improve the classification accuracy of the learning

system. It focuses on the problem of noisy labels being introduced to the training

process by using similarity in the data associated with the labels. CGL is comple-

mentary to CSN. CSN relies on crowd-sourced data and CGL proposes a technique

to clean crowd-sourced labels before model training.

The potential for crowd-sourcing has been long recognized with interest in the

area being established by Luis Von Ahn [106]. Now, commercially available systems

including Amazon’s Mechanical Turk [1] have made it simple to exploit the power of

using thousands of people. The use in CSN of crowd-sourcing builds directly on these

existing directions. We see CSN as part of an exciting area of hybrid systems that

intelligently combine the effort of the masses towards a task that neither computers

nor humans can perform on their own.

5.6 Summary

In this chapter, we have proposed Community Similarity Networks (CSN), a classifica-

tion system designed to address the population diversity problem. We demonstrated

that the population diversity problem appears, when using conventional techniques,

with as few as 50 users. CSN relies on the crowd-sourcing of labels and sensor-data

combined with multiple similarity networks used to identify communities of people

who require personalized classification models. To learn a personalized model CSN

leverages the different perspective of each similarity networks by adopting form of

co-training. We implement a complete CSN prototype system including an efficient

mobile client and a mobile cloud backend. To examine the generality of our approach

we evaluated CSN using two different mobile classification datasets. One dataset

spanning a range of commonplace activities that people perform on a daily basis,

the other focusing on a single category of activity, namely transportation mode. The

ability of CSN to remain effective under both of these distinct classification problems

highlights the flexibility of the approach.
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Chapter 6

Case Study: Monitoring,

Modeling, and Promoting Overall

Wellbeing

6.1 Introduction

In this final chapter we shift focus from the difficulties of understanding sensor-data

collected from smartphones. Instead, we consider how the techniques for construct-

ing robust and scalable classifiers that we have developed over the preceding three

chapters can have real-world impact. In what follows we describe a system which

relies on classification to allow mobile phones to continuously monitor a broad set of

health outcomes. Such fine-grain monitoring of overall wellbeing in the mainstream

population has the potential to revolutionize the way society diagnoses and treats

medical conditions.

Our lifestyle choices have a deep impact on our personal health. For example, our

sleep, socialization and exercise patterns are connected to the presence of a wide range

of health related problems such as, high-blood pressure, stress [79], anxiety, diabetes

and depression [37, 41]. Positive health effects can be observed when these wellbeing

indicators (e.g., sleep, physical activity) are kept in healthy ranges. However, people

are typically not exposed to these health indicators as they go about their daily lives.

As a result, unbalanced unhealthy lifestyles are present in the general population.

People demonstrate concern for some aspects of their wellbeing, such as fitness or

diet, yet neglect the wellbeing implications of other behaviors, such as, poor sleep,

hygiene or prolonged social isolation. We believe this situation is caused by an absence
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of adequate tools for effective self-management of overall wellbeing and health.

We envision a new class of personal wellbeing applications for smartphones capable

of monitoring multiple dimensions of human behavior, encompassing physical, mental

and social dimensions of wellbeing. An important enabler of this vision are the re-

cent advances in smartphones, which are equipped with powerful embedded sensors,

such as an accelerometer, digital compass, gyroscope, GPS, microphone, and camera.

Smartphones present a programable platform for monitoring wellbeing as people go

about their lives [58]. It is now possible to infer a range of behaviors on the phone in

real-time, allowing users to receive feedback in response to everyday lifestyle choices

that enables them to better manage their health. In addition, the popularity of smart-

phone application stores (e.g., the Apple App Store, Android Market) has opened an

effective software delivery channel whereby a wellbeing application can be installed in

seconds, further lowering the barrier to user adoption. We believe production-quality

wellbeing applications will gain rapid adoption globally, driven by: i) near zero user

effort, due to automated sensor based activity inference and ii) universal access, only

requiring a single download from a mobile phone application store and installation

on an off-the-shelf smartphone.

A number of technical barriers need to be tackled to make this vision a reality.

The majority of existing mobile health systems have focused on a specific health di-

mension (e.g., stress [35], diet [82], physical activity [28]) and consider only one or

two types of behavior. Instead, personal management of wellbeing requires applica-

tions that monitor a diverse range of daily behaviors, which have broad health related

consequences. Unfortunately the small, but growing, number of mobile health appli-

cations that consider a wider perspective of user health commonly rely on manual

data entry [82]. This type of manual effort is burdensome to users and is unlikely to

scale to mass adoption. Rather, the automated and continuous inference of the users

behavior and environment based on embedded sensors promotes sustained usage over

the long-term. Ultimately, to be effective these applications must understand the im-

pact on the health and wellbeing of the user due to the observed behavioral patterns.

Simply reporting behavioral patterns to the user is not necessarily intuitive. It can

be difficult for a user to identify which behaviors have a larger impact on wellbe-

ing. Therefore, providing intuitive and interpretable feedback is a key challenge for

wellbeing monitoring apps.

In this chapter, we present BeWell, a personal health application for smartphones

that is designed specifically to help people manage their overall wellbeing. BeWell

continuously monitors multiple dimensions of behavior and incorporates user feedback
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Figure 6.1: BeWell approaches end-user self-management of wellbeing with three distinct
phases. Initially, everyday behaviors are automatically monitored. Next, the impact of
these lifestyle choices on overall personal health is quantified using a model of wellbeing.
Finally, the computed wellbeing assessment drives feedback designed to promote and inform
improved health levels.

mechanisms that are able to increase awareness of how different aspects of lifestyle

impact the personal wellbeing of the user. BeWell uses commercial, off-the-shelf

smartphones (Android Nexus One [4]) to automatically: (i) monitor a person’s phys-

ical activity, social interaction and sleep patterns; (ii) summarize the effect of the

monitored behavior on wellbeing; and (iii) provide feedback that enables users to

effectively manage these three key aspects of their health. We present the design,

implementation and evaluation of BeWell, an automated wellbeing monitoring app

for the Android smartphones. Our detailed evaluation incorporates both system

benchmarks and controlled experiments, along with a 19 day, 27 person field trial.

Results indicate that not only are popular consumer smartphones a viable platform

for wellbeing monitoring apps but users are capable of digesting and responding to

multidimensional wellbeing feedback.

6.2 BeWell Architectural Design

In this section, we describe the BeWell architecture which includes cloud computing

servers as well as smartphones. The operational phases of the BeWell system are

shown in Figure 6.1 and discussed below.

6.2.1 Monitor Behavior

The BeWell application automatically infers behavioral patterns using sensors em-

bedded in smartphones. Rather than tracking a single wellbeing dimension, such as,

93



physical activity, the BeWell system concurrently monitors multiple dimensions (e.g.,

sleep patterns, social interaction, and physical activity), representing a more com-

plete picture of the user’s overall wellbeing. The current implementation of BeWell is

limited to three wellbeing dimensions and does not yet incorporate a number of other

important health components such as diet and stress. Users are able to manually add

new behaviors by using a diary maintained by the BeWell web portal, which visually

show the inferences made by the application and allows users to correct classification

errors.

6.2.2 Model Wellbeing

Simply collecting user patterns of behavior is insufficient. Users need to easily un-

derstand how their behavior affect different dimensions of their personal wellbeing.

Using existing guidelines provided by healthcare professionals, we estimate multi-

dimensional wellbeing scores that capture the relationship between behavioral pat-

terns and health outcomes.

6.2.3 Promote and Inform End Users

Armed with the ability to track changes in overall wellbeing, BeWell is able to present

users with richer information and make them self-aware of their current wellbeing.

BeWell presents information in two ways: i) directly, when the user interacts with the

BeWell application installed on their smartphone or from a desktop using the BeWell

web portal; and, ii) passively, using an ambient display rendered on the smartphone

wallpaper, which is visible as the user performs typical phone operations (e.g., making

a call, texting, etc.).

6.3 Monitoring and Modeling Wellbeing

A variety of health outcomes are tightly linked to everyday decisions involving sleep [13],

diet [93], exercise [85] and socialization [41] patterns. The BeWell monitoring stage

involves sensor-based inferences of user activities (e.g., sleeping, exercising, social-

ization). The wellbeing model interprets these behavioral patterns and estimates a

multi-dimensional wellbeing score to make it easier for the user to understand the

impact on overall wellbeing. Behavioral patterns and estimates of wellbeing are used

to generate user feedback that are designed to inform users of their current wellbeing,

highlighting the behavior changes needed to improve this state.
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Although there are still many unanswered questions about the links between be-

havior and wellbeing, in BeWell we take a pragmatic approach and build an initial

wellbeing model, which can be extended and refined.

Under our proof-of-concept model wellbeing is assessed for the three behaviors

independently, with three simple wellbeing scores produced that ranges between 0

and 100. Every score seeks to summarize the impact of recent user behavior on overall

wellbeing for just one of the three behaviors monitored. A score of 100 indicates the

person is matching the accepted guidelines of performance for that behavior (e.g.,

averaging more than 8 hours sleep per day). Scores of 0 indicate the individual is

not even attaining minimum recommended patterns of behavior. The score for each

dimension is computed using an exponentially weighted average of daily scores along

each dimension. In what follows, we describe the importance of these three behaviors

to overall wellbeing and explain how the scores, for individual days, are computed.

6.3.1 Sleep

A body of literature exists that links sleep hygiene to a range of mental and physi-

ological health conditions, including, affective disorders, hypertension, heart disease

and the development of diabetes [13]. However, poor sleep behavior (e.g., chronic lack

of sleep, erratic sleep cycles) are wide spread across the general population. People

commonly exchange sleep for additional waking hours as a coping mechanism for busy

lifestyles.

Research exploring sleep health effects focus both on the quantity and quality of

sleep [86]. Although both of these facets are important we focus solely on monitoring

sleep duration. We take a simple approach that approximates the sleep duration of

users by measuring mobile phone usage patterns, as discussed in Section 6.5.2. Stud-

ies show oversleeping (“long sleep”) carries similar negative health consequences to

insufficient sleep [13], thus, we penalize both behaviors. BeWell computes a wellbeing

score for sleep behavior within a single day using a gaussian function,

sleepday(HRact) = Ae
−

(HRact−HRideal)
2

2(HRhi−HRlo)
2

in which HRact is the total quantity of sleep over a 24 hour period, HRideal is the ideal

hours asleep with HRhi and HRlo being the upper and lower limits of acceptable sleep

duration. Our sleep function is parameterized using a HRideal of 7 hours with a HRhi of

9 hours and HRlo of 5 hours, these values are consistent with existing sleep studies [13].
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6.3.2 Physical Activity

Benefits of physical activity, such as, lower mortality rates and cardiovascular disease

are well-known but health benefits also extend to cancer and sexual dysfunction [85].

Further, a number of studies have linked exercise to improved depression, self-esteem,

mood, sleep, and stress [37, 81].

Our automated wellbeing assessment of physical activity begins with common

categories of end-user activity (e.g., walking, stationary, running) being recognized

by smartphone sensors. The duration the user spends performing these activities is

computed, allowing the Physical Activities Compendium metabolic equivalent of task

(MET) value [12] to be estimated each day. Being definitive as to the ideal MET levels

for an individual is difficult as mental and physical health benefits occur at different

levels of activity. These MET levels are also sensitive to user characteristics, such

as, existing physical fitness or particular genetic determinants. We currently rely on

generic guidelines established by the Centers for Disease Control and Prevention [2]

(CDC). Our daily scores of physical activity are simply a linear regression,

physicalday(METact) = (METhi − METlo)METact + METlo

where METact is the actual MET value for a user during that day, with METhi and METlo

being calibrated by the high-end and minimum guidelines for adult aerobic activity set

by the CDC. These values range between 300 and 150 minutes of moderate-intensity

per week. Such aerobic activity should be accompanied by muscle-strengthening

programs, ideal behavioral patterns for these programs are also available from the

CDC and are included within the existing physical activity guidelines. However, we

neglect this aspect of physical activity due to the inaccuracy in monitoring muscle-

strengthening programs without specialized sensors (e.g., on-body sensors). Cur-

rently, BeWell users enter this behavior manually (see Section 6.4.4). In the future,

we will study alternatives such as using coarse inferences based on location or sound.

6.3.3 Social Interaction

The daily social interactions of people have been shown to have impact on many

dimensions of wellbeing. The connection between the availability of social support and

psychological wellbeing is well established, with low levels being linked to symptoms

of depression [41]. Individuals who maintain dense social connections are more likely

to have resilient mental health. They tend to be able to cope with stress and often
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Figure 6.2: BeWell implementation, including smartphone components supported by a
scalable cloud system

are better able to manage chronic illness.

Medical studies use a variety of measures to capture the social environment of a

person. The development of these measures are still an active area of research. Be-

Well focuses on one of these metrics, social isolation, as it is more easily captured with

sensors available in smartphones today. Studies of particular high-risk communities

show social isolation is correlated with basic forms of human contact. For example,

health deterioration exhibited in the elderly is linked with, amongst others, a decline

in the frequency of human interaction (e.g., phone calls and visits with friends and

relatives) [20]. In the general population, those with profound acquired hearing loss

have been seen to suffer a deterioration of psychological wellbeing due to the associ-

ated communication difficulties [53]. We measure social isolation based on the total

duration of ambient conversations, which are detected by inferences made using the

mobile phone microphone. Insufficient medical evidence exists to parameterize this

relationship. At this time we again use a wellbeing score for social interaction with a

linear regression,

socialday(DURact) = (DURhi − DURlo)DURact + DURlo

where DURact is the duration of conversation detected relative to the total time the

microphone is active during a single day. We determine empirically a value for DURhi,

0.35, using the mean conversation ratio of a small 10 person experiment; we also

utilize this group to train our classifiers (see Section 6.5). As we lack a population

in which poor wellbeing has caused atypical conversation patterns our DURlo ratio is

simply set to zero.
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6.4 Implementation

In this section, we present the BeWell implementation based on the architecture

discussed in Section 6.2. As illustrated in Figure 6.2 the BeWell application and

system support consists of a software suite running on Android smartphones and cloud

infrastructure. The software components installed on the phones include: i) Sensing

Daemon, which is responsible for sensing, classification, data processing (e.g., privacy

preserving audio processing) and uploading of sensor data; ii) Mobile BeWell Portal,

which displays the user’s behavioral patterns and the wellbeing score associated with

these behaviors; and iii) Mobile Ambient Wellbeing Display, which provides an always-

on visualization of the user’s wellbeing scores. The BeWell Cloud Infrastructure

provides storage, computation, and web access to user data via the Desktop BeWell

Portal.

6.4.1 Sensing Daemon

The BeWell Sensing Daemon combines an internally developed platform-independent

machine learning C library with device specific components, written in Java, that are

responsible for communication, storage and the user interface. These core components

are connected with a JNI bridge. The control flow of the daemon is comprised of two

independently operating processes. The first process, the classification pipeline is

responsible for the inference of end-user behavior. The pipeline continuously samples

the phone sensors and extracts features used by classification models, which also run

on the phone. The second process, asynchronously transfers inferences made by the

classification models and the raw sensor data to the cloud infrastructure used by

BeWell.

The classification pipeline samples three sensors, the GPS, accelerometer and mi-

crophone. Using audio sensor data the pipeline recognizes social interaction based on

classifying {voicing, non-voicing} audio segments. The accelerometer data is used

to classify everyday behaviors necessary to monitor the user’s physical activity in-

cluding {driving, stationary, running, walking}. Inferences are made by applying a

combination of feature and classification models developed in previous work, Sound-

Sense [67] and Jigsaw [67]. Specifically, we use time (e.g., mean and variance) and

frequency domain features (e.g., spectral roll-off for audio) that are classified using

a Naive Bayes classifier based on a multi-variate Gaussian Model for each class. A

simple Markov Model is used to apply temporal smoothing to the resulting stream of

inferences.
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The BeWell sleep model is based on a simple but effective approach to modeling

the sleep duration of the user (see Section 6.5.2). The classification process is based

on features we extract from the phone, specifically, the frequency and duration of:

phone recharging events (since often people recharge their phones overnight); and the

periods when the phone is either stationary or in a near silent sound environment.

These features are not continuously computed rather they are extracted and computed

every 24 hours. We found an effective estimate of user sleep duration could be achieved

using a simple logistic regression model which incorporated a prior based on typical

adult sleeping patterns.

All data is stored within independent SQLite files. These files are transferred to

the cloud infrastructure with an uploading policy that emphasizes energy efficiency

to minimize the impact of using the phone’s batteries. Uploading only occurs if the

phone has both line-power and WiFi networking available. Sensor data is uploaded

to the cloud to make additional context available to end-users so they can verify,

and if necessary add or edit, inferences made by the Sensing Daemon. However,

people are sensitive to sharing sensor data. To address these concerns users are given

complete control of the sensors being used on the phone, and inferences made, through

user configuration options. Privacy controls are further augmented with automated

voicing filtering. As a result, raw audio is never stored if voicing is detected within

±5 seconds, reducing the chance that conversations are captured.

6.4.2 Mobile BeWell Portal

The Mobile BeWell Portal provides a simplified mobile phone version of the BeWell

portal allowing users to track their current and historical wellbeing scores and view

an automated activity diary (see Section 6.4.4). Users can view trends in the their

behavioral patterns as well as their wellbeing scores.

6.4.3 Mobile Ambient Wellbeing Display

In addition to the more interactive mobile portal discussed above, BeWell also sup-

ports an ambient wellbeing display to provide constant feedback of a user’s current

wellbeing state. The BeWell ambient display is an animation rendered on the phone’s

lock-screen and wallpaper making it visible to the user whenever they glance or inter-

act with their smartphone. Prior examples of effective mobile health applications have

found that mobile phone wallpaper is an effective ambient display able to promote

changes in user behavior (e.g., UbiFit Garden [28]). The BeWell ambient display
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(a) (b)

Figure 6.3: Multiple wellbeing dimensions are displayed on the smartphone wallpaper.
An animated aquatic ecosystem is shown with three different animals, the behavior of each
is effected by changes in user wellbeing.

represents overall wellbeing as three independent scores each corresponding to sleep,

activity and social interactions, as discussed in Section 6.3. Each wellbeing dimension

is captured by different characters in an aquatic ecosystem, as shown in Figure 6.3.

The animated activities of the orange clown fish represents the recent activity level

of the user; the turtle’s movement reflects a user’s sleep patterns; and a school of fish

indicates the sociability of the user. By quickly glancing at the screen at different

times during the day the user gets a quick summary of their overall wellbeing. If

the user clicks on the star fish character on the ambient display a pop-up dialog box

is displayed with the numerical values that drive the animation. The relationship

between the ambient display and the wellbeing scores is described below:

Turtle

Sleep patterns are captured by the turtle. The turtle sleeps on behalf of the user;

that is, when the user lacks sleep the turtle sleeps for the user. When the user is

getting enough sleep, the dimension score is high and the turtle comes out of its shell

and walks around with varying degrees of energy.

Clown Fish

The clown fish represents the physical activity of the user. The score modifies the

speed and movements of the clown fish. At low levels of physical activity the fish
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Figure 6.4: The BeWell web portal provides access to an automated diary of activities
and wellbeing scores.

moves slowly from across the screen. As physical activity increases the clown fish

moves more vigorously and even performs summersaults and back flips when the user

has high levels of activity.

School of Fish

Like the clown fish a school of yellow fish also swims across the screen. The size of

the school of fish grows in proportion to the amount of social interaction by the user.

In addition, the school and the clown fish swim closer together as social interaction

increases.

6.4.4 Desktop BeWell Portal

BeWell users are able to access a web portal, as shown in Figure 6.4. The portal

provides two primary services: i) to provide an automated diary-like visualization of

the behavioral patterns and wellbeing scores of the user, which users are also able

to manually edit; and, ii) to collect self-report survey data using standard validated

medical surveys that monitor depression, sleep and overall wellbeing.

The diary-like visualization allows users to both browse and edit the behavioral

inferences made by the BeWell Sensing Daemon. Users are able to access any sensor

data collected by their phone during the day to assist with their recall of events. Users

can access their location, listen to ambient (non-conversational) audio and view the

raw time-series graphs of their accelerometer and microphone data. This additional
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context assists users to recall, for example, when they actually woke up, or identify

inference errors, such as a period of walking misclassified as jogging. Users are also

able to manually add activities that are unable to be inferred by BeWell, but that may

still impact wellbeing. For example, types of exercise such as swimming, which the

Sensing Daemon can not recognize, or social interactions, that can be missed if the

user forgets to carry their phone or turns it off. For those activities that are forms

of exercise users are able to select any physical activity in the Physical Activities

Compendium [12]. Wellbeing scores are updated based on both automatic sensor

data from the phone and through the manual input by the user via the portal.

6.4.5 Cloud Infrastructure

The cloud infrastructure supporting the BeWell application is a pool of standard

Linux-based servers. Servers offer a variety of support services to BeWell components

via RESTful interfaces. These RESTful services perform the following functions: i)

to store the SQLite files uploaded from mobile phones along with all user input (e.g.,

survey responses, activity diary edits) collected by the mobile or desktop BeWell

portals; and, ii) to respond to queries for raw data, wellbeing scores or inference data

which are made by all three components (viz. Sensing Daemon, Mobile and Desktop

BeWell Portal).

In addition, there are continuous background daemons running on each server that

perform two key tasks: i) to update the wellbeing scores of users based on incoming

inferences; and, ii) to clean all the audio provided by smartphones to further protect

user privacy. The cleaning process makes it difficult to inadvertently overhear con-

versations, which may be accidentally recorded despite the safe-guards implemented

on the phone, as discussed in Section 6.4.1. The cleaning procedure segments each

one second of audio into 12 chunks, where every 3rd chunk is zero-ed out. We find

this is a simple and effective way to further clean the audio data beyond the voicing

based protection implemented on the phone.

6.5 Evaluation

In this section, we perform experiments that validate the design and implementation

of the BeWell application. First, we benchmark the resource consumption of BeWell

operating on an Android Nexus One phone. We demonstrate that an automated

wellbeing monitoring app, such as BeWell, can be deployed on an off-the-shelf smart-
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BeWell Sensing Daemon
CPU Usage Memory Usage

GUI only 0% 13511K

Audio sensor only 2% 14373K

Accel sensor only 2% 13917K

Audio classification 25% 14778K

Accel classification on 11% 14736K

Both Accel and Audio classification 31% 15357K

Benchmark Applications
CPU Usage Memory Usage

MP3 Player 16% 27056K

Web Browser 5% 62376K

Table 6.1: Android Nexus One CPU and Memory Usage for BeWell and benchmark
applications

phone. Next, we examine the accuracy of BeWell’s behavior monitoring through a five

person experiment. Finally, we provide results from a 19 day, 27 person real-world

deployment that investigates the ability of users to understand and benefit from the

multidimensional wellbeing feedback that BeWell can provide.

6.5.1 Smartphone Benchmarks

We profile the performance of the BeWell prototype application on an Android Nexus

One smartphone, for CPU, battery, memory and storage. Phones in this experiment

are equipped with an extended life battery (3200 mAh) and 4 GB microSD card.

Table 6.1 reports memory and CPU usage during different operational phases

(e.g., sensing, inference) of the BeWell Sensing Daemon. As the table shows, CPU

and memory usage vary significantly depending on the operational phase occurring

within the daemon. Not surprisingly, the more burdensome phases involve inference,

which encompasses sensor sampling, feature extraction and classification. Under all

phases the CPU usage and memory never exceed 31% and 16 MB, respectively. Table

6.1 includes a comparison of BeWell with two widely used Android applications (viz.

playing MP3 music and browsing the web). A web browser is an example of an

application users will use during the day from time to time. Table 6.1 shows that

BeWell and the web browser can co-exist within resource limitations. Both the MP3

player and the BeWell Sensing Daemon are background processes, and so are designed

to be run for long periods of time. Table 6.1 shows the MP3 player’s CPU usage when

averaged over 5 minutes uses more resources than the BeWell Sensing Daemon. This

suggests our daemon is competitive with existing applications in terms of resource

efficiency.

We perform a five person experiment which captures battery life performance and

data generation rates for BeWell. Subjects are asked to go about their normal daily
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Figure 6.5: Smartphone battery life for subjects during experiment
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Figure 6.6: Daily data generation by subjects during one week experiment

routines. Figures 6.6 and 6.5 present per-subjects values for daily data generation

and battery life, respectively. Battery life varies from user to user by 36%. This

value increases to 42% for data generation. However, the results for data generation

indicate that 4 GB external microSD storage is sufficient. Similarly, the experiment

shows that the battery life is consistently above 15 hours, which is sufficient to run

BeWell for an entire day if recharged once, very briefly during the day, as well as each

night.

6.5.2 Behavioral Inference Accuracy

The accuracy of the classification process is critically important to the overall per-

formance of BeWell. We perform a series of experiments to test the accuracy of the

BeWell classification models (i.e., activity and social interaction classifiers) and sleep

model. Models are trained prior to these experiments using training data from 10

people. To maintain consistency across all users for each experiment all subjects po-

sition the phone in the same body location, and attach the phone to their hip using
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a holster we provide.

Voicing Walking Stationary Running

Accuracy 85.3% 90.3% 94.3% 98.1%

Table 6.2: Behavior Classification Accuracy

RMSE MAE

Linear Regression 2.18 hrs 1.54 hrs

Logistic regression 2.254 hrs 1.56 hrs

Table 6.3: Sleep Duration Estimate Error

Our results find that inference accuracy is inline with previous mobile phone sens-

ing experiments [67,68] conducted with a larger number of subjects. This is expected

as our classification models leverage prior work. Table 6.2 shows the accuracy for a

5 person experiment where subjects record ground-truth activity diaries for a week.

To validate our sleep model the same 5 users complete a daily survey of sleep du-

ration, using the BeWell web portal. Table 6.3 provides the root mean square error

(RMSE) and mean absolute error (MAE) when the sleep model uses either logistic

or linear regression. The results show that a simple model that correlates phone

recharging, movement and ambient sound context is sufficient to predict the amount

of hours slept within ±1.5 hours. Medical studies suggest that there is little differ-

ence in health outcomes for people who have sleep durations that differ by only ±1

hour. Therefore, our coarse sleep model which is solely based on a user’s phone, and

not on specialized sensors worn while asleep, is adequate for a wellbeing monitoring

application.

Raw inference accuracy is only one contributing factor towards how effectively

wellbeing is assessed for the physical activity and social interaction of users. In the

case of social interaction, for example, our voicing based approach is open to being

confused by ambient sound from activities that are not actual conversations (e.g.,

when the user is watching TV). To test this we perform an experiment involving

three people. We randomly select days during the week and require the subject to

keep a detailed log of their social interactions for the entire day and evening. From

this experiment we find that on average BeWell overestimates true social interaction

by 14%. As part of our future work we plan to study more robust techniques for

conversation recognition (e.g., using temporal characteristics of conversations such as

turn taking).

Similarly, there will be inaccuracies when monitoring user activities that con-

tribute to physical wellbeing. For example, the process of computing METs based
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on just the “average” energy expended during different categories of activity will in-

troduce noise (e.g., inter-person variation due to weight or sex). However, this is not

a new problem. We use the Physical Activities Compendium [12] to compute METs

as is standard practice. BeWell potentially introduces an additional error associated

with correctly computing the duration of an activity due, for example, to errors in

classification. To quantify this error, we compute the difference in ground-truth and

estimated duration for all BeWell physical activities. We find that duration error

averages 22% across all of the users in the experiment. As part of our future work, we

plan to study more accurate techniques to compute energy expended during activi-

ties; for example, [61] demonstrates that mobile phones can estimate day-long calorie

expenditure with 80% accuracy.

6.5.3 User Field Trial

To improve the understanding of wellbeing apps under real-world usage we deploy

the prototype BeWell application to 27 people for a 19 day period. We investigate

the ability of users to understand and benefit from the multi-dimensional feedback

provided by the ambient display.

The study group recruited from the Dartmouth College community along with

residents of the Hanover, NH region. This group is comprised by 16 men and 11

women aged between 21 and 37. Of these subjects, 9% are faculty or graduate students

in the computer science department, 34% are doctors or medical researchers and the

remaining 57% are students in the arts and life sciences graduate program. We request

each volunteer carries a phone with the BeWell application installed continuously

throughout the day. The subjects either move their mobile phone SIM card into a

Nexus One or use call forwarding so they can use the study phone as their primary

phone. We provide each user with a holster to clip the phone on to their belt or

clothing.

Participants are randomly and uniformly divided into two groups: multi-dimensional

group and baseline group. All subjects have the core BeWell software installed that

tracks sleep, physical activity and social interaction. However, the baseline group do

not have the ambient display and can only view the collected information via the

BeWell web portal (see Figure 6.4) that summarizes the time spent in each activity

as a fraction of the day. The multi-dimensional group has the ambient display.

The results presented in the remainder of this section are based on detailed analysis

of the data collected using the BeWell app as well as the analysis of the exit interviews
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Figure 6.7: Comparison of the change in wellbeing scores during user field trial for multi-
dimensional and baseline user groups.

that were conducted at the end of the deployment.

Benefit of Multi-dimensional Feedback. We measure the quantitative

benefit of providing feedback along multiple dimensions by comparing changes in the

wellbeing scores during the trial between the two experiment groups. To compensate

for individual variation that could bias results (i.e., subject participants that have

abnormally high or low wellbeing scores) we compare any changes during the study

relative to a baseline average score for each person along each dimension. The baseline

score is calculated from data collected during the calibration phase just before the

start of the study – none of the subjects had feedback or the ambient display during

the calibration phase. Figure 6.7 shows average difference in the daily score for each

person during the study period, relative to their personal baseline. This figure shows

a significantly greater increase in score for the multi-dimensional group compared to

the baseline group. Specifically, these increases are 105% for physical activity, 88%

for social interaction and 507% for sleep. Two-sample t- tests at 95% significance level

indicate that multi-dimensional group is performing significantly better than baseline

group (p = 0.049, p < 0.01 and p = 0.04 for the three dimensions respectively).

Connecting Choices with Wellbeing Consequences. Understanding why

subjects within the multi-dimensional group experience sizable increases in their well-

being scores is just as important as identifying the presence of this increase itself. We

investigate if this increase was partially due to an improved ability within the sub-

group to connect everyday actions to wellbeing outcomes. To test this hypothesis

we perform a simple recall test during the exit interview. We show a timeline of

participant wellbeing scores along different dimensions and ask the participant to an-

notate and explain the variations seen in the timeline. Our findings show that the

subjects that had access to the multi-dimensional feedback on the phone are better
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Figure 6.8: Results of user wellbeing recall test for each group in the user field trial.

Multi-dimension

group

1. User would prefer different wallpaper -1.00

2. Multidimensional Display easy to interpret 1.50

3. Multidimensional Metrics helped keep balance 1.56

*-2: Strongly disagree, -1: Disagree, 0: Neutral, 1: Agree, 2: Strongly agree

4. I showed others my wallpaper 83.5%

5. Animation was annoying 0.00%

*Percentage of person choose

Table 6.4: Summary of user responses to the ambient display during the exit interview

able to connect life events to fluctuations in wellbeing. Figure 6.8 shows that the

multi-dimensional group on average recalls 4.28 events per week compared to just 1.8

events for the baseline group. Similarly, the multi-dimensional group is able to recall

a larger number of unique events as well. Common annotated events included: friends

visiting for the weekend, change of (hospital) rotation, or pressure from a work or

school deadline.

User Reactions to Multi-dimensional Ambient Display. Table 6.4 sum-

marizes exit interview questions that survey user sentiment towards the ambient dis-

play. Participant responses indicate they have a positive reaction to the phone wall-

paper as a means to visualize multidimensional wellbeing scores. A natural concern

is that the use of multiple dimensions will overwhelm the user and they will not be

able to easily digest the information. However, for instance, question 2 in Table 6.4

shows that people overall had little difficulty in interpreting the ambient display.

During exit interviews we discover friends and co-workers often casually ask how

is your fish today?. Many of the participants mention that they compare scores with

other participants; 83.5% of the multi-dimensional group reported that they show

the display to their friends and colleagues. Overall, we are surprised to discover the

amount of social activity the ambient display engendered in only a few weeks. From

108



Table 6.4 we find very few subjects prefer an alternative wallpaper – we believe this

number may rise when deployed in a broader population. We realize that the novelty

factor may have lead to this enthusiasm and this result needs to be tested with a

longer term followup study. However, none of the subjects describe the visualization

or the frequent animation as annoying (see Question 4 in Table 6.4).

6.6 Summary

In this chapter, we discussed the design, implementation and evaluation of BeWell,

a personal health application for smartphones capable of automatically monitoring a

user’s overall wellbeing. BeWell is a real-time, continuous sensing application that

provides easily digested feedback that promotes healthier lifestyle decisions. Our

prototype implementation of BeWell demonstrates the viability of personal wellbeing

applications using off-the-shelf smartphones. To study the real-world usage of BeWell

we deploy our system to 27 people over 19 days. We find BeWell users are capable of

interpreting multidimensional wellbeing scores and are responsive to feedback from

an ambient display rendered on smartphone wallpaper. BeWell helps users better

understand the impact to their personal wellbeing of their day to day social inter-

action, physical activity and sleep patterns. By providing a more complete picture

of health, BeWell can empower individuals to improve their overall wellbeing and

identify changes in lifestyle that can result in improvements to their quality of life.
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Chapter 7

Conclusion

7.1 Summary

The field of mobile phone sensing has commonalties with many pre-existing areas of

study, for example, mobile systems research, embedded sensor networking, activity

recognition, HCI and context-aware pervasive computing. However, if we are to real-

ize the potential of this new domain we will be forced to reconsider much of what these

related research topics have taught us. In this thesis we have proposed community-

guided mobile phone sensing systems, as a new direction in sensing research. This

approach seeks to couple communities and their sensing systems in symbiotic ar-

rangements that overpower the challenges presented by smartphone sensing. Our

work has primarily considered how this approach relates to a single challenge, namely

mobile classification. We adopt this focus as we believe the inability to perform ro-

bust and scalable mobile classification is currently the most critical impediment to

the smartphone sensing revolution being realized.

The primary contribution of this dissertation is the development of techniques for

intelligently integrating communities into the different stages of training and inference

used in mobile classification. Smartphones have evolved to become personal compan-

ions with which we are in constant contact. Although this makes people an easily

reached resource they are not necessarily simple to incorporate into a sensing system.

For example, crowd-sourcing labeled sensor data from millions of everyday people can

provide vast amounts of training data. However, these labels are of low-quality and

prone to error. A significant contribution of this thesis is the proposal of Community-

guided Learning (CGL) in Chapter 4. Under CGL labels are no longer assumed to

provide accurate ground-truth. Instead, the underlying structure in the sensor-data

along with unconstrained labels is exploited to intelligently group data into classes
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of human behavior and context. This framework relies on similarity within data to

determine when and how to split and merge contributions from different labeled cat-

egories provided by untrained contributors. CGL allows any supervised model to be

trained on such data making, for the first time, crowd-sourcing labels practical for a

wide range of applications.

Importantly, we demonstrate the power of not only using people directly (i.e.,

human-in-the-loop) but of leveraging the naturally occurring networks and behav-

ioral patterns that exist within communities. Among its contributions, this disserta-

tion studies a variety of the commonly occurring communities within mobile phone

sensing systems. Not only do we identify a number of communities that are able to

assist in mobile classification and but also develop novel algorithms and architectures

to extract such potential. In Chapter 3 we study two very different communities

(opportunistic and social networks). We propose Cooperative Communities, a frame-

work that includes two complementary techniques which leverage the strengths of

these communities to counter both heterogeneity in mobile device capabilities and

the cost and effort in acquiring training data. Chapter 5 investigates less visible, yet

still ever-present, networks comprised of clusters of people who share characteristics

in one or more dimensions (e.g., behavior or physical characteristics). This chapter

proposes Community Similarity Networks (CSN), a system where these logical net-

works of similar people are used to adapt generic classification models to the specific

needs of distinct communities of users. By leveraging these networks CSN enables

mobile classification to remain robust even when deployed to diverse large-scale user

populations of millions of people, a challenge which we refer to as the population

diversity problem. CSN is the first classification system which is able to cope with

the population diversity problem.

Finally, in the previous chapter we provide a case study of a mobile sensing ap-

plication which relies upon the technical breakthroughs in mobile classification made

by this thesis. We present BeWell, a system able to monitor and promote the over-

all health and wellbeing of everyday people using existing mobile phone technology.

This application represents a first-of-its-kind mobile health application that is able to

consider a wide range of health outcomes. Our approach to wellbeing management

is to sense along multiple dimensions of particular everyday end-user behavior which

collectively exert powerful influence over the overall health of the user. This requires

not only the accurate monitoring of behavioral patterns from sensor-data, a process

underpinned by mobile classification, but additionally requires advances in how users

are informed of the insights BeWell makes about their wellbeing and daily routines.
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Using a combination of ambient displays and interactive applications we provide feed-

back as to the wellbeing implications for multiple behavioral patterns simultaneously.

By successfully, monitoring behavior, modeling wellbeing and promoting awareness

BeWell enables everyday people to assume much greater control over their own health.

7.2 End Note

The contributions made by this thesis push the boundaries of how researchers should

view hybrid systems that blend the strengths of humans and machines. Within ex-

isting research into hybrid systems significant attention is, quite rightly, focused on

the individual. People are directly incorporated into systems using crowd-sourcing

or other human-in-the-loop approaches. However, this dissertation contends an equal

amount of attention needs to be placed on how the strength of communities as a whole

can be effectively leveraged. We believe both the design and operation of these sys-

tems need a broader perspective. They must still maintain awareness of the user-level

interaction that takes place within the system; but at the same time recognize the

system collectively interacts with another entity, a community, which has patterns of

behavior and characteristics in much the same way as the people who comprise it.

Sensing systems of the future will need to treat community properties, for instance,

group behavior and human influence networks, as carefully as individual properties

are treated today.

In this dissertation we have taken the first steps towards building mobile sensing

systems that not only have such deep a understanding of the communities that use

them, but are equipped to leverage these communities to more effectively serve the

end user. Our detailed investigation into community-guided approaches to mobile

classification has instilled in us a belief that a community-guided approach will prove

valuable in addressing a much wider range of the open problems that smartphone

sensing brings to the fore. We believe the examples of mobile classification and

persuasion seen in this thesis represent only the beginning of how communities can

impact the operation of mobile sensing systems.

By exploring sensing systems that have community awareness this thesis has ex-

posed a number of open research questions. Uncovering additional aspects of mobile

sensing which will benefit from adopting community-guided techniques is only one

of these. From our investigation we find community-guided methods tend to be tied

both to the form of community leveraged and the technical challenge being overcome.

Perhaps the key unresolved question is if there exists a generalized model for exploit-
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ing groups that will span different mobile sensing domains. The complexities and

shear variety of community interactions within large-scale populations are extensive,

what are the salient issues that a generalized model must encompass? At this early

stage we believe these to be: i) recognizing communities within the wider population,

ii) determining the collective characteristics of these communities, and iii) identifying

the various connections that exist between them. To make progress we will need

new community-guided systems which operate at two at both the micro-scale (per-

sonal) and macro-scale (community). Systems which are cognizant of the individual

end-user, while at the same time operate with an awareness of the community; un-

derstanding how these two scales interact with each other and impact the system and

algorithmic design of sensing systems will be important for future community-guided

sensing research to consider.

Collectively, the individual chapters of this thesis provide a single clear powerful

example of the potential for community-guided mobile phone sensing systems. Our

work shows how community involvement and awareness can enable mobile classifica-

tion to be more robust and scalable. Through the technical contributions of Coop-

erative Communities, CGL, CSN and BeWell we have laid the foundation necessary

for further exploration. We hope this dissertation has provided both the impetus

for additional study and acts as a useful guide to researchers seeking to identify the

alternative avenues where communities can further impact the evolution of mobile

phone sensing systems.
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solesi, Shane B. Eisenman, Xiao Zheng, and Andrew T. Campbell. Sensing meets mobile

social networks: the design, implementation and evaluation of the cenceme application. In

SenSys ’08: Proceedings of the 6th ACM conference on Embedded network sensor systems,

pages 337–350, New York, NY, USA, 2008. ACM.

[74] Emiliano Miluzzo, Tianyu Wang, and Andrew T. Campbell. Eyephone: activating mobile

phones with your eyes. In Proceedings of the second ACM SIGCOMM workshop on Networking,

systems, and applications on mobile handhelds, MobiHeld ’10, pages 15–20, New York, NY,

USA, 2010. ACM.

[75] Min Mun, Sasank Reddy, Katie Shilton, Nathan Yau, Jeff Burke, Deborah Estrin, Mark
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