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While today’s computer networks support only best-effort 
service, future packet-switching integrated-services networks will 
have to support real-time communication services that allow 
clients to transport information with performance guarantees 
expressed in terms of delay, delay jitter, throughput, and loss rate. 
An important issue in providing guaranteed performance service 
is the choice of the packet service discipline at switching nodes. 
In this paper, we survey several service disciplines that are 

proposed in the literature to provide per-connection end-to-end 
peqormance guarantees in packet-switching networks. We 
describe their mechanisms, their similarities and differences, and 
the performance guarantees they can provide. Various issues 
and tradeoffs in designing service disciplines for  guaranteed 
performance service are discussed, and a general framework for 
studying and comparing these disciplines are presented. 

I. INTRODUCTION 
Communication systems have been revolutionized by 

technological advances in the last decade. The speed and 
capacity of various components in a communication system, 
such as transmission media, switches, memory, processors, 
have all followed technological curves that have grown 
either linearly or exponentially over the last ten years 
[ 181. At the periphery of the network, driven by the same 
underlying technology-microelectronics, the capability of 
computers has been drastically increased while the cost 
has been significantly reduced. The advent of high speed 
networking has introduced opportunities for new applica- 
tions such as video conferencing, scientific visualization 
and medical imaging. These applications have stringent 
performance requirements in terms of throughput, delay, 
delay jitter, and loss rate. Current packet-switched networks 
(such as the Internet) offer only a best-effort service, where 
the performance of each session can degrade significantly 
when the network is overloaded. There is an urgent need to 
provide network services with performance guarantees and 
to develop algorithms supporting these services. 
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One of the most important issues in providing guaranteed 
performance services is the choice of the packet service dis- 
cipline at the switch. In a packet-switching network, packets 
from different connections will interact with each other 
at each switch; without proper control, these interactions 
may adversely affect the network performance experienced 
by clients. The service disciplines at the switching nodes, 
which control the order in which packets are serviced, 
determine how packets from different connections interact 
with each other. 

Although service disciplines and associated performance 
problems have been widely studied in the contexts of 
hard real-time systems and queueing systems, results from 
these studies are not directly applicable in the context 
of providing guaranteed performance service in packet- 
switching networks. Analyses of hard real-time systems 
usually assume a single server environment, periodic  jobs, 
and the job delay bounded by its per iod  [53]. However, the 
network traffic is bursty, and the delay constraint for each 
individual connection is independent of its bandwidth re- 
quirement. In addition, bounds on end-to-end performance 
need to be guaranteed in a networking environment, where 
traffic dynamics are far more complex than in a single 
server environment. Queueing analysis is often intractable 
for realistic traffic models. Also, classical queueing analyses 
usually study average performance for aggregate traffic 
[32], [57], while for guaranteed performance service per- 

formance  bounds need to be derived on a per-connection 
basis [13], [38]. In addition to the challenge of providing 
end-to-end per-connection performance guarantees to het- 
erogeneous and bursty traffic, service disciplines must be 
simple so that they can be implemented at very high speeds. 

Recently, a number of new service disciplines that are 
aimed to provide per-connection performance guarantees 
have been proposed in the context of high-speed packet- 
switching networks [12], [16], [21], [22], [26], [56], [62], 
[67]. Also, new analysis techniques have been proposed 
to address the performance issues of these disciplines [l], 
[51, VI, [SI, [341, [351, P71, W I ,  P21, [481, V91, [581, 
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[60], [63], [64], [66], [68]. In this paper, we give an 
overview of the proposed service disciplines, and discuss 
the issues and tradeoffs in designing service disciplines 
in providing guaranteed performance service in packet- 
switching networks. 

The rest of the paper is organized as follows. In Section 
11, we review general issues associated with providing 
performance guarantees in packet-switching networks and 
demonstrate the important role of service disciplines in the 
network control architecture. Sections Ill and IV discuss 
the two classes of service disciplines, work-conserving and 
nonwork-conserving disciplines respectively. In each of the 
two sections, a brief description of each discipline is first 
given before a general framework is presented to show 
the similarities and differences among them. The end-to- 
end delay characteristics, buffer space requirement, and 
implementation issues of each discipline are then discussed 
within the framework. In Section V, we summarize the pa- 
per by providing a taxonomy for classifying and comparing 
existing solutions. 

11. BACKGROUND 

A.  Network Model 
We consider a network with arbitrary topology of links 

and switches.’ Link are assumed to have bounded delay. 
Switches are assumed to be “nonblocking,” i.e., when 
packets arrive at an input link, they can be routed directly 
to the appropriate output links without switching conflicts. 
Packets destined for different output links do not interfere 
with each other, and queueing occurs only at the output 
ports of the switch [30]. With these assumptions, a con- 
nection in such a network can be modeled as traversing a 
number of queueing servers, with each server modeling the 
output link of a switch. The network supports variable-size 
packets. 

B. Service Model 
We consider the following guaranteed performance ser- 

vice model: before the communication starts, the client 
needs to specify its traffic characteristics and desired per- 
formance requirements. When the network accepts the 
client’s request, it guarantees that the specified performance 
requirements will be met provided that the client obeys its 
traffic specification. 

In this model, the guaranteed performance service defines 
a contractual relationship between the communication client 
and the network [13], [15], [SS]: the network promises to 
fulfill its obligation (guaranteeing the performance for the 
client’s traffic) only if the client honors its own part of the 
contact (not sending more data than declared). In addition, 
the network may reject the client’s request due to lack of 
resources or administrative constraints. In its basic form, the 

‘In the literature, the term “switch is used in the context of ATM 
networks, while “gateway” or “router” is used more often in an intemet- 
working environment. In this research, we will call switching elements as 
“switches.” 

contract is signed before data transfer during a connection 
establishment process and is kept effective throughout the 
life time of the connection [16]. To increase dynamicity 
and flexibility, the model can also be extended to allow 
contract to be modified in the middle of a connection 

Recently, a new service model called the predicted ser- 
vice was proposed [7]. There are two important differ- 
ences between the predicted service and the guaranteed 
performance service discussed in this paper. First, while 
the admission control, which decides whether there are 
enough resources within the network to accept a new 
connection, is used to support both types of service, the 
criteria are quite different. In order to decide whether there 
are enough resources, one has to know the current network 
load. For predicted service, the current network load is 
based on measurement; for guaranteed service, it is based 
on prespecified characterization of existing connections. 
Since the measured network load may vary, the service 
commitment by predicted service is less reliable. Secondly, 
in the predicted service, the delay bound or playback point 
for a connection is provided by the network and may 
vary due to the network load fluctuation. It is assumed 
that applications using the predicted service can adapt to 
the changing of the playback point and tolerate infrequent 
service disruptions. In the guaranteed performance service 
model, delay bound is specified by the application and does 
not change during the life time of the connection without 
the explicit request by the client. 

I) Performance Parameters in Guaranteed Service: The 
most important clauses in the service contract are the 
specifications of performance requirements and traffic char- 
acteristics. For the performance parameters, the single most 
important one is the end-to-end delay bound, which is 
essential for many applications that have stringent real-time 
requirements. While throughput guarantee is also important, 
it is provided automatically with the amount specified by the 
traffic characterization (Section 11-B.2). Another important 
parameter is the end-to-end delay jitter bound. The delay 
jitter for a packet stream is defined to be the maximum 
difference between delays experienced by any two packets 
[ 131, [56]. For continuous media playback applications, 
the ideal case would be that the network introduces only 
constant delay, or Zero delay-jitter. Having a bounded 
delay-jitter service from the network makes it possible for 
the destination to calculate the amount of buffer space 
needed to eliminate the jitter. The smaller the jitter bound, 
the less amount of buffer space is needed. Since it is 
more important to provide end-to-end delay and delay-jitter 
bounds than average low delay for guaranteed service class, 
packets arriving too earlier may not even be desirable in 
such a environment. In fact, the earlier a packet arrives 
before its delay bound or playback point, the longer it needs 
to occupy the buffer. This is one of the most important 
differences between the performance requirements of the 
guaranteed-performance service and the best-effort service 
provided by the traditional computer networks: performance 
bounds are more important for the guaranteed service while 
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average performance indices are more important for the 
best-effort service. 

A third important parameter is the loss probability. Packet 
loss can occur due to buffer overflown or delay bound vio- 
lation. A statistical service [13], [37], [66] allows a nonzero 
loss probability while a deterministic service guarantees 
zero loss. With a deterministic service, all packets will meet 
their performance requirements even in the worst case. With 
a statistical service, stochastic or probabilistic bounds are 
provided instead of worst case bounds. Statistical service 
allows the network to overbook resources beyond the worst- 
case requirements, thus may increase the overall network 
utilization by exploiting statistical multiplexing gain. 

2 )  Traffic Models in Guaranteed Service: Although there 
is a general consensus within the research community on 
the (super) set of parameters to characterize performance 
requirements, there is no agreement on which traffic model 
or which set of traffic parameters should be adopted. In 
the traditional queueing theory literature, most models are 
based on stochastic processes. Among the more popular 
ones are the Poisson model for data [32], on-off model for 
voice sources [3] and more sophisticated Markovian models 
for video sources [43]. A good survey for the probabilistic 
models for voice and video sources is presented in [46]. In 
general, these models are either too simple to characterize 
the important properties of the source or too complex for 
tractable analysis. 

Recently, several new models are proposed to bound the 
traffic rather than characterize the process exactly. Among 
them are: (Xmin, Xave, I ,  Smax) [16], (a, p )  [8] ( T ,  T )  
[20], [26], and the D-BIND model [35]. A traffic stream 
satisfies the (X min, Xave, I ,  S max) model if the inter- 
arrival time between any two packets in the stream is 
more than X min, the average packet inter-arrival time 
during any interval of length I is more than Xave, and the 
maximum packet size is less than Smax. Alternatively, a 
traffic stream satisfies the (a, p )  model if during any interval 
of length U ,  the number of bits in that interval is less than 
a + pu. In the (a, p )  model, a and p can be viewed as the 
maximum burst size and the long term bounding rate of 
the source respectively. Similarly, a traffic stream is said to 
satisfy (T,  T )  model if no more than r.T bits are transmitted 
on any interval of length T .  Rather than using one bounding 
rate, the deterministic bounding interval-dependent (D- 
BIND) model uses a family of rate-interval pairs where 
the rate is a bounding rate over the corresponding interval 
length. The model captures the intuitive property that over 
longer interval lengths, a source may be bounded by a rate 
lower than its peak rate and closer to its long-term average 
rate. 

In each of the above models, the exact traffic pattern 
for a connection is unknown, the only requirement is that 
the volume of the traffic be bounded in certain ways. Such 
bounding characterizations are both general and practical. 
They can characterize a wide variety of bursty sources. In 
addition, it is sufficient for resource management algorithms 
to allocate resources by knowing just the bounds on the 
traffic volume. 

A bounding characterization can either be deterministic 
or stochastic. A bounding deterministic traffic characteri- 
zation defines a deterministic traffic constraint function. A 
monotonic increasing function bj (.) is called a deterministic 
traffic constraint function of connection j if during any 
interval of length U,  the number of bits arriving on j during 
the interval is no greater than bj(u). More formally, let 
Aj(t1,  t ~ )  be the total number of bits arrived on connection 
j in the interval of ( t l ,  t 2 ) ,  b j ( . )  is a traffic constraint 
function of connection j if Aj ( t ,  t + U )  5 bj ( U ) ,  V t ,  U > 0. 
Notice that b j ( . )  is a time invariant deterministic bound 
since it constrains the traffic stream over every interval 
of length U .  For a given traffic stream, there are an 
infinite number of valid traffic constraint functions, out of 
which, a deterministic traffic model defines a parameterized 
family. All of the above traffic models have corresponding 
traffic constraint functions. For example, the traffic con- 
straint function of (a ,p)  model is a + pu. The traffic 
constraint can also be stochastic. In [37], a family of 
stochastic random variables are used to characterize the 
source. Connection j is said to satisfy a characterization 

random variables and tl < t z  < . . .  are time intervals, 
if Rtt,j is stochastically larger than the number of bits 
generated over any interval of length ti by source j. 
This model is extended in [66] by explicitly considering 
the interval-dependent property of the source: over longer 
interval lengths, a source may be bounded by a rate lower 
than its peak-rate and closer to its long-term average. 
The resulted model is called Stochastic Bounding Interval 
Dependent or S-BIND model. Another related traffic model 
is the exponentially bounded burstiness (EBB) process 
proposed in [59], [60]. A source is said to be EBB with 
parameters ( p , d , a )  if Pr{A[s,s + t]  2 p t  + a} 5 
d e p a u  VCT 2 0 and s , t  > 0 where random variable 
A[tl ,  t z ]  denotes the total number of bits generated by a 
source in the interval [ t l ,  t 2 ] .  

In this paper, we assume that a communication client uses 
a deterministic bounding traffic model to specify its traffic 
if it requests a deterministic service and use a stochastic 
bounding traffic model to specify its traffic if it requests a 
statistical service. 

of {(Rtl,j, tl), (Rt,,j, t 2 ) ,  ( R t 3 , j J 3 )  * . where Rtd are 

C. TrafJic Management Algorithms 
In packet-switching networks, there is the possibility that 

the aggregate rate of the input traffic to the network (or a 
portion of the network) temporarily exceeds the capacity 
of the network, in which cases packets may experience 
long delays or get dropped by the network. This is called 
congestion. Although networks are expected to become 
even faster, the problem of congestion is not likely to 
go away [25]. Various congestion control or traffic man- 
agement algorithms have been proposed in the literature. 
These solutions can be classified into two classes: reactive, 
or feedback control schemes [24], [51], and proactive, or 
resource reservation algorithms [ 161, [391, 1671. 

Reactive approaches detect and react dynamically to 
congestion inside the network by relying on the feedback 
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Packet Service Roundtrip Time Connection Lifetime 

4 4 4 

us. ms. min. 

Control timescales for traffic management algorithms. Fig. 1. 

information from the network, while proactive approaches 
eliminate the possibility of congestion by reserving network 
resources for each connection. From the point of view of 
control time scale, reactive approaches operate in a time 
scale of several round-trip times since the length of the 
interval between the time when the congestion is detected 
and the time when the congestion signal is passed back 
to the source is on the order of one round-trip time. 
Proactive approaches, on the other hand, operate on at least 
two timescales: connection level and packet level. At the 
connection level, when a new connection request comes in, 
a set of connection admission control conditions are tested 
at each switch. The new connection is accepted only if 
there are enough resources to satisfy the requirements of 
both the new connection and existing connections. At the 
packet level, the packet service discipline at each switch 
selects which packet to transmit next by discriminating 
packets based on their performance requirements. Usu- 
ally, different service disciplines need different admission 
control algorithms. A complete solution needs to specify 
both the service discipline and the associated connection 
admission control conditions. 

The three timescales used by traffic management algo- 
rithms are illustrated in Fig. 1. While a reactive approach 
is suitable for supporting best-effort service, a proactive 
traffic management architecture is better for guaranteed 
performance service. The two approaches can coexist in 
an integrated services network. 

D. Service Disciplines 
As can be seen from Fig. 1, packet service disciplines 

operate at the smallest time scale, or with the highest 
frequency. Together with connection admission control 
algorithms, they provide the two most important compo- 
nents in a proactive traffic management architecture. While 
connection admission control algorithms reserve resources 
during connection establishment time, packet service dis- 
ciplines allocate resources according to the reservation 
during data transfer. Three types of resources are being 
allocated by service disciplines [ 121 bandwidth (which 
packets get transmitted), promptness (when do those pack- 
ets get transmitted) and buffer space (which packets are 
discarded), which, in turn, affects three performance pa- 
rameters: throughput, delay, and loss rate. 

Even in reactive or feedback-based traffic management 
architecture, appropriate scheduling at packet switches will 
make end-to-end control more effective [12], [31]. In the 
rest of the paper, we consider architecture shown in Fig. 2 
for service disciplines in integrated services networks. 
There are separate queues and service policies for guar- 

Gu.ranlccd Traffic m] Schdulerl 
Switch - 

hput Link 2 Scheduler2 OutputLiok 

Nan-Ouaranued Traffic 

Fig. 2. 
traffic. 

Servicing both guaranteed service and nonguaranteed 

anteed service and other packets. Best-effort packets are 
transmitted only when no packets from the guaranteed 
service queue are available for transmission. It should be 
noticed that the two queues in Fig. 2 are logical ones. 
Depending on the service discipline, each logical queue 
can corresponds to multiple physical queues. For example, 
if a Static Priority discipline with n priority levels is used 
for guaranteed traffic and a round robin discipline with m 
classes is used for nonguaranteed traffic, the number of 
physical queues is n + m at each output port. In this paper, 
we will focus on the service disciplines for guaranteed 
traffic. 

Although it is possible to build a guaranteed performance 
service on top of a vast class of service disciplines [14], we 
would like a service discipline to be efficient, protective, 
flexible, and simple. 

I) E’ciency: To guarantee certain performance require- 
ments, we need a connection admission control policy to 
limit the guaranteed service traffic load in the network, or 
limit the number of guaranteed service connections that 
can be accepted. A service discipline is more efficient than 
another one if it can meet the same end-to-end performance 
guarantees under a heavier load of guaranteed service 
traffic. An efficient service discipline will result in a higher 
utilization of the network. 

2) Protection: Guaranteed service requires that the net- 
work protects well behaving guaranteed service clients from 
three sources of variability: ill-behaving users, network load 
fluctuation, and best-effort traffic. It has been observed 
in operational networks that ill-behaving users and mal- 
functioning equipments may send packets to a switch at 
a higher rate than declared. Also, network load fluctua- 
tions may cause a higher instantaneous arrival rate from 
a connection at some switch, even though the connection 
satisfies the traffic constraint at the entrance to the network. 
Another variability is the best-effort traffic. Although the 
guaranteed service traffic load is limited by connection 
admission control, best-effort packets are not constrained. 
It is essential that the service discipline should meet the 
performance requirements of packets from well behaving 
guaranteed service clients even in the presence of ill- 
behaving users, network load fluctuation and unconstrained 
best-effort traffic. 

3) Flexibility: The guaranteed performance service needs 
to support applications with diverse traffic characteristics 
and performance requirements. Scientific visualization and 
medical imaging will have very different characteristics 
from video. Even for video, conferencing applications, 
movie applications, and HDTV require different qualities of 
service. Other factors, such as different coding algorithms 
and different resolutions, also contribute to the diversity 
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of video requirements. Because of the vast diversity of 
traffic characteristics and performance requirements of ex- 
isting applications, as well as the uncertainty about future 
applications, the service discipline should be flexible to 
allocate different delay, bandwidth, and loss rate quantities 
to different guaranteed service connections. 

4 )  Simplicity: The service discipline should be both con- 
ceptually simple to allow tractable analysis and mechani- 
cally simple to allow high speed implementation. 

111. WORK-CONSERVING SERVICE DISCIPLINES 
A service discipline can be classified as either 

work-conserving or nonwork-conserving. With a work- 
conserving discipline, a server is never idle when there is 
a packet to send. With a nonwork-conserving discipline, 
each packet is assigned, either explicitly or implicitly, 
an eligibility time. Even when the server is idle, if no 
packets are eligible, none will be transmitted. As will be 
shown later in this paper, whether a service discipline 
is work-conserving affects the end-to-end delay analysis, 
buffer space requirements, and delay-jitter characteristics. 

In this section, we will study the work-conserving dis- 
ciplines: Delay earliest-due-date (delay-EDD) [ 161, [29], 
[69], virtual clock [67], fair queueing (FQ) [12] and its 
weighted version (WFQ) also called packetized generalized 
processor sharing (PGPS) [48], self-clocked fair queueing 
(SCFQ) [22], and worst-case fair weighted fair queueing 
(WF2Q) [2]. We first describe each of these disciplines, then 
present a framework to show the similarities and differences 
among them. Finally, we examine the end-to-end delay 
characteristics and buffer space requirements for each of 
them. Nonwork-conserving disciplines will be discussed in 
Section IV. 

A. Virtual Clock 
The virtual clock [67] discipline aims to emulate the 

time division multiplexing (TDM) system. Each packet is 
allocated a virtual transmission time, which is the time at 
which the packet would have been transmitted were the 
server actually doing TDM. Packets are transmitted in the 
increasing order of virtual transmission times. 

Fig. 3 gives a simple example to illustrate how virtual 
clock works. In the example, there are three connections 
sharing the same output link. All three connections specify 
their traffic characteristics and reserve resources accord- 
ingly. Connection 1 has an average packet interarrival time 
of 2 time units, connection 2 and 3 have an average packet 
interarrival time of 5 time units. For simplicity, assume 
packets from all the connections have the same size, and the 
transmission of one packet takes one time unit. Hence, each 
of connections 2 and 3 reserve 20% of the link bandwidth, 
while connection 1 reserves 50% of the link bandwidth. The 
arrival pattern of the three connections are shown in the first 
three timelines. As can be seen, connections 2 and 3 send 
packets at higher rates than reserved, while connection 1 
sends packet according to the specified traffic pattern. The 
fourth timelines show the service order of packets when 

A-1- average connection inter-arrival: 1: 2 units 

connection 2 
? ? ? ?  
I , , ,  
, , # I  

1 1 1 1 1 1 U averageinter-arrival: Sunits 

+ + e +  
connection 3 

, . . .  . . . .  , . . .  , . . .  , . . .  , . . .  1 1 I I I 1 1 1 1 1 averageinter-arrival: Sunits 

f ?  
: , : I : ,  : I  First-Come-First-Served 
i o ; , ; ,  / I  1 1 serviceorder 

A +  + $ + ? + ?  , I .  

: I  : , : o : s  

I 1 I VirmalClockserviceorde~ : I  : , j I j I  . , . , , ,  

Fig. 3. Comparison of virtual clock and FCFS. 

the service discipline is FCFS. In this case, even though 
connection 1 reserves more resources, the misbehaviors of 
connections 2 and 3 affect its performance. 

The virtual clock algorithm assigns each packet a virtual 
transmission time based on the arrival pattern and the 
reservation of the connection to which the packet belongs. 
The fifth timeline shows the virtual transmission time 
assignment. The transmissions of packets are then ordered 
by the virtual transmission times. The service order of 
packets under the virtual clock discipline is shown in the 
sixth timeline. Notice that although connections 2 and 3 are 
sending packets at higher rates, the virtual clock algorithm 
ensures that each well behaving connection, in this case 
connection 1, gets good performance. 

B. WFQ and WF2Q 
WFQ and WF2Q are two packet policies that try to ap- 

proximate the same fluid fair queueing (FFQ) or generalized 
processor sharing (GPS) policy. FFQ is a general form of 
the head-of-line processor sharing service discipline (HOL- 
PS) [33]. With HOL-PS, there is a separate FIFO queue 
for each connection sharing the same link. During any time 
interval when there are exactly N nonempty queues, the 
server serves the N packets at the head of the queues 
simultaneously, each at a rate of one Nth of the link speed. 
While a HOL-PS server serves all nonempty queues at 
the same rate, FFQ allows different connections to have 
different service shares. A FFQ is characterized by N 
positive real numbers, & , 4 2 ,  . . . , 4 ~ ,  each corresponding 
to one queue. At any time r, the service rate for a nonempty 

C where B(r )  the set of queue a is exactly 

nonempty queues and C is the link speed. Therefore, FFQ 
serves the nonempty queues in proportion to their service 
shares. FFQ is impractical as it assumes that the server can 
serve all connections with nonempty queues simultaneously 
and that the traffic is infinitely divisible. In a more realistic 
packet system, only one connection can receive service at 
a time and an entire packet must be served before another 
packet can be served. 

l2k 
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There are different ways of approximating FFQ service 
in a packet system. Among them, the most well known one 
is the WFQ discipline [12], also known as PGPS [47]. In 
WFQ, when the server is ready to transmit the next packet 
at time 7, it picks, among all the packets queued in the 
system at 7, the first packet that would complete service 
in the corresponding FFQ system if no additional packets 
were to arrive after time 7. 

While WFQ uses only finish times of packets in the FFQ 
system, WF2Q uses both start times and finish times of 
packets in the FFQ system to achieve a more accurate 
emulation. In WF2Q, when the next packet is chosen for 
service at time 7, rather than selecting it from among all the 
packets at the server as in WFQ, the server only considers 
the set of packets that have started (and possibly finished) 
receiving service in the corresponding FFQ system at time 
7, and selects the packet among them that would complete 
service first in the corresponding FFQ system. 

The following example, shown in Fig. 4, illustrates the 
difference between WFQ and WF2Q. For simplicity, as- 
sume all packets have the same size of 1 and the link 
speed is 1. Also, let the guaranteed rate for connection 1 
be 0.5, and the guaranteed rate for each of the other 10 
connections be 0.05. In the example, connection 1 sends 
11 back-to-back packets starting at time 0 while each of 
all the other 10 connections sends only one packet at time 
0. If the server is FFQ, it will take 2 time units to service 
each of the first 10 packets on connection 1, one time unit to 
service the 1 lth packet, and 20 time units to service the first 
packet from another connection. Denote the kth packet on 
connection j to be p:, then in the FFQ system, the starting 
and finishing times are 2 ( k  - 1) and 2k,  respectively, for 
p : ,  k = 1 . .  . l o ,  20 and 21, respectively, for pi1, and 0 and 
20, respectively, for pj’, j = 2 . .  .11. 

For the same arrival pattern, the service orders under 
the packet WFQ and WF2Q systems are different. Under 
WFQ, since the first 10 packets on connection 1 @:,k = 
1 .. . lo )  all have FFQ finish times smaller than packets 
on other connections: the server will service 10 packets 
on connection 1 back to back before service packets from 
other connections. 

Under WF2Q, at time 0, all packets at the head of each 
connection’s queue, p j ,  i = 1,. . .  ,11, have started service 
in the FFQ system. Among them, p i  has the smallest finish 
time in FFQ, so it will be served first in WF2Q. At time 
1, there are still 11 packets at the head of the queues: p:  
and p t ,  i = 2 , ,  . . , 11. Although pf has the smallest finish 
time, it will not start service in FFQ until time 2, therefore, 
it won’t be eligible for transmission at time 1. The other 10 
packets have all started service at time 0 at the FFQ system, 
thus are eligible. Since they all finish at the same time in the 
FFQ system, the tie-breaking rule of giving highest priority 
to the connection with the smallest number will yield p i  as 
the next packet for service. At time 3, p: becomes eligible 

’The FFQ finish time of packet p i o  is 20, the same as that of packets 
p:  . j = 2 . . .  11. If we adopt the following tie-breaking policy in which 
the packet from the connection with the smallest connection number has 
a higher priority, packet p:’ will be served before p i ,  j = 2 . . .  11. 

l ~ l f , ~ l ~ l ~ l ~ l ~ l t , f l ~ , f ,  , I , I , I , , , , connection 1 

& & h A + h & h + &  . . . . . . . . . .  . . . . . . . . . .  . . . . . . . . . .  . . . . . . . . . .  . . . . . . . . . .  . . . . . . . . . .  I I I I I I I I I , I I I , I I , I I I I WFQseMceorder 
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: : : : : : : : : :  . . . . . . . . . .  l WQ~rviceorder . . . . . . . . . .  

Fig. 4. WFQ and WF2Q. 

and has the smallest finish time among all packets, thus it 
will start service next. The rest of the sample path for the 
WF2Q system is shown in Fig. 4. 

There are two noteworthy points. First, at any given time 
r, the accumulated service provided for each connection 
(the total amount of bits transmitted) by either packet 
system never falls behind the fluid FFQ system by more 
than one packet size. Such a relationship with FFQ and the 
fact that end-to-end delay bounds can be provided in FFQ 
are the basis for establishing end-to-end delay bounds in 
WFQ and WF2Q. Also, since in the worst case both WFQ 
and WF2Q can fall behind FFQ by the same amount of 
service, they provide the same end-to-end delay bounds. 
However, as shown in the example, the service order under 
WFQ and WF2Q can be quite different. Even though WFQ 
cannot fall much behind FFQ in terms of service, it can be 
quite far ahead of the FFQ system. In the example, by the 
time 10, 10 packets on connection one have been served in 
the WFQ system, while only five packets have been served 
in the FFQ system. The discrepancy between the service 
provided by WFQ and FFQ can be even larger when there 
are more connections in the system. In contrast, WF2Q 
does not have such a problem. In the above example, by 
the time 10, WF2Q will have served five packets, exactly 
the same as FFQ. In fact, it can be shown that the difference 
between the services provided by WF2Q and FFQ is always 
less than one packet size. Therefore, WF2Q is the most 
accurate packet discipline that approximates the fluid FFQ 
discipline. 

Even though the difference between WFQ and WF2Q 
does not affect the end-to-end delay bounds they provide, 
it is shown in [2] that such a difference may have important 
implications if they are used to provide best-effort services. 

C. Self-clocked Fair Queueing 
Both WFQ and WF2Q need to emulate a reference FFQ 

server. However, maintaining the reference FFQ server is 
computationally expensive. One simpler packet approxima- 
tion algorithm of FFQ is self-clocked fair queueing (SCFQ) 
[22] also known informally as “Chuck’s approximation” 
[ l l ] .  The exact algorithm of SCFQ and the examples 
illustrating the difference between WFQ and SCFQ will 
be given in Section 111-E. 
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Fig. 5. Sorted priority mechanism. 

D. Delay-Earliest-Due-Date 
Delay-earliest-due-date algorithm or delay-EDD [ 161 is 

an extension to the classic earliest-due-date-first (EDD or 
EDF) scheduling [41]. In the original EDD, each packet 
from a periodic traffic stream is assigned a deadline and 
the packets are sent in order of increasing deadlines. The 
deadline of a packet is the sum of its arrival time and the 
period of traffic stream. In delay-EDD, the server negotiates 
a service contract with each source. The contract states that 
if a source obeys its promised traffic specification, such as a 
peak and average sending rate, then the server will provide 
a delay bound. The key lies in the assignment of deadlines 
to packets. The server sets a packet’s deadline to the time 
at whch it should be sent had it been received according 
to the contract. This is just the expected arrival time added 
to the delay bound at the server. For example, if a client 
assures that it will send packets every 0.2 s, and the delay 
bound at a server is 1 s, then the lcth packet from the client 
will get a deadline of 0.2k + 1. 

E. Framework for Work-Conserving Disciplines 
Virtual clock, delay-EDD, WFQ, WF2Q, and SCFQ all 

use a similar sorted priority queue mechanism. In such a 
mechanism, there is a state variable associated with each 
connection to monitor and enforce its traffic. Upon arrival 
of each packet from that connection, the variable is updated 
according to 1) the reservation made for the connection 
during the connection establishment time and, 2) the traffic 
arrival history of this connection and/or other connections 
during the data transfer. The packet is then stamped with 
the value of the state variable for the connection to which 
it belongs. The stamped value is used as a priority index. 
Packets are served in the order of increasing priority 
index values. This is shown in Fig. 5. WF2Q also needs 
additional mechanism to mark whether packets are eligible 
for transmission. As will be discussed in Section IV, this 
can be implemented with a calendar queue. 

In virtual clock, the state variable is called auxiliary 
virtual clock (auxVC); in WFQ, WF2Q, and SCFQ, it 
is called the virtual finish time (F) ;  in delay-EDD, it is 
called Expected Deadline (ExD). In all three cases, auxVC, 
F and ExD are used as priority indices of packets. The 
computations of auxVC, F and ExD are based on the 
formula shown in Table 1. In the table, the subscripts i ,  
j ,  and k denotes server number, connection number, and 
packet number, respectively. In delay-EDD, X minj is the 
minimum packet interarrival time for connection j ,  d;,j is 
the local delay bound assigned to connection j at server i 
at connection establishment time. In virtual clock, Vtickj 
is the average packet interarrival time for connection j .  In 

Virtual Clock I auxVC!. t max{a: .,auxVCE,.,) + Vtick,., 

WFQ and WF2Q, V(t) is the system virtual time at time 
t, where the virtual time, defined below, is a measure of 
the system progress. L$ is the packet length measured in 
number of bits, and a$ is arrival time of the lcth packet 
on connection j at switch a. 

As shown in Table 1, the priority index updating al- 
gorithms are very similar. However, there are also two 
important differences. The first is whether the calculation 
is based on just the rate parameter or both the delay and 
rate parameters. The second is whether the updating is 
based on system-load independent parameters or system- 
load dependent parameters. 

Notice that in delay-EDD, two parameters are used to 
update the priority index: X minj, which is the minimum 
packet inter-arrival time for connection j, and d i j ,  which is 
the local delay bound for connection j at switch switch i .  In 
other disciplines, only one rate parameter is used (Vtickj or 
& j ) .  Although delay bounds can be provided for all these 
disciplines, having only one rate parameter introduces the 
problem of coupling between the allocation of delay bound 
and bandwidth. For example, in rate-proportional processor 
sharing (RPPS), which is a special case of WFQ or PGPS 
and the 4’s are allocated proportional to the bandwidth 
required by connections, if the traffic is constrained by 
(U, ,o)~ characterization, the end-to-end delay bound of the 
connection will be n + ( n - ~ ) L m s x  + C L  -Ey , where n is 
the number of hops traversed by the connection, and C; is 
the link speed of the i th server. Notice that the delay bound 
is inversely proportional to the allocated long term average 
rate. Thus, in order for a connection to get a low delay 
bound, a high bandwidth channel needs to be allocated. 
This will result in a waste of resources when the low delay 
connection also has a low throughput. Delay-EDD, on the 
other hand, does not have such a restriction 1161, [40]. 

The second difference between these disciplines is 
whether the updating of the state variables depends on 
system load. In virtual clock and delay-EDD, the updating 
depends only on per connection parameters (Vtick for 
virtual clock, X m i n  and d for delay-EDD) but not on 
system load. In WFQ, WF2Q, and SCFQ, the updating is 
based on a notion of virtual time. The evolution of virtual 
time measures the progress of the system and depends on 
system load. For WFQ and WF2Q, the virtual time function 
V( . )  during any busy period [tl ,  t 2 ]  is defined as follows 

V(tl)  = 0 (1) 

As mentioned in Section I, U is the maximum burst size, p is the long 
term average rate. 
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Fig. 6. WFQ and virtual clock. 

where BFFQ(T) is the set of backlogged connections4 
at time T under the reference FFQ system. In FFQ, if 
connection j is backlogged at time T ,  it receives a service 
rate of V & C ,  where C is the link speed. Therefore, 
V can be interpreted as increasing proportionally to the 
marginal rate at which backlogged connections receive 
service in FFQ. 

The following example, given in [47] and illustrated 
in Fig. 6, shows the difference between WFQ and virtual 
clock. Suppose that there are two connections, both with a 
specified average rate of one packet every 2 s. All packets 
are fixed size and require exactly 1 s to service. Starting 
at time zero, 1000 packets from connection 1 arrive at a 
rate of 1 packeds. No packets from connection 1 arrive at 
the interval (0,900). Starting at time 900, 450 connection 
2 packets arrive at a rate of 1 packet/s. Since the first 900 
packets from connection 1 are served in the interval (0,900), 
there are no packets in queue from either connection at 
time 900-. If virtual clock algorithm is used, at time 900, 
the connection 1 auxVC reads 1800 and the connection 2 
clock reads 900 (as can be seen in Table 1, the auxVC 
value is at least the real-time value). When connection 2 

while the connection 1 packets that arrive after time 900 
will be stamped 1800, 1804, .... 1998. Thus all of the 
connection 2 packets will be served before any of the 
connection 1 packets are served. On the other hand, if WFQ 
discipline is used, the number of active connections is 1 
before time 900 and 2 after time 900. Since both connection 
1 and connection reserve half of the link bandwidth, after 
time 900, the WFQ server will service packets from both 
connections interleavingly. 

The different behaviors of virtual clock and PGPS are 
due to the fact that virtual clock is defined with reference 
to the static TDM system and the calculation of the virtual 
transmission time is independent of the behaviors of other 
connections. The delay of a packet depends on the entire 
arrival history of the connection, which is summarized in 
the state variable auxVC. Once a connection is mishaved 

packets arrive, they will be stamped 900, 902, .... 1798, 

4A connection is said to be backlogged at time T if it has packets 
queued at time 7. 

(sending more packets than specified), it may be punished 
by virtual clock, regardless whether such misbehavior af- 
fects the performance of other connections. WFQ, on the 
other hand, is defined with reference to another dynamic 
queueing system FFQ. The virtual time of the system 
depends on how many other connections are active in the 
system. 

The dependency on virtual time also introduces extra 
complexities for WFQ and WF’Q since the system needs 
to emulate FFQ and keep track of the number of active 
connections at any moment in FFQ. To reduce the com- 
plexity of computing virtual times, SCFQ introduces an 
approximation algorithm. The algorithm is based on the 
observation that the system’s virtual time at any moment 
t may be estimated from the virtual service time of the 
packet currently being serviced. Formally, the approxima- 
tion virtual time function V ( t )  is defined to be F P  where 
s p  < t 5 f P ,  s p  and f P  denote the times packet p starts 
and finishes service in the SCFQ system. 

While the calculation of virtual time is simplier in SCFQ, 
the inaccuracy incurred can make SCFQ perform much 
worse than WFQ. Consider the example illustrated in 
Fig. 7. Again, assume all packets have the same size of 
1, the link speed is 1, the guaranteed rate for connection 
1 is 0.5, and the guarantee rate for each of the other 10 
connections is 0.05. Under FFQ, the finish times will be 2k 

and 21 for p:’. Transmitting packets in order of finish times 
under FFQ, WFQ will produce the service order as shown 
on the fourth timeline in Fig. 7. If SCFQ is used, at time 
0, same as in WFQ, it is pf that has the smallest virtual 
finish time, therefore, it receives service first. At time 1, 

F: = 20. With the tie-breaking rule, the first packet on 
connection 2, pa,  is served. Since SCFQ uses the finish 
time of the packet in service as the the current virtual time 
value, we have V( l )  = V(2) = F i  = 20. As a result 
when p: arrives at time 2, its virtual finish time is set to 
be: F; = max(F;, V(2)) + $ = max(2,20) + 2 = 22. 
Among all the packets ready to be served, pf has the 
largest finish number. Therefore, p ;  won’t start service 

i.e., it won’t depart until time 12. In this example, even 
though connection 1 sends packet according to the specified 
average rate, its packets still get significantly delayed. 

for packets p!, IC = 1 . .  . l o ,  20 for packets p i , j  = 2 . .  .11, 

all packets pt,i = 2 , .  . .  ,11, have virtual finish time of 

until all other 10 p i ,  i = 2 , .  .. ,11, packets finish services, 

F. TrafJic Characterization Inside the Network 
As discussed in Section I, we are interested in providing 

end-to-end delay bounds on a per connection basis in a 
networking environment. One solution is to obtain worst- 
case local delay bounds at each switch independently and 
use the sum of these local delay bounds as the end-to- 
end delay bound [ 161. Alternatively, smaller end-to-end 
delay bounds can be obtained by taking into account the 
dependencies in the sucessive switches that a connection 
traverses [lo], [17], [19], [23], [47], [68]. For the first type 
of solution, in order to derive local delay bound, traffic 
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Fig. 7. SCFQ and WFQ. 

needs to be characterized on a per connection basis at each 
switch inside the network. For the second type of solution, 
while the end-to-end delay bound may be derived for 
virtual clock, WFQ, SCFQ based only on the source traffic 
characterization [lo], [17], [23], [47], as will be shown 
in Section 111-G, the delay bound couples with bandwidth 
allocation. In [47], such a resource allocation strategy 
is called rate-proportional allocation. It has been shown 
more general resource allocation strategies that decouples 
throughtput and delay bounds can result in higher utilization 
of the network. In general, for both types of solutions, the 
traffic needs to be characterized on a per connection basis 
at each switch inside the network. 

The difficulty arises in a networking environment, where 
even if a connection’s traffic can be characterized at the 
entrance to the network, traffic pattern may be distorted 
inside the network, thus make the source characterization 
not applicable at the servers traversed by the connection. 
This is shown in the following example illustrated by 
Fig. 8. In the example, four packets from one connection 
are sent with a certain interpacket spacing from the source 
into a network where links have constant delay. At the first 
server, the first packet is delayed by a certain amount of 
time (less than the local delay bound) due to instantaneous 
cross traffic load, but the other three packets pass through 
instantly. Because the first packet was delayed longer than 
the second packet, the spacing between first and second 
packets becomes smaller when they arrive at the second 
server. At the second server, the first and the second packet 
are delayed some more time, but packets three and four 
pass through instantly. At the third server, the first three 
packets are delayed but packet four passes through with 
no delay. The figure shows traffic patterns at the entrance 
to each of the servers. Two things can be observed: 1) 
the traffic pattern of a connection can be distorted due to 
network load fluctuations, 2) the distortion may make the 
traffic burstier and cause instantaneously higher rates. In the 
worst case, the distortion can be accumulated, and down- 
stream servers potentially face burstier traffic than upstream 
servers. Therefore, the source traffic characterization may 
not be applicable inside the network. 

There are three solutions to address this problem of traffic 
pattern distortion: 

AAcr Switch 1 IA 
After Switch 2 

After Switch 3 

Fig. 8. Traffic pattem distortions due to load fluctuations. 

1) controlling the traffic distortion within the network, 
2) accounting for the distortion during scheduling, 
3) characterizing the traffic distortion throughout the 

To control traffic distortions within the network, some 
packets need to be held even when a server has the ex- 
tra capacity. This requires nonwork-conserving disciplines, 
which we will discuss in more detail in Section IV. 

The second solution accounts for traffic distortions during 
scheduling. Instead of scheduling packets according to 
their actual arrival times, the server assigns each packet 
a logical arrival time based on its traffic characterization 
and previous arrival history, and schedules packets based on 
their logical arrival times. Delay-EDD and virtual clock use 
such an approach. For example, in delay-EDD, the deadline 
of a packet is the sum of the local delay bound ( d )  and the 
expected arrival time of the packet. The service discipline 
and the admission control policy ensure that the packet is 
guaranteed to leave before the deadline, or at most d time 
units after the expected arrival time of the packet. It is 
possible that a packet is delayed longer in a server than 
its local delay bound. However, this can only happen if the 
packet’s expected arrival time is larger than its actual arrival 
time, which means that the packet is ahead of schedule in 
previous servers. It can be shown that the amount of the 
time the packet is queued at the server more than its delay 
bound is always less than the amount of time the packet is 
ahead of schedule at previous servers. 

Accounting for traffic distorting during scheduling works 
only if the server has a concept of expected arrival time. A 
more general solution is to characterize the traffic inside the 
network. The problem can be formulated as the following: 
given the traffic characterization of all the connections at 
the entrance to the network and all the service disciplines 
at the switches, can the traffic be characterized on a per 
connection basis on all the links inside the network? Several 
solutions have been proposed to address this problem with 
different traffic models and service disciplines [l], [8], [37], 
[47]. They all employ a similar technique that consists 
of two steps. In the first step, a single node analysis 

network. 
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technique is developed to characterize the output traffic of 
a server given the characterizations of all its input traffic. 
In the second step, starting from the characterizations of 
all the source traffic, an iterative process push the traffic 
characterizations from the links at the edge of the network 
to those inside the network. There are several limitations 
associated with such an approach. 

First, characterizing the traffic inside the network is 
difficult and may not always be possible. In [9], [37], 
[49], it is shown that this is equivalent to solving a set 
of multivariable equations. In a feedback network, where 
traffic from different connections forms traffic loops, the 
resulting set of equations may be unsolvable. To illustrate 
this, consider the following example discussed in [9], [47]. 

In the four-nodes network shown in Fig. 9, there are four 
three-hop connections and the aggregate traffic of the four 
connections forms a loop. In order to characterize the traffic 
on link 1, the characterization of the input traffic to server 
1 has to be known. Assuming links only introduce fixed 
delay, the input traffic to server 1 is identical to the output 
traffic of server 0, or the traffic on link 0. There are three 
traffic streams on link 0, which are from connections 0, 2, 
and 3. While connection 0 traffic on link 0 is the same as 
its source traffic, connection 2 and connection 3 traffic on 
link 0 needs to be characterized. The characterizations of 
connection 2 and 3 traffic depend on their characterizations 
on link 3, which in turn depend on their characterizations 
on link 2. This dependency finally comes back to traffic 
characterizations on link 0. Because of this interdependency 
of traffic, characterizing all the traffic inside the network 
is equivalent to solving a set of multivariable equations, 
where each variable corresponds to one parameter in the 
traffic characterization of one connection on one link. The 
equations are solvable only under certain conditions. In 
this particular example, it is shown in [9] that if each 
server has a policy such that the traffic originating from 
the server has a lower priority than the through traffic, the 
condition for solving the equations is that the aggregate 
throughput of all connections must be less than 75% of the 
link bandwidth on each of the four links. This condition 
is not merely a technical restriction, the network can 
actually be unstable, i.e., have unbounded queue lengths, 
when the condition is violated [47]. How to derive the 
stability condition in a general networking environment is 
still a open problem. A distributed algorithm is even more 
difficult. One notable exception to such a restriction is the 
case when the service discipline used is a special class of 
PGPS called rate proportional processor sharing (FWPS) 
[47]. With RPPS, the stability condition can be derived. 
We will discuss the exact formula of the delay bound in 
Section 111-G. 

The second limitation of characterizing traffic inside the 
network is that it only applies to networks with constant 
delay links. Constant delay links have the desirable property 
that the traffic pattern at the receiving end of the link is 
the same as that at the transmitting end. This property is 
important for these solutions because central to the analysis 
is the technique of characterizing the output traffic from a 

Fig. 9. Example of a feedback network. 

server and using it as the characterization of the input traffic 
to the next-hop server. However, in an internetworking 
environment, where the link between two switches may 
be a subnetwork such as an ATM network or a FDDI net- 
work [ 141, load fluctuations within subnetworks may also 
introduce traffic pattern distortions. Though it is possible to 
bound delay over these subnetworks, the delays for different 
packets will be variable. Thus these solutions need to be 
extended in order to be applicable in an internetworking 
environment. 

Finally, in networks with work-conserving service dis- 
ciplines, even in situations when traffic inside the network 
can be characterized, the characterization usually represents 
a burstier traffic inside the network than that at the entrance. 
This is independent of the traffic model being used. In 
[8], it is shown that if the traffic of connection j is 
characterized by (c3, p 3 )  at the entrance to the network, 
its characterization will be (cJ + xkli p 3 d h , g ,  p3) at the 
entrance to the zth server along the path, where dh ,3  

is the local delay bound for the connection at the hth 
server. Compared to the characterization of the source 
traffic, the maximum burst size increases by ckzll p3 d h , 3 .  

This increase of burst size grows monotonically along the 
path. 

In [37], a family of stochastic random variables are used 
to characterize the source. Connection j is said to satisfy a 
characterization of { (Rt l ,3 , t~) ,  (Rt, ,3 , t~) ,  (Rt3,3,t3) . . .I,  
where Rtt ,3 are random variables and tl < t z  < . . . are 
time intervals, if Rtt,3 is stochastically larger than the 
number of packets generated over any interval of length 
t, by source j .  If the traffic connection j is character- 
ized by {(Rtl,3, t l ) ,  (Rt,,3,tz), ...} at the entrance to the 
network, its characterization will be {(RtI+Ct-i b h , 3 ,  t )  1 , 
(Rt2+Cz-~  b h , 3 , t 2 ) ,  ...} at the hth switch, where bh is the 
length of%de maximum busy period at switch h. The same 

that bounds the maximum random variable R 

number of packets over an interval of length t ,  + bh 

at the entrance to the network, now bounds the maximum 
number of packets over a much smaller interval of length 
t ,  at server 2. In other words, the traffic characterization 
is burstier at server i than at the entrance. 

h=l 

tm+CLLt bhi3  
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Table 2 End-to-End Delay, Bound Delay, Delay-Jitter, and Buffer Space Requirements 

D-EDD 

FFQ 

vc 

WFQ & WF2Q 

SCFQ 

traffic constraint end-to-end delay bound end-to-end I delay-jitter bound 

G. End-to-End Delay Characteristics and 
Buffer Space Requirement 

While the problem of deriving end-to-end delay bounds 
for a network of work-conserving servers has yet to be 
solved under general resource assignments, results have 
been obtained for virtual clock, WFQ, WF2Q, SCFQ under 
the rate-proportional allocation strategy, and for delay-EDD 
by considering each server in isolation. In both cases, 
the source traffic specifications are sufficient and traffic 
characterizations inside the network are not needed. In the 
former case, the end-to-end delay bound for a connection 
is a function of the guaranteed rate, which needs to be 
no less than the connection’s average rate. In the latter 
case, the end-to-end delay bound is calculated as the sum 
of worst-case local delays at each switch. Since delay- 
EDD scheduling is based on logical rather actual packet 
arrival times, local delay bounds at all switches can be 
calculated using the same source traffic characterization. 
To prevent packet loss, we assume buffer space is allocated 
on a per connection basis at each server during connection 
establishment time. 

Table 2 presents the end-to-end characteristics and buffer 
space requirement of a connection when different work- 
conserving service disciplines are used. The table can be 
interpreted as the following. If a connection satisfies the 
traffic constraint as defined in the second column, and is 
allocated the amount of buffer space as listed in the fifth 
column, it can be guaranteed an end-to-end delay bound and 
delay-jitter bound as listed in the third and fourth column, 
respectively, provided each server along the path uses the 
discipline in first column and appropriate admission control 
conditions are satisfied. In the table, Ci is link speed of 
the i th  switch on the path traversed by the connection, 
Ki is the number of connections sharing the link with the 
connection at the i th  switch, ~j is the guaranteed rate for the 
connection, and L,,, is the largest packet size. Link delays 
are omitted from the expressions of end-to-end delays for 
simplicity. 

Notice that the (a, p )  traffic model is used to characterize 
the traffic in all disciplines except delay-EDD where a 
general traffic constraint function is used. The original 
delay-EDD uses the (X min, Xave, I ,  S max) traffic model 
[ 161, [69]. However, the algorithm can easily be extended to 
accommodate connections using arbitrary deterministic traf- 
fic models that have associated traffic constraint functions. 
The corresponding admission control algorithm is described 

buffer space 
at hth switch 

in [40]. A more general traffic model can characterize 
sources more accurately, thus resulting in a higher network 
utilization. A more detailed discussion on the relationship 
between achievable network utilization and accuracy of 
traffic characterization can be found in [341, [35]. 

There are several noteworthy points about the table. 
First, even though virtual clock, WFQ, and WF2Q have 
a number of differences, they provide identical end-to- 
end delay bounds for connections that have leaky bucket 
constrained sources. In fact, if we compare the delay bound 
provided by them and that provided by the ideal fluid FFQ 
discipline, we can see that they share the same main term 
3, which can be interpreted as the time to send a burst 
of size ai in a fluid system with the guaranteed rate of ~ j .  

For the three packet policies, there are additional terms to 
account for the fact that traffic is not infinitely divisible and 
the server needs to serve one packet at a time. Secondly, 
with the same guaranteed rate, the delay bound provided by 
SCFQ is larger than that provided by virtual clock, WFQ, 
and WF’Q. This is due to the inaccuracy introduced by the 
approximation algorithm in calculating the virtual time. For 
all the four disciplines, since the server allocates service 
shares to connections proportional to their average rates, 
there is a coupling between the end-to-end delay bound 
and bandwidth provided to each connection. In particular, 
the end-to-end delay bound is inversely proportional to 
the allocated long term average rate. Thus, in order for 
a connection to get a low delay bound, a high bandwidth 
channel need to be allocated. This will result in a waste 
of resources when the low delay connection also has 
low throughput. WFQ and WF2Q with general resource 
assignments do not have such a restriction [47]. However, 
due to the difficulties of characterizing traffic inside the 
network, the problem of deriving end-to-end delay bound 
for WFQ and WF2Q under general resource assignments 
has yet to be solved. Delay-EDD does not have the problem 
of coupling between the allocations of delay bound and 
bandwidth either. However, the end-to-end delay bound 
listed in the table was derived without taking into account 
the delay dependency among successive switches, and is 
rather loose. As a final point to be noted, the end-to-end 
delay-jitter bounds for all disciplines are loose. In fact, the 
end-to-end delay-jitter bound is equal to the maximum end- 
to-end queueing delay. This can be easily understood by the 
following observation. Recall that delay-jitter bound is the 
maximum difference between delays of any two packets. 

PJ 
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In a network with work-conserving disciplines, a packet 
can experience little queueing delay when the network is 
lightly loaded while another packet can experience a much 
longer queueing delay when the network is heavily loaded. 
Thus the maximum difference between delays experienced 
by these two packets is the maximum end-to-end queueing 
delay. 

H.  Implementation Issties 
As described in Section 111-E, all the proposed work- 

conserving disciplines use the mechanism of a sorted pri- 
ority queue. The insertion operation for a sorted priority 
queue has an intrinsic complexity of O(1og N )  [36], where 
N is the number of packets in the queue. In a network that 
is designed to support many connections with bursty traffic, 
the switch usually has buffer space for a large number of 
packets. For example, the queue module of each link of the 
Xunet switch contains memory to store 512 K ATM cells 
[28]. Potentially, the queue length can be long. It may not 
be feasible to implement an operation that has an O(log N )  
complexity at very high speed. Since all disciplines ensure 
that packets on the same connection are serviced in the 
order of their arrivals, a clever implementation can arrange 
packets on a per-connection basis and sort only the first 
packet of each connection. Recently, it was reported that a 
sequencer chip clocked at 33 MHz has been implemented 
to support sorting of up to 256 packets [6]. Thus up to 
256 connections or classes of connections can be supported 
with such an implementation. It is unclear whether such 
an implementation can scale to higher speed or more 
connections. 

A sorted priority queue mechanism also requires compu- 
tation of the priority index on a per packet basis. For service 
disciplines that use real time to compute the priority index, 
such as virtual clock and delay-EDD, the computation is 
simple and straightforward. For service disciplines that use 
virtual times in another reference queueing system, such 
as WFQ and WF2Q, the computation is more complex. In 
particular, both WFQ and WF2Q need to keep track the 
set of connections that have packets queued at any time 
instant. This is very difficult to implement at high speed. 
SCFQ simplifies the computation by using an approxima- 
tion algorithm that does not need to keep track of the set 
of active connections. 

IV. NON- WORK-CONSERVING DIscIPLrNEs 

In Section 111-F, we showed that in order to derive end- 
to-end delay bounds and buffer space requirements in a 
networking environment, traffic needs to be characterized 
inside the network on a per connection basis. With work- 
conserving disciplines, the traffic pattern is distorted inside 
the network due to network load fluctuation, and there are a 
number of difficulties and limitations in deriving the traffic 
characterization after the distortion. 

Another approach to deal with the problem of traffic 
pattern distortions is to control the distortions at each switch 
using nonwork-conserving disciplines. With a nonwork- 

conserving discipline, the server may be idle even when 
there are packets waiting to be sent. Nonwork-conserving 
disciplines were seldom studied in the past. This is mainly 
due to two reasons. First, in most of previous performance 
analyses, the major performance indices are the average 
delay of all packets and the average throughput of the 
server. With a nonwork-conserving discipline, a packet may 
be held in the server even when the server is idle. This 
may increase the average delay of packets and decrease the 
average throughput of the server. Secondly, most previous 
queueing analyses assumed a single server environment. 
The potential advantages of nonwork-conserving disciplines 
in a networking environment were therefore not realized. 
In guaranteed performance service, the more important 
performance index is the end-to-end delay bound rather 
than the average delay. In addition, delay needs to be 
bounded in a networking environment rather than just in 
a single node. Therefore, the above reasons for not using 
nonwork-conserving disciplines do not hold any more. 

Several nonwork-conserving disciplines have been 
proposed in the context of high speed integrated services 
networks. Among them are: Jitter earliest-due-date fjitter- 
EDD) [56], stop-and-go [21], hierarchical round robin 
(HRR) [26], and rate-controlled static priority (RCSP) [62]. 
In this section, we first describe each of the algorithms 
in turn, then present a unified framework called rate- 
controlled service disciplines and show that all of them 
can be represented in such a framework. Finally, we 
discuss the end-to-end delay characteristics and buffer space 
requirements for these disciplines within the framework of 
rate-controlled service disciplines. 

A. Jitter-Earliest-Due-Date 
The jitter-EDD discipline [56] extends delay-EDD to pro- 

vide delay-jitter bounds (that is, a bound on the maximum 
delay difference between two packets). After a packet has 
been served at each server, a field in its header is stamped 
with the difference between its deadline and the actual 
finishing time. A regulator at the entrance of the next server 
holds the packet for this period before it is made eligible 
to be scheduled. 

Jitter-EDD is illustrated in Fig, 10, which shows the 
progress of a packet through two adjacent servers. In the 
first server, the packet got served PreAhead seconds before 
its deadline. So, in the next server, it is made eligible 
to be sent only after PreAhead seconds. Since there is a 
constant delay between the eligibility times of the packet 
at two adjacent servers, the packet stream can be provided 
a delay jitter bound. Assuming there is no regulator at the 
destination host, the end-to-end delay jitter bound is the 
same as the local delay bound at the last server. 

E. Stop-and-Go 
As shown in Fig. 11, stop-and-go uses a framing strategy 

[20]. In such a strategy, the time axis is divided into frames, 
which are periods of some constant length T.  Stop-and-go 
defines departing and arriving frames for each link. At each 
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Fig. 10. Packet service in jitter-EDD. 

Input Link 1 

OuQut Link 
Input Link 2 

Input Link 1 

Output Link 
Input Link 2 

Fig. 11. Synchronization between input and output links in 
stop-and-go. 

switch, the arriving frame of each incoming link is mapped 
to the departing frame of the output link by introducing 
a constant delay 8, where 0 5 8 < T .  According to the 
stop-and-go discipline, the transmission of a packet that 
has arrived on any link 1 during a frame f should always 
be postponed until the beginning of the next frame. Since 
packets arriving during a frame f of the output link are not 
eligible for transmission until the next frame, the output link 
may be left idle even when there are packets in the switch to 
be transmitted, thus stop-and-go is a nonwork-conserving 
policy. 

Stop-and-go ensures that packets on the same frame at 
the source stay in the same frame throughout the network. 
If the traffic is characterized at the source by ( T ,  T ) ,  i.e., 
no more than T . T bits are transmitted during any frame of 
size T ,  it satisfies the same characterization throughout the 
network. By maintaining traffic characteristics throughout 
the network, end-to-end delay bounds can be guaranteed in 
a network of arbitrary topology as long as each local server 
can ensure local delay bounds for traffic characterized by 
( T ,  T )  specification. 

The framing strategy introduces the problem of coupling 
between delay bound and bandwidth allocation granularity. 
The delay of any packet at a single switch is bounded 
by two frame times. To reduce the delay, a smaller T is 
desired. However, since T is also used to specify traffic, 
it is tied to bandwidth allocation granularity. Assuming a 
fixed packet size P, the minimum granularity of bandwidth 
allocation is $. To have more flexibility in allocating 
bandwidth, or a smaller bandwidth allocation granularity, 
a larger T is preferred. It is clear that low delay bound and 
fine granularity of bandwidth allocation cannot be achieved 
simultaneously in a framing strategy like stop-and-go. 

To get around this coupling problem, a generalized ver- 
sion of stop-and-go with multiple frame sizes is proposed. 
In the generalized stop-and-go, the time axis is divided 
into a hierarchical framing structure as shown in Fig. 12. 
For a n level framing with frame sizes T I ,  . . . , T,, and 

I I > 
Fig. 12. Two levels of framing with Tz = 3Ti. 

Tm+l = KmTm for m = 1,. . . ,n - 1, packets on a 
level p connection need to observe the stop-and-go rule 
with frame size Tp, i.e., level p packets which arrived at 
an output link during a Tp frame will not become eligible 
for transmission until the start of next Tp frame. Also, for 
two packets with different frame sizes, the packet with a 
smaller frame size has a nonpreemptive priority over the 
packet with a larger frame size. With multiframe stop-and- 
go, it is possible to provide low delay bounds to some 
channels by putting them in frames with a smaller frame 
time, and to allocate bandwidth with fine granularity to 
other channels by putting them in levels with a larger frame 
time. However, the coupling between delay and bandwidth 
allocation granularity still exists within each frame. In [52], 
a scheme is proposed to add a separate shaping mechanism 
at the network entry point for networks with framing based 
disciplines. With traffic shaping at the entrance to the 
network, it is possible to multiplex several connections 
on a single slot of a frame, therefore avoid the problem 
of coupling between frame size and bandwidth allocation 
granularity. 

C. Hierarchical Round Robin 
HRR is similar to stop-and-go in that it also uses a 

multilevel framing strategy. A slot in one level can either 
be allocated to a connection or to a lower level frame. 
The server cycles through the frame and services packets 
according to the assignment of slots. If the server cycles 
through a slot assigned to a connection, one packet from 
that connection is transmitted; if it cycles through a slot 
assigned to a lower level frame, it will service one slot 
from the lower level frame in the same fashion. HRR is 
nonwork-conserving in the sense that if it cycles through 
a slot with no packets waiting, it will leave the server idle 
for that slot time rather than sending packets assigned to 
other slots. 

Similar to stop-and-go, HRR also maintains traffic 
smoothness inside the network due to its nonwork- 
conserving nature. However, there are also important 
differences between HRR and stop-and-go. The example 
shown in Fig. 13 illustrates their difference. In the example, 
it is assumed that three packet transmission times are 
allocated to a connection in each frame. In stop-and-go, 
packets that are transmitted in the same frame at the 
entrance to the network will be transmitted in the same 
frame on all the links traversed by the connection. The 
difference between delays experienced by any two packets 
from the source to any server is bounded by T ,  where 
T is the frame size. In HRR, packets that are transmitted 
in the same frame at the entrance to the network do not 
necessarily stay in the same frame inside the network; 
however, the property that no more than three packets from 
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Fig. 13. Difference between stop-and-go and HRR. 

the connection are transmitted during one frame time holds 
throughout the network. 

Since HRR uses the framing strategy, it also has the prob- 
lem of coupling between delay and bandwidth allocation 
granularity. 

D. Rate-Controlled Static Priority 
While the Earliest-Due-Date algorithm can provide flexi- 

ble delay bounds and bandwidth allocation, it is based on a 
sorted priority mechanism, which is difficult to implement. 
Stop-and-go and HRR use a framing strategy instead of 
the sorted priority to achieve simplicity, however, such 
a strategy introduces coupling between delay bound and 
bandwidth allocation granularity. The goal of RCSP is to 
achieve flexibility in the allocation of delay and bandwidth 
as well as simplicity of implementation. 

As shown in Fig. 14, a RCSP server has two components: 
a rate-controller and a static priority scheduler. Concep- 
tually, a rate controller consists of a set of regulators 
corresponding to each of the connections traversing the 
server; each regulator is responsible for shaping the input 
traffic of the corresponding connection into the desired traf- 
fic pattern. Upon arrival of each packet, an eligibility time is 
calculated and assigned to the packet by the regulator. The 
packet is held in the regulator till its eligibility time before 
being handed to the scheduler for transmission. Different 
ways of calculating the eligibility time of a packet result 
in different types of regulators. As will be discussed in 
[61] and Section IV-F, many regulators can be used for 
RCSP. We will consider two examples in this section. The 
(X min, Xave, I )  RJ regulator ensures that the output of 
the regulator satisfy the ( X  min, Xave, I) traffic model, 
while the DJ, regulator ensures that the output traffic of 
the regulator is exactly the same as the the output traffic 
of the regulator at the previous server. Thus, if the traffic 
satisfies the (X min, Xave, I )  characterization at network 
entrance, both types of regulators will ensure that the output 

Hierarchical Round Robin 

One regulator for each 

of the h connections 

Rate ContruUer 

Fig. 14. Rate-controlled static priority. 

of the regulator, which is the input to the scheduler, will 
satisfy the same traffic characterization. 

For a (X min, Xave, I )  RJ regulator, where X min 5 
Xave < I holds, the eligibility time of the kth packet on 
connection j at the i th server along its path, e!, is defined 
with reference to the eligibility times of packets arriving 
earlier at the server on the same connection 

e k . = - I ,  w k < ~  ( 3 )  

+ I ,  .f,j), IC > 1 ( 5 )  

(4) el . a .  1 . 

ek 2 ,.7 . = max(e&l+ x min, 
w w 

k- l&J+1  
ei,j 

where a$ is the time the lcth packet on connection j 
arrived at the i th server. ( 3 )  is defined for convenience 
so that (5) holds for any k > 1. 

From this definition, we can see that e$ >_ a$ always 
holds, i.e., a packet is never eligible before its arrival. 
Also, if we consider the sequence of packet eligibility 
times at i th server , {et j )k=l ,z , , . . ,  it always satisfies the 
( Xmin, X,, , I) traffic characterization. 

The eligibility time of a packet for a DJ, regulator is 
defined with reference to the eligibility time of the same 
packet at the immediately upstream server. The definition 
assumes that the queueing delays of packets on the con- 
nection, and the link delay from the upstream server to the 
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Fig. 15. Rate-controlled service disciplines. 
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current server, are bounded. Let di-1,j be the local delay 
bound for the connection in the scheduler at the ( i  - 1)th 
server, and 7ri be the maximum link delay from the ( i  - 1) t h 
server to the i th server. The DJ, regulator is defined as 

(6) 

(7) 

k k 

e h .  = e .  k 
eo,j = a0 . >J 

2 , J  %-1,j + di-l,j  + ~ i l  i > 0. 

It is easy to show that the following holds 

ei,j '+I - e h .  %,3 = a 0 , j  IC+' - ab,j ~ k ,  i 2 o (8) 

i.e., the traffic pattern on a connection at the output of the 
regulator of every server traversed by the connection is 
exactly the same as the traffic pattern of the connection at 
the entrance to the network. 

The scheduler in a server RCSP uses a nonpreemptive 
Static Priority policy: it always selects the packet at the 
head of highest priority queue that is not empty. The SP 
scheduler has a number of priority levels with each priority 
level corresponding to a delay bound. Each connection is 
assigned to a priority level during connection establishment 
time. Multiple connections can be assigned to the same 
priority level, and all packets on the connections associated 
with a priority level are appended to the end of the queue 
for that priority level. 

E. A Framework for Nonwork-Conserving Disciplines 
In previous sections, we described four nonwork- 

conserving disciplines. In this section, we show that 
all of them can be expressed by a general class of 
disciplines called rate-controlled service disciplines [64]. 
As shown in Fig. 15, a rate-controlled server can be 
considered as a generalization of RCSP: it also has two 
components, a rate-controller and a scheduler. The rate 
controller, which consists of a number of regulators, is 
responsible for shaping traffic. The scheduler is responsible 
for multiplexing eligible packets coming from different 
regulators. While RCSP uses two types of regulators and 
the Static Priority scheduler, many other regulators and 
schedulers can be used. By having different combinations 
of regulators and schedulers, we have a general class of 
disciplines. Among the four disciplines discussed in this 
section, RCSP and jitter-EDD are rate-controlled servers, 
stop-and-go and HRR can be implemented with rate- 
controlled servers by selecting appropriate regulators and 
schedulers. 

I- 

Fig. 16. Implement stop-and-go using a rate-controlled server. 

Jitter-EDD can be viewed as a combination of a earliest- 
due-date scheduler and DJ, regulators, which are defined 
as follows 

(9) 

where is the amount of time the packet is ahead 
of schedule at the ( i  - 1)th server along the path. 

A stop-and-go server with n frame sizes (TI < T2 < 
. . . < T,) can be implemented by a rate-controlled server 
with an n-level static priority scheduler and DJ, regulators 

k e& = a$ + Aheadi-l,j + 8i,j 

where Aheadf-l,j is the amount of time the packet is ahead 
of schedule in switch i - 1, and 0;,j is the synchronization 
time between the framing structures on the input and output 
links. Each pair of input and output links in a switch 
may have a different value of 8. Fig. 11 illustrates this 
synchronization time. In the static priority scheduler, the 
delay bound associated with level m is T,, 1 5 m 5 n. 

Although the above implementation of stop-and-go is 
very similar to RCSP, there are also important differences, 
as can be seen by comparing Fig. 14 and Fig. 16. In an 
RCSP server, there is a regulator for each connection, and 
the regulated traffic on each connection can be assigned 
to any priority level in the scheduler. In a stop-and-go 
server, regulators are associated with priority levels in the 
scheduler. In fact, there is a one-to-one correspondence 
between the regulator and the priority level. The traffic 
on a connection has to be specified with respect to the 
frame size, which is the same as the connection's local 
delay bound. This not only introduces the coupling between 
the allocations of bandwidth and delay bounds, but also 
implies that admission control algorithm has to be based 
on a busy period argument, which tends to produce looser 
bounds when compared to more elaborate analysis [8], [63]. 

Because of the framing, there are dependencies among 
the local delay bounds at each priority level in a stop-and- 
go server. In particular, Tm+l = KmT, must hold, with 
1 5 m < n, and K, being an integer. Furthermore, the 
delay bound allocations for each connection in different 
servers are coupled with one another. In [21], a connection 
has to have the same frame size in all the servers. In [65], 
a looser requirement is presented: the frame times of a 
connection along the path should be nondecreasing. None of 
these restrictions apply to RCSP. The impact of flexibility 
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Table 3 Nonwork Conserving Disciplines 

Discipline e!,, defined in regulator Scheduler 

RCSPID J ,  @ + ahead!-l,, + (xt - 7 r t )  

Jitter-EDD I a:,, + ,J  1 EDD 

of allocating delay bounds inside the network on network 
utilization was studied in [45]. 

A Hierarchical Round Robin server with n frame sizes 
(TI < T2 < . . .  < 37') can be implemented by a rate- 
controlled server with an n-level static priority scheduler 
and RJh regulators defined by 

where a& + r is the beginning time of the next frame and qz is the maximum number of packets that can be served 
on the connection within each frame of size T,. In the static 
priority scheduler, the delay bound associated with level m 
is Tm, 1 5 m 5 n. If a connection traverses a level-m RJh 
regulator, it has to be assigned to the priority level m in 
the scheduler. This introduces the coupling between delay 
and bandwidth allocation. In contrast, in an RCSP server, a 
connection can be assigned to any priority level regardless 
of its rate parameters. 

Table 3 summarizes the regulators and schedulers for 
the four disciplines. Notice that there are two equivalent 
definitions of eligibility times for each of the DJ,, DJ, and 
DJ, regulators. 

F. Delay-Jitter-Control and Rate-Jitter-Control Regulators 
As shown in Table 3, the regulators for RCSP/DJ,, 

jitter-EDD, and stop-and-go are very similar. For each of 
the three regulators, the eligibility time of a packet at a 
switch is defined with respect to the eligibility time of the 
same packet at the previous switch. Also, the regulators 
for RCSP/RJ, and HRR are similar in that the eligibility 
time of a packet at a switch is defined with respect to 
earlier arriving packets at the same switch. In [61], two 
general classes of regulators called delay-jitter controlling 
regulators and rate-jitter controlling regulators are defined. 
Regulators for RCSPDJ,, jitter-EDD, and stop-and-go fall 
into the former class, whereas regulators for RCSPRJ, and 
HRR are in the later class. 

For a delay-jitter controlling regulator, the eligibility time 
of a packet is defined with reference to the eligibility time 
of the same packet at the immediately upstream server. 
The following definition assumes that the queueing delays 
of packets on the connection at the immediately upstream 
server and the link delay from the upstream server to the 
current server are bounded. 

e k . -  1,J - a1,j k (12) 

(13) 

where is the arrival time of the kth packet at the 
entrance to the network, and 0;,j is a constant delay. 

While delay-jitter (DJ) regulators maintain all the traffic 
characteristics by completely reconstructing traffic pattern 
at output of each regulator, rate-jitter (RJ) regulators only 
maintain certain characteristics of the traffic. Depending 
on which traffic models are used by the resource alloca- 
tion algorithm, different RJ regulators can be defined. As 
discussed in Section 11-B.2 and in [61], each deterministic 
traffic model, such as ( X  min, Xave, I ,  S max) [16], ( T ,  T )  
[21] (c.,p) [8], and D-BIND [35], defines a deterministic 
traffic constraint function b( .). A monotonic increasing 
function bj ( . )  is called a deterministic traffic constraint 
function of connection j if during any interval of length 
U ,  the number of bits arriving on j during the interval 
is no greater than b j ( u ) .  For each traffic model with a 
corresponding deterministic traffic constraint function b( .), 
we can construct a rate-jitter controlling regulator with the 
following definition of e& 

e ? .  = e? %-1,j + &l,j + ni,j + q j ,  2 > 1 

k e + .  2 1 3  = min {w : w 2 ma,x(&l, a i , j ) ,  

E ~ , ~ ( u , v )  5 bj(7i - U)VU 5 W} (14) 

where Ei,j(., .), defined below, is the number of bits on 
connection j that become eligible in interval ( U ,  w) at the 
ith server 

~ i , j ( u , v )  = C(~rlu 5 < w) (15) 
k 

and Lt is the length of the lcth packet on connection j .  
Equation (14) is very general and defines a class of rate- 

jitter controlling policies. Any deterministic traffic model 
that can be defined with a traffic constraint function has a 
corresponding rate-jitter controlling regulator. The regulator 
for HRR is a rate-jitter controlling regulator using the 
( r ,T )  traffic model, and the regulator for RCSPM, is 
the one using the (X min, Xave, I )  model. In addition, the 
implementation of rate-jitter controlling regulators can be 
very simple. For example, the regulator for the (0, p)  traffic 
model can be implemented by the popular leaky bucket 
mechanism 1541. 

G. End-to-End Delay Characteristics and 
Buffer Space Requirements 

The end-to-end delay characteristics and buffer space 
requirement for nonwork-conserving disciplines are shown 
in Table 3. In the table, D(bj,b*) is the worst-case delay 
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Table 4 End-to-End Delay, Delay Jitter, and Buffer Space 
Reauirement for Nonwork-Conservinp DisciDlines 

Stop-and-Go 

HRR 

traffic end-to-end delay bound end-to-end delayjitter buffer space at h'h switch 
constraint bound 

(7-J,T3) nT3 +EL 8, TJ Tj(2Tj f 0, )  

(7-J ,T , )  2nTJ 2nT3 2TJTJ 

Rate-Controlled Servers with b*( .) I b 3 ( ' )  I D(bJ>b*)+C:='=,d*,J 
RJ regulators 

Rate-Controlled Servers with b* (.) 
RJ regulator for 1st switch and DJ 
regulators for other switches 

bJ (.) D(b.?, b*)  + X I  dZJ D(b j ,  b*)  + d n , ,  uj + b * ( d l , J )  for 1st switch 

b * ( d , - l , ,  + d i , , )  for j t h  switch 
1 > 1  

introduced by a RJ regulator with the constraint function 
b*(.)  for a traffic stream characterized by the constraint 
function bj (.). 

As shown in the table, the two frame-based disciplines 
stop-and-go and HRR have similar end-to-end delay bounds 
and buffer space requirements. The only major difference 
between them is that stop-and-go provides a tighter jitter 
bound than HRR. This is because stop-and-go uses delay- 
jitter control while HRR uses rate-jitter control. 

While the end-to-end delay bounds for stop-and-go and 
HRR are derived by considering each server in isolation, 
tighter end-to-end delay bounds can be derived for rate- 
controlled service disciplines by taking into consideration 
the delay dependencies in successive switches traversed by 
a connection [19]. The key observation is that, b*(.) ,  the 
traffic constraint function used in the regulators, does not 
have to be the same as b j ( . ) ,  the traffic constraint function 
used to specify the source. By appropriately setting param- 
eters for regulators and local delay bounds at schedulers, 
rate-controlled service disciplines can provide end-to-end 
delay bounds at least as tight at those provided by FFQ- 
based work-conserving service disciplines. To compare 
with FFQ-based disciplines, assume that the traffic on 
connection j is characterized by the (aj, p j )  model. That is 

(16) 

We consider two cases. In the first case, only RJ regulators 
are used. The traffic constraint function for the regulators 
and the local delay bound for each scheduler are defined 
as follows 

b j ( U )  = aj + p j u .  

b*(u) = L,, + p j u  

In the second case, the first switch still uses the RJ regulator 
defined above, but all subsequent switches use DJ regulators 
with O; , j  = 0. Same local delay bounds are assigned to 
each switch. 

It can be shown that the following holds 

According to Table 4, an end-to-end delay bound of 
can be provided to the connection + ET=, P3 

in both cases. Compared to Table 2, the above delay bound 
is identical to that provided by WFQ, WF2Q, and virtual 
clock servers. The about assignments are just examples 
to illustrate the flexibility of rate-controlled service 
disciplines. More elaborate assignments of regulators and 
local delay bounds can achieve higher network utilization 
[ 191. With rate-controlled service disciplines, since the 
traffic can be characterized throughout the network, end- 
to-end delay bounds can be derived for general resource 
assignments. WFQ, W 2 Q ,  and virtual clock do not have 
such a property. In fact, it has been shown in [19] that by 
properly setting parameters for regulators and local delay 
bounds for schedulers, rate-controlled service disciplines 
can always outperform FFQ-based disciplines in terms of 
the number of connections that can be accepted. 

Compared to FFQ-based disciplines, rate-controlled ser- 
vice disciplines have the additional advantage of requiring 
less buffer space inside the network to prevent packet loss. 
Based on (17)-(19), and Table 4, it can be easily shown that 
the total amount of buffer space required for connection j 
in a network of rate-controlled servers is 

which is less than 

Alternatively, based on Table 3, the total amount of buffer 
space required for connection j in a network of WFQ 
servers is 

Since aj, which is the maximum burst size, is usually much 
larger than a packet size, the terms with aj dominate (21) 
and (22). While the amount of the buffer space required 
for a connection increases linearly with the number of hops 
when WFQ is used, the amount of buffer space is almost 
independent of the number of hops when rate-controlled 
service disciplines are used. 
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Fig. 17. Concepts: delay, backlog, and busy period. 

H .  Bounding Delay in a Single Scheduler 
In the previous section, we showed that end-to-end de- 

lay bounds can be provided in a network of nonwork- 
conserving servers only when the local delay bound can be 
provided at the scheduler in each server. Many schedulers 
such as FCFS, SP, and EDD can be used. Various analysis 
techniques have been developed to bound the delay in a 
single scheduler when the input traffic to the scheduler is 
constrained. In a rate-controlled server, the input traffic 
to the scheduler is always constrained due to the use 
of regulators. Therefore, these analysis techniques can be 
directly applied. 

Fig. 17 illustrates the basic concept used in the analysis 
developed by Cruz [8]. The horizontal axis is time and 
the vertical axis is bits. The upper curve represents the 
total number of bits that have arrived in the scheduler by 
time t and the lower curve represents the total number of 
bits transmitted by time t. The difference between the two 
curves is the number of bits currently in the queue, or the 
backlog function. When the backlog function returns to zero 
(the two curves meet) there are no bits in the queue and thus 
a busy period has ended. The key to this analysis is that 
if the upper curve is a deterministic bounding curve, then 
the maximum delay can be expressed as a function of the 
two curves. For example, the following two observations 
hold: the maximum busy period provides an upper bound 

on delay for any work-conserving server; the maximum 
backlog divided by the link speed provides an upper bound 
on delay for a FCFS server. Delay bounds for other policies 
can also be expressed [l], 181, 1401, 1481. 

Table 5 shows delay bound tests for FCFS, SP, and 
EDD schedulers as derived in [40]. Notice that while a 
FCFS scheduler only provides one delay bound and an 
SP scheduler provides a fixed number of delay bounds, an 
EDD scheduler can provide a continuous spectrum of delay 
bounds. In an integrated services networks where applica- 
tions have diverse traffic characteristics and performance 
requirements, the flexibility of allocating delay bounds 
affects the utilization that can be achieved by guaranteed 
service traffic. In [34], it is shown that SP and EDD sched- 
ulers can outperform FCFS scheduler significantly in terms 
of link utilization when connections have different delay 
bounds. However, there is little difference in achievable 
link utilization between SP and EDD schedulers. Since an 
SP scheduler has only a fixed number of FCFS queues, 
it is much easier to implement than an EDD scheduler 
which requires a sorted queue mechanism. Thus, an SP 
scheduler strikes a good balance between simplicity of 
implementation and flexibility in allocating delay bounds 
1621. 

1. Implementation Issues 
Among the four nonwork-conserving disciplines dis- 

cussed in this paper, HRR, stop-and-go, and RCSP all use 
a nonpreemptive Static Priority scheduler. Only delay-EDD 
use an EDD scheduler which requires a sorted priority 
queue mechanism. The complexity of implementing sorted 
priority queue has been discussed in Section 111-H. Among 
HRR, stop-and-go, and RCSP, the former two disciplines 
implement the rate-controller and the scheduler using one 
framing mechanism while RCSP needs to implement both 
using separate mechanisms. 

To implement stop-and-go, mechanisms are needed at 
both the link level and at the queue management level. At 
the link level, a framing structure is needed, and there is a 
synchronization requirement such that the framing structure 
is the same at both the sending and the receiving ends of 
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Fig. 18. Implementation of stop-and-go. 
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Fig. 19. Implementation of RCSP 

the link. At the queue management level, two FIFO queues 
are needed for each priority level, one storing the eligible 
packets ready to be transmitted, the other storing the packets 
that won’t be eligible until the end of the current frame time. 
Mechanisms are needed to swap the two FIFO queues at 
the start of each frame time. Also, the set of FIFO queues 
with eligible packets need to be serviced according to a 
nonpreemptive static priority policy. This is shown Fig. 18. 

HRR does not need the framing structure at the link layer. 
However, it requires buffering on a per connection basis and 
a set of timers to perform rate-control. An implementation 
of a prototype HRR server with 16 priority levels has been 
reported [ 271. 

RCSP seems to be more complex than stop-and-go and 
HRR since it requires traffic regulation on a per connec- 
tion basis. However, the conceptual decomposition of the 
rate controller into a set of regulators in RCSP does not 
imply that there must be multiple physical regulators in 
an implementation; a common mechanism can be shared 
by all logical regulators. Fig. 19 shows an example im- 
plementation of RCSP based on a modified version of a 
calendar queue [4]. A calendar queue consists of a clock 
and a calendar, which is a pointer array indexed by time. 
Each entry in the calendar points to an array of linked lists 
indexed by priority levels. The clock ticks at fixed time 
intervals. Upon every tick of the clock, the linked lists in the 
array indexed by the current time are appended at the end of 

the scheduler’s linked lists. Packets from the linked list of 
one priority level in the rate-controller are appended to the 
linked list of the same priority level in the scheduler. The 
scheduler just selects the first packet at the highest priority 
queue that is nonempty. As can be seen, the data structures 
used in the proposed implementation are simple: arrays and 
linked lists. The operations are all constant-time ones: array 
indexing, insertion at the tail of a linked list, deletion from 
the head of a linked list. Another implementation of RCSP 
that is based on a two-dimensional shifters is proposed in 
[441. 

We would like to point out that a calendar queue is 
a simpler mechanism that a sorted priority queue. In a 
calendar queue, only packets pointed by the current time 
pointer are dequeued at every clock tick. In a sorted priority 
queue, the next packet needs to be dequeued each time the 
server finishes service of the current packet. If the sorted 
queue is implemented by a calendar queue, the dequeueing 
operation potentially needs to go through all the entries in 
the calendar. 

J.  Work-Conserving Rate-Controlled Service Disciplines 
In previous sections, we showed that nonwork-conserving 

rate-controlled service disciplines exhibit several interesting 
properties that make them desirable for supporting guaran- 
teed performance service. These properties include: 

1) End-to-end delay analysis can be decomposed into 
local delay analysis at each switch, and tight end-to- 
end delay bounds can be derived with such simple 
analysis for general resource assignments. 

2) Heterogeneous servers with different schedulers and 
regulators can be used at different switches. 

3) By separating the rate-control mechanism and the 
scheduler, the allocation of delay bounds and band- 
width can be decoupled without using the sorted 
priority queue mechanism. 

4) Due to the traffic regulation inside the network, less 
buffer space is needed at each switch to prevent 
packet loss. 

5) The traffic at the exit of the network satisfies certain 
desirable properties, for example, bounded rate or 
delay jitter. 

However, nonwork-conserving disciplines also have sev- 
eral disadvantages. First, with nonwork-conserving disci- 
plines, a client is always punished when it sends more 
than specified. Even though this is acceptable under the 
guaranteed service model, it puts an extra burden on the 
client to always characterize its traffic correctly. For appli- 
cations that use live sources such as video conferencing, it is 
difficult to come up with an accurate traffic characterization 
before the data transmission. If connections are always 
punished whenever it sends more than specified regardless 
whether there are spare resources available at that time, 
they may have to specify the characterization based on an 
over-estimation of the traffic, which results in a waste of 
resources. Secondly, while nonwork-conserving disciplines 
optimize for guaranteed performance service, they may 

1392 PROCEEDINGS OF THE IEEE, VOL. 83, NO. 10, OCTOBER 1595 

Authorized licensed use limited to: IEEE Xplore. Downloaded on February 2, 2009 at 21:23 from IEEE Xplore.  Restrictions apply.



lntemction 

of 

Mulliple 

Servers 

DehyVBandwidth Allocation 

Server haa one WehPaiW Server hM two Uleeh-8: 
Rate-wntroUer and Scheduler 

I I 
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negatively affect the performance of other packets. For 
example, with a nonwork-conserving discipline, the server 
will be idle if there are only guaranteed service packets 
queued at the server and none of them are eligible for trans- 
mission. If some best-effort service packets arrive at the 
server right after these guaranteed service packets become 
eligible, the best-effort packets will have to wait before 
the guaranteed service packets finish service. However, if a 
work-conserving policy were used, the guaranteed service 
packets would have been served before the arrival of the 
best-effort service packets, therefore, the best-effort service 
packets would not have to wait after they arrive. 

A nonwork-conserving rate-controlled server can be eas- 
ily modified to be work-conserving [lo], [19], [62] .  In a 
work-conserving rate-controlled server, there is one more 
queue in the scheduler, called the standby queue [62] .  It 
works as follows: 

All the packets in the rate-controller are also queued 
in the standby queue. Packets are inserted or deleted 
from the rate controller and the standby queue simul- 
taneously. 
The scheduler will service the next packet in the 
standby queue only if there are no nonguaranteed pack- 
ets and eligible guaranteed packets in the scheduler. 

The standby queue allows the noneligible packets to 
standby at the scheduler, so that they can be transmitted 
when there is spare capacity at the output link. 

In [19], it has been shown that the resulted work- 
conserving rate-controlled server can provide the same 
end-to-end delay bound as its nonwork-conserving counter- 
part. Among the five properties listed at the beginning of 
the section, the first three, and perhaps the more important 
ones among all, still hold for rate-controlled servers with 
standby queues. 

As a last note in the section, we would like to point out 
that even without the standby queue, a rate-controlled disci- 
pline does not necessarily have to be nonwork-conserving. 
In [ 2 ] ,  it has been shown that the worst-case fair weighted 

I I HRR 

Rate-controlled servers 
With Stand-by Queues 

fair queueing (WF2Q) is equivalent to a rate-controlled 
server with a WFQ scheduler and regulators defined by 

where bF,FF4 is the time the packet starts service in the 
corresponding FFQ system. 

In addition, it has been shown that WF2Q is work- 
conserving. Notice that the regulator defined above is 
neither a rate-jitter controlling regulator, which is defined 
by a traffic constraint function, nor a delay-jitter controlling 
regulator, which is defined by the local delay bound at the 
previous server. Instead, it is defined with reference to a 
FFQ system, therefore, the eligibility times of packets are 
dependent on the system load. 

V. SUMMARY 
In this paper, we have examined a number of packet 

service disciplines that have been proposed to support guar- 
anteed performance service connections in packet-switching 
integrated services networks. As shown in Fig. 20, these 
disciplines can be classified along two dimensions: 1) how 
the service discipline allocates, explicitly or implicitly, dif- 
ferent delay bounds and bandwidths to different connections 
in a single server; 2)  how the service discipline handles 
traffic distortions in a networking environment. 

The first issue relates to the design of a single server. The 
objective of the allocation of delay bound and bandwidth 
is that, with a certain discipline, a connection can be 
guaranteed to receive a certain throughput, and each packet 
on that connection can be guaranteed to have a bounded 
delay. In addition to the scheduler, which is responsible 
for multiplexing packets from different connections and 
choosing the next packet to transmit, a server can also have 
a rate-controller. To provide different quality of services to 
different connections, a server needs to discriminate packets 
based on their performance requirements. Either a dynamic 
sorted priority queue or a static priority queue can be used 
for this purpose. In the case when the server consists of 
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a static priority scheduler and no rate-controller, additional 
mechanisms are needed to ensure that packets at higher 
priority levels do not starve packets at lower priority levels. 
Toward this end, stop-and-go and HRR adopt nonwork- 
conserving multilevel framing strategies. When compared 
to the more general rate-controlled service disciplines, mult- 
level framing suffers from a number of disadvantages. 

The second issue concerns the interaction between dif- 
ferent servers along the path traversed by the connection. 
Since the traffic pattern of each connection can be distorted 
inside the network due to load fluctuations, the server 
either needs to accommodate the distortion by buffering 
or control the distortion by regulating the traffic inside 
the network. Controlling traffic pattern distortion requires 
nonwork-conserving disciplines, which can be implemented 
by either using a multilevel framing strategy or decoupling 
the server into a rate-controller and a scheduler. There 
are two classes of algorithms to control traffic pattern 
distortion: delay-jitter control, which maintains the same 
traffic characteristics at each switch as that at the previous 
switch, and rate-jitter control, which shapes the traffic 
according to a prespecified traffic constraint function. All 
work-conserving disciplines use the sorted priority queue 
mechanism. This is not coincidental. Only a sorted priority 
queue has the flexibility to perform both functions of delay 
bound/bandwidth allocation and adjusting for traffic pattern 
distortions. 

To provide guaranteed performance service, end-to-end 
delay bounds need to be provided in a networking environ- 
ment on a per connection basis. Various analysis techniques 
have been developed. One solution is to analyze the worst- 
case local delay at each switch independently and bound 
the end-to-end delay of a connection by using the sum 
of the local delay bounds at all switches traversed by the 
connection. Alternatively, it has been observed that smaller 
end-to-end delay bounds can be obtained by taking into 
account the delay dependencies among successive switches 
traversed by the connection. In general, for both types 
of solutions, the traffic needs to be characterized on a 
per connection basis at each switch inside the network. 
For most of the proposed work-conserving disciplines, 
due to the difficulty of characterizing traffic inside the 
network, tight end-to-end delay bounds can be derived 
only for a restricted class of resource assignment strategies 
called rate-proportional assignments. With rate-proportional 
assignment, the allocation of delay bounds and bandwidth 
are coupled. For rate-controlled disciplines, since traffic is 
regulated inside the network, tight end-to-end delay bounds 
can be derived for general resource assignments. It has 
been shown in [19] that by properly setting parameters 
for regulators and local delay bounds for schedulers, rate- 
controlled disciplines can always outperform WFQ type of 
disciplines in terms of the number of connections that can 
be accepted. 

Among the proposed algorithms, rate-controlled service 
disciplines [19], [64], which separate the server into a rate 
controller and a scheduler, exhibit the following distinct 
advantages: 1) simplified stability analysis, which allows 

tight end-to-end delay bounds to be derived for general 
resource assignments; 2) decoupling delay bound and band- 
width allocation without using the sorted priority queue; and 
3) allowing heterogeneous servers with different schedulers 
and regulators to be used at different switches. While 
rate-controlled service disciplines are in general nonwork- 
conserving, which has the additional advantage of requiring 
less buffer space within the network to prevent packet 
loss, they can be easily modified to be work-conserving 
by introducing a standby queue. 

Although we have provided important insights into the 
issues and tradeoffs of designing service disciplines for 
integrated services networks, there are several important 
problems that remain unresolved and need to be addressed 
in future research. For example, it has been shown that 
tight end-to-end delay bounds can be derived under general 
resource assignments for rate-controlled service disciplines 
but can only be derived under rate-proportional resource 
assignments for most work-conserving disciplines other 
than those modified from rate-controlled servers. Future 
work should develop more advanced techniques to bound 
end-to-end delay under general resource assignments for 
FFQ-based work-conserving disciplines Also, how impor- 
tant is it to have general resource assignments? How much 
higher network utilization can be achieved with general 
resource assignments compared with rate-proportional re- 
source assignments, and under what traffic mix conditions 
and network environments? We leave these questions for 
future research. 

As a final note, we would like to point out that the 
focus the paper is on service disciplines for guaranteed 
performance service. Other services such as the predicted 
service and various types of best-effort services have dif- 
ferent requirements, and there will be different tradeoffs 
in designing service disciplines for these services. For 
example, for the same resource assignment, WFQ and 
WF2Q always provide identical end-to-end delay bounds 
for all connections. However, as discussed in [2] and 
Section 111-B, the services that they provide or best-effort 
traffic can be quite different. Issues in designing service 
disciplines for network services other than the guaranteed 
performance service are beyond the scope of the paper. 
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