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In unfamiliar environments, people need assistance to find their way. One
predominant form of such assistance is maps. In constructing these maps,
there is a conflict between concentrating on the essential information for
wayfinding, namely the route, and providing overview information of the
environment. The former eases information extraction by reducing visual
clutter, the latter allows for reorientation in the environment even if the route
has been left. In this paper we present route aware maps, an approach that
combines the best of both (map) worlds. We argue how route information
can be embedded in its surrounding environment, i.e., the global spatial con-
text, without introducing unnecessary visual clutter. We present a construc-
tion process that results in route aware maps and detail each step of this
process. Route aware maps shall ease information extraction by focusing on
the route as the crucial piece of information and at the same time impart the
feeling of efficient and safe navigation by keeping the wayfinder in global
context. Providing a global context in route following invokes spatial aware-
ness with respect to the overall environment and, thus, decreases the (felt)
risks of making wayfinding errors.
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1 Introduction

To successfully navigate, wayfinders need to know which directions to turn to
at the crucial spots along their way, namely the decision points. If the environ-
ment is unfamiliar, wayfinders need assistance in taking these decisions. This
assistance needs to communicate all information that is necessary to reliably en-
able wayfinders to perform the right actions, but should refrain from providing
any excess information as this aggravates correctly interpreting the assistance (cf.
Schneider & Taylor, 1999; Baus et al., 2002; Richter & Klippel, 2005).

Likewise, there is evidence that assistance is most efficient if wayfinders feel
confident about taking the correct decisions (Ross et al., 2004; Ishikawa et al.,
2008). An important step in evoking this confidence is to keep a wayfinder in
context. Being in context here refers to wayfinders knowing (approximately)
where in an environment they are, i.e., to allowing for global orientation. Such
global orientation invokes a “sense of place” with respect to the environment at
hand. Knowing where you are in an environment allows for reorientation after a
wayfinding error, which is crucial for the confidence of being able to find the way
successfully.

In this paper, we present route aware maps, an approach to map-based assis-
tance that on the one hand focuses on the essential information for wayfinding,
namely the route, and on the other hand evokes a sense of place by intelligently
embedding this route in its global context. The paper is structured as follows: in
the next section, we will provide some more background on the conflict of fo-
cusing on essential information and keeping users in context by discussing the
properties of different types of maps. Section 3 then introduces the construction
process for route aware maps in detail. Here, we explicate the individual build-
ing blocks we combine to create route aware maps. Each building block in itself
helps to embed the provided information in a global context. Section 4 discusses
route aware maps in light of other approaches to graphical wayfinding assistance.
Section 5, finally, concludes the paper with an outlook on future work.

2 Wayfinding and Maps

Wayfinding is a daily routine for people. It is a purposive, directed, motivated
activity to follow a route from origin to destination (Golledge, 1999). According
to Montello (2005), it reflects the cognitive processes going on during navigation,
as opposed to locomotion, which covers the activities of the sensory and motor
system. A route is a behavioral pattern describing the way someone takes from
an origin to a destination; it covers a directed movement activity (Klippel, 2003;
Montello, 2005). This is opposed to a path, which corresponds to physical entities,
i.e., the segments of a network of ways, that movement has been performed on.

Wayfinding requires attention in order to be successfully performed. Still—
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like for many daily routines—for frequently recurring ways, such as the way from
your home to your work, the required level of attention will be low. No assis-
tance is needed to reach your destination. In unknown environments, however,
the required attention is high. And usually assistance is needed to successfully
find your way in these environments. Such assistance is typically provided by
verbal or graphical means, i.e., either as (spoken or written) text or as maps. The
crucial information that needs to be communicated with this assistance is what to
do at those places where there is more than one possible continuation of the route,
i.e., at the decision points (Daniel & Denis, 1998). In this paper, we focus on
maps as wayfinding assistance. Broadly, we can distinguish two types of maps:
1) strip-like maps that only present the route to take; 2) survey maps that show an
overview of the environment (cf. also Freksa, 1999).

The first type of maps provides the smallest possible set of complete route in-
formation that is needed to find your way, i.e., that is required to (re-)orient along
the route. These maps only depict the route with an indication of where the deci-
sion points are along that route. Accordingly, they have very little visual clutter
as they depict only the route. However, in case a wayfinder deviates from the de-
picted route by mistake, there is no information available to reorient as there is no
information provided that relates the route to its surrounding environment. There-
fore, once off the route, the wayfinder is lost. In terms of spatial awareness, these
maps provide knowledge on location only locally with respect to the route, but
not globally with respect to the overall environment. Essentially, today’s mobile
navigation systems work the same way. They provide information on the next ac-
tion to be performed when it is due; they hardly provide any overview information
that would allow users to reorient themselves more globally. Of course, mobile
navigation systems still provide information when the intended route has been left
by re-calculating a route and starting again.

These arguments mostly also hold for sketch maps as they are often provided
by people to indicate which way to go. These maps usually depict some salient
features encountered along the way additionally to the route (cf. Tversky & Lee,
1998, 1999). But they still do not allow for a more global orientation as the em-
bedding of the route in the environment is largely missing.

Secondly, there is the classical city map, which is nowadays often replaced by
an electronic map extracted from the Internet. These maps show an overview of
an environment by depicting information evenly distributed across the selected
area. Accordingly, such maps contain a lot of excess information and, thus, vi-
sual clutter. Extracting, understanding and keeping track of the route to take is
cognitively demanding (cf. Phillips, 1979; Rosenholtz et al., 2007). In principle,
by displaying the route as it is embedded in its environment, these maps allow
for communicating a sense of place, i.e., they provide global knowledge on one’s
location. However, this is masked by having to deal with a lot of unnecessary
information.
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In the following, we detail an approach to combining the best of both (map)
worlds. We present route aware maps (RAMs) that concentrate on the route as the
essential information to reach a destination, but also depict the information needed
to anchor the route within its relevant spatial and functional context. Our aim is to
develop a map, which highlights the route but still allows for (global) reorientation
on different levels of granularity in case a wayfinder loses track and strays off the
route. This map is schematic (Klippel et al., 2005) in that it focuses on the relevant
information for successful route following. This goes beyond merely depicting
only the route, but disregards excess information as it is provided by survey maps.
We believe that RAMs provide a wayfinder with a sense of place by using a route-
specific embedding of the essential wayfinding information in a global context.
The elements selected for depiction shall impart the feeling of efficient and safe
navigation.

3 Route Aware Maps

RAMs combine the concept of strip maps with means that allow for a wayfinder
keeping a global orientation and recovering from wayfinding errors. Therefore,
they increase a wayfinder’s confidence during navigation. By embedding the route
in its spatial context on different levels of granularity, we create assistance which
allows for (approximate) navigation towards the goal even if a wayfinder makes
errors. Due to the information presented additionally to the route we enable ap-
proximate localization and navigation, which lowers the burden on the wayfinder
of being forced to take the right decision in order not to go astray (see Section
3.3.1 for more details).

RAMs can be used in both static as well as dynamic assistance. In a static
scenario (e.g. print-out paper map) the information offered by RAMs is suffi-
cient to allow wayfinders to follow a path and even make specific errors. In a
dynamic scenario (e.g. GPS-assisted wayfinding), RAMs may serve as the means
to communicate the spatial embedding of a route in the environment, especially
on devices with small screens. These devices require a semantic selection of geo-
graphic entities in order to generate meaningful maps for the route and the current
position of a wayfinder. RAMs provide mechanisms to detect and communicate
the embedding context of the route, as well as the local context of wayfinders in
their actual decision space to impart a sense of place on different levels of gran-
ularity. While in a static scenario RAMs would be produced once in advance of
the trip, in a dynamic scenario they would be adaptive to the in-situ situation of
network and traffic conditions, for example, and possibly changing requirements
of the route to travel (e.g. due to an additional added target). In this article we
focus on the generic generation process of RAMs and do not detail implications
of a dynamization of RAMs, such as triggering recomputation, or adaptation of
the visualization to changing positioning information.
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Construction of RAMs starts with the route itself. This route between origin
and destination may be computed using any available metric, for example classical
shortest paths (Dijkstra, 1959), or cognitively motivated approaches, such as the
simplest path (Duckham & Kulik, 2003), the most reliable path (Haque et al.,
2007), or a path considering the corresponding simplest instructions (Richter &
Duckham, 2008). Then, stepwise we add additional information to the map that
results in the embedding of the route in its spatial context. More specifically, we
add information on:

• Initial and final orientation: are important for getting the wayfinder off in
the right direction and for “homing” when close to the origin (Section 3.1);

• alternative routes: may allow a wayfinder to get back on track once acci-
dentally having left the route (Section 3.2.3);

• Regions: provide an anchoring of the route in the environment (Section
3.3.1);

• Landmarks: help to disambiguate locations along the route and help to iden-
tify locations in the environment (Section 3.3.2).

In the following, we argue for adding these types of information to the basic
route information and explain how it is done.

3.1 Initial and Final Orientation

Origin and destination of a route are crucial parts for successfully finding one’s
way (e.g., Michon & Denis, 2001). At the origin, wayfinders need to initially
orient themselves in order to get off in the right direction. The destination needs
to be clearly identifiable in order to know that wayfinding has been successful.
Further, especially in dense urban areas, such as a city center, there is an increased
chance to miss crucial decisions and an increased need for reorientation near the
destination. For example, this may be caused by a complex system of one-way
streets or the need to find a parking space. Thus, it is sensible to not only guide
wayfinders exactly to the destination location, but also to enable them to freely
navigate in the nearby surroundings.

In order to support these two crucial processes, we display the environment
around origin and destination in more detail. For the origin we extend the street
network until no ambiguous situation is present any more: we expand the street
network until each option the origin is reachable from is clarified by a defined
configuration of streets (an identifiable intersection). Alternatively, if we identify a
salient element (such as a park or a river) we employ the respective element instead
to unambiguously identify this option. This first extension to the route allows a
wayfinder for matching the spatial situations perceived in the environment around
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origin and destination with that depicted on the map. For the destination region
we expand the route similarly, but with a slightly higher scope (see Figure 1).

S

S

a) b)

D
D

c) d)

Figure 1.: Initial and final orientation: a) Original initial surrounding, S is the
starting point; the bold dashed line shows the route; b) Embedding of the starting
point; bold solid lines shows the embedding area, thin dashed lines show inter-
sections along the route; c) Original final surrounding, D is the destination; d)
Embedding of destination (with depth 3).

More precisely, we use the following algorithm for adding information on ori-
gin and destination location:

1. We select all outgoing branches of the origin of the route and select all
which are not member of the route.

2. We expand each selected branch until we either reach an intersection or a
salient landmark. The corresponding streets are displayed on the map.

3. We select all outgoing branches of the destination.

4. Starting with each selected branch, we add all additional branches of the
street network graph up until a configurable depth k (without adding already
existing branches again). The corresponding streets are displayed on the
map.
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3.2 Along the Route: Error Analysis and Alternative Routes

As discussed earlier, wayfinding is a complex process in which errors easily occur
due to manifold reasons. Errors may happen due to the wayfinder being inat-
tentive, because the provided assistance (in form of a map) does not match with
the encountered situation in the environment in the way it has been expected, or
simply because the environmental situation itself is ambiguous and hard to un-
derstand. While it is impossible to predict every possible error that may occur
during wayfinding, in RAMs we integrate information that allows recovery from
two kinds of errors:

1. Local ambiguous or complex configuration of an intersection: based on
capturing how humans conceptualize turns at intersections (e.g., Klippel,
2003; Haque et al., 2007), we can identify how many possible choices there
are at an intersection and whether these choices potentially conflict with
each other;

2. Global ambiguous situations can originate from monotone, recurrent, cue-
less environments as they often occur in modern suburbs, for example. De-
cision points, i.e., the relevant intersections, can be easily confused with
other intersections due to the similarity in the environmental structure and
the density of intersections.

The analysis performed to identify both kinds of errors is motivated by how
humans conceptualize wayfinding situations and follows an information-theoretic
approach. Local error analysis is explained next, global error analysis in Section
3.2.2. To enable wayfinders to recover from these errors, we introduce alternative
routes as explained in Section 3.2.3.

3.2.1 Local Error Analysis

The first kind of error is tackled by analyzing the configuration of an intersection’s
branches. We employ a method we term Choreme Analysis (CA). CA is similar
to the approach of identifying the most unambiguous instructions, introduced by
Haque et al. (2007), but with a different resolution:

1. We discretize all angles formed by the incoming branch with all other branches
based on the wayfinding choreme direction model as proposed in Klippel &
Montello (2007). As a result every angle is represented as a qualitative
direction relation relative to the direction of travel.

2. According to this representation, we check if any two (or more) branches
head in the same direction and hence are represented by the same relation.
If this is the case and if they are relevant for the action to be performed
at this intersection, a potential conflict is identified (cf. also Haque et al.,
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2007; Richter & Klippel, 2005). A branch is relevant if its choreme repre-
sentation corresponds to the direction to take at the intersection, i.e., if it
is described by the same qualitative relation as the action to be performed
at this intersection (e.g., “veer right”). Figure 2 illustrates such a conflict.
Here, two outgoing branches of the intersection share the same direction
concept.

3. We compute for every detected conflicting branch an alternative route to the
destination (Section 3.2.3).

S

a) b)

Figure 2.: Local error analysis: a) Critical situation: two outgoing branches share
the same direction concept, a conflicting situation is identified; b) In more detail:
the Choreme Analysis.

3.2.2 Global Error Analysis

The second kind of errors, namely errors resulting from the recurrent, uniform
structure of an environment is analyzed in a similar fashion as the first. The aim
is to tackle two problems simultaneously. The first remains in the representa-
tion of spatial features in maps; the second in the structure of the environment.
Automatically generated maps are always data-driven representations. They use
cartographic symbols to visualize a selection of the spatial entities that exist in the
real world. Maps are selective and limited in their visual language, a key concept
differentiating them from satellite photos (e.g., MacEachren, 1995). For exam-
ple, the two images in Figure 3 show a rather monotone environment in Chicago.
When traveling along the east-west axis the streets have names and are not num-
bered. Traveling in such environments requires close attention to the perceived
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Figure 3.: A monotone environment in Chicago: at the top a map representation, at
the bottom the corresponding satellite image. Images are taken from GoogleMaps.

environment in order to identify the correct decision point. Each intersection fol-
lows exactly the same conceptual configuration. There are no disambiguating
elements, such as irregular structures or natural features, to segment the route be-
yond decision points. As Lynch (1960) pointed out, such monotone environments
are hard to navigate.

We can operationalize uniformity in environmental structure as well as we can
identify spatial particularities in order to support disambiguation. The algorithm
works as follows and is illustrated in Figure 4:

1. We select a (configurable) number of intersections before and after the cur-
rent decision point. “Before” and “after” are to be understood relative to the
movement direction determined by the main route (cf. Richter & Klippel,



10 SCHMID, RICHTER, PETERS

2007). In our current implementation, we select one intersection before and
one after the decision point, even though this number may depend on the
structure of the environment. Large grid environments, such as in Figure 3,
may require a larger threshold than irregular environments (the analysis of
the influence of an environment’s structure on the required threshold is part
of future work).

2. For all selected intersections, we calculate a qualitative representation of
their configuration using a choreme encoding according to the CA as de-
scribed above. However, here we are not interested in a single local con-
figuration that may be conflicting, but in the similarity across the selected
intersections’ configurations.

(a) If the number of conceptual turns at two intersections is similar we
mark the intersections as similar.

(b) If the similar intersections have a unique feature located at them,
which is not present at the other intersections marked as similar, we
select this feature to disambiguate the current intersection. Conse-
quently, we remove the similarity mark for this intersection again, as
it can be unambiguously identified in its local neighborhood by this
local feature. Disambiguating features, such as parks or water bodies,
must be perceptually unambiguous, i.e., the cartographic style used
to represent them on the map must be perceptually different from the
way all other features in the local surroundings are depicted.

3. If there still exist unresolved ambiguities, we compute an alternative route
for those intersections that are marked as similar.

3.2.3 Alternative Routes

Alternative routes (ARs) are a key concept of RAMs. They are the link to embed-
ding the main route from origin to destination in the street network. Whenever
the (local or global) error analysis identifies a possible error source on the main
route we compute an AR from the location of the possible error either back to the
main route or directly to the destination. This allows for extracting only the part
of the street network, which is structurally important for the main route. Within
the alternative routes, we do not perform any error analysis. Cognitively, these
routes define the relevant spatial context on a network level and serve as a fall-
back in case wayfinding errors have been made. Computationally, checking for
errors on ARs as well would result in a recursive progression of potential errors
that, in the worst case, would lead to displaying the complete street network and,
thus, introducing unneeded visual clutter.
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a) b)

Figure 4.: Global error analysis: a) Similarity analysis: the intersections before
and after the decision point are identified as being similar with respect to their con-
figuration, a conflicting situation is identified; b) The situation is disambiguated
by representing landmarks (post office and park).

Calculating ARs is based on the approach of “simplest paths” introduced by
Duckham & Kulik (2003). The AR algorithm works as follows and is illustrated
in Figures 5 and 6:

1. We simulate a wayfinding error and “move” virtually off-route from the
current decision point we identified as potential error source. In case of
a local conflict, we move along a conflicting branch. In case of a global
conflict, we take that branch at the conflicting intersection that corresponds
to the branch we need to take at the actual decision point.

2. We block the branch we took. This will prevent the path search algorithm
to simply compute the route back along this branch to the main route.

3. We compute the AR itself using the algorithm for “simplest paths.” The
algorithm penalizes nodes with many outgoing branches as they are deemed
as complex; such nodes are mostly avoided. Therefore, in simplest paths
competing branches hardly ever occur.

• In every step of the simplest path algorithm we check if the current
selected node is either a node on the main route or corresponds to the
destination itself. In either case we have found a valid AR and stop.

4. The AR just found is displayed on the map.
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S

Figure 5.: Alternative routes: identifying all critical situations.

3.3 Global and Local Orientation

So far we have only dealt with local context, i.e., discussed information directly
related to the route. However, with our aim of sparseness in providing information
we need global spatial context as well to support successful wayfinding, especially
when wayfinders get off the system of routes and need additional information to
navigate to the destination. We need additional survey information in order to
clarify the relations of the presented information (the main route and the ARs) to
the actual environment wayfinding takes place in. We achieve this by introducing
regions (Section 3.3.1) and landmarks (Section 3.3.2).

3.3.1 Global Orientation: Regions

In recent years, the impact of regions on human spatial conceptualization has been
increasingly recognized. Wiener & Mallot (2003) identified region-based naviga-
tion strategies. Their work emphasized the concept of a graph-like representation
of spatial information in which representations of locations are interlinked with-
out having exact metrical information. They introduced the hierarchical planning
hypothesis which claims that people plan routes by using different levels of a hi-
erarchical representation of space and also that regions are explicitly represented
in spatial memory. Seifert introduced a hierarchical spatial planning approach
based on regions as primitives (e.g., Seifert et al., 2007). Schmid (2008) devel-
oped an approach to generating maps based on individually known places and
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Figure 6.: Alternative routes: computing the ARs (bold solid lines) by employing
the “simplest path” algorithm.

regions. Thus, just as landmarks (see below), regions are recognized as primitives
in spatial orientation, navigation and communication.

In general, regions are hard to define as each individual seems to have a per-
sonal view of the concepts and borders of a region (e.g., Couclelis, 1996; Montello
et al., 2003). This holds especially for natural regions or regions evolving from the
social interactions of individual groups. Administrative regions, though, have well
defined borders that have been fixed by an administrative body. Further, admin-
istrative regions may be identifiable by signage in the environment, for example,
districts in a city may be labeled on street signs. But also some natural regions
may be well usable for embedding a route in its environment, for example, clearly
visible features such as large parks or water bodies.

These kinds of regions are integrated in the information displayed on RAMs
in order to provide a global spatial context for wayfinding. In case they get lost,
i.e., deviate from the route, wayfinders can navigate along regions to the region
that contains the destination. In the following, we will explicate how the relevant
regions can be identified automatically. Figure 7 shows the hierarchy of regions
used in our approach. The top level regions we consider are those of country bor-
ders, followed by those of states within a country, cities and towns (or in general
built-up areas). Within cities, we consider local particularities, namely districts
and natural features. These features may be located within several regions, for
example, the border between two districts may run through the middle of a park.
We treat all regions within a city to be on the same level of granularity.
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         Cities
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Figure 7.: The region hierarchy as implemented in the RAM process.

Selecting these regions for integration in RAMs is a pragmatic approach in
terms of perceptibility, available data and computational efficiency. The algorithm
for determining the regions to be included is illustrated next.

Pre-Processing and Query Optimization

The aim of the region extraction algorithm is to identify all regions that are rele-
vant for the wayfinding problem. Relevant regions are those that contain parts of
the routes—be it the main route or one of the alternative routes. These are the re-
gions the wayfinders will pass through. The computation of the membership of a
route within a region is based on the points contained in the route. If a point of the
route is within a region, the region is considered relevant for the route. In terms
of geographical data, regions are usually complex polygons (in our data some of
the districts have up to 5000 geometric control points). Thus, depending on the
type of regions and the length of the route, the number of regions and points to
be checked can become very large, turning this into a computationally infeasible
approach.

Therefore, to drive computation, initially we need to determine the region which
completely contains the route. A route between Bremen and Hamburg would be
fully contained in the region “Germany;” a route within Bremen would be com-
pletely contained within the region “Bremen.” This region is the starting point for
a further refinement of the relevant regions. The encompassing region serves two
purposes: 1) only those regions that belong to a category on lower levels of the
hierarchy than the encompassing region (see Fig. 7) will be relevant for the routes,
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i.e., we can restrict our search to these levels; 2) in a similar line of argument, we
can restrict the search for regions to the spatial extend covered by the encompass-
ing region. We will treat each hierarchy level relevant for the region identification
individually.

The key idea of processing all regions that may be relevant for the RAM to be
constructed is the separation of their functional and geometric representations as
well as the utilization of the neighborhood relation between regions. To this end,
we need to do some preprocessing on the region data. For each region, we com-
pute their bounding box as this allows for a faster comparison of spatial relations
between regions. Namely, we need to test for intersection/touch and containment
of regions. Using the bounding boxes, we calculate an adjacency matrix that stores
intersection and containment of regions—a region containing another is taken to
intersect with the contained region.

With this adjacency matrix, we can now navigate efficiently through the hierar-
chy of regions, i.e., our search space. We further restrict the containment check of
route in regions by only checking for decision points, i.e., those points of a route
that coincide with an intersection. As stated before, region selection is performed
on each layer of the hierarchy individually. However, by means of the indexed
data, we can interlink the different layers to further facilitate efficient processing
of the information. The following algorithm selects relevant regions for the infor-
mation so far contained in the route aware map, namely the main route, the street
network around origin and destination, and the alternative routes (see Fig. 8).

1. We compute the bounding box of the RAM (the extend covered by main
route, origin and destination, ARs).

2. We determine the region on the lowest possible level of the hierarchy that
fully contains the bounding box of the route aware map.

3. For every route (main route and ARs) we iterate through all nodes that cor-
respond to decision points.

4. We check for containment within any of the regions of the current level
in the hierarchy. In the first pass, this is the level one below the level the
encompassing region belongs to.

• If no region contains a node of the route (not all region layers will
cover the complete area as administrative regions do) we stop the
search on this level and proceed with the next region layer at step 4.

5. If we have identified a region whose bounding box contains a node, we
check again with the actual border of the region. Nodes being on the border
of a region count as being contained as well.

(a) If the node is really contained, we select the region and add it to the
map.
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(b) If the node is not contained, we select all neighbors of the selected
region by means of the adjacency matrix. We check these neighbors
for which of them contains the node.

6. If we have processed all nodes and there are still layers of the hierarchy we
have not checked yet, we select one of these as new layer and repeat the
process from step 3 on.

D

S

City

District1

District 4

District 3

District 2

River

Park

Figure 8.: Global orientation: Embedding the route in surrounding regions.

3.3.2 Local Orientation: Landmarks

Finally, in creating RAMs local landmarks are used to anchor route information in
its surrounding environment. These landmarks serve two purposes: they help to
disambiguate intersections and they foster orientation of wayfinders. In areas that
are made up of structurally similar intersections, i.e., where the street network
is very regular (see Section 3.2.2) landmarks may make the difference it takes
to identify the intended intersection. Accordingly, for intersections identified to
be structurally similar to their surrounding intersections, we check whether some
landmarks may be used to identify them. This check is done as explained in our
previous research (e.g., Richter & Klippel, 2007; Richter, 2007), but extended



ROUTE AWARE MAPS 17

to include depictional considerations. Additionally to ambiguity checks we have
used in our previous work, we also check whether potential landmarks would be
depicted on the map using the same cartographic style as other features in the
local surroundings, i.e., whether the feature categories they belong to are mapped
using the same color and shape. If two different types of features are depicted the
same way (e.g., a fountain and a statue may both be depicted as a grey circle),
they are not easily distinguished on the map and, therefore, do not unambiguously
identify an intersection if both features are present in the surrounding area. In case
a landmark located at the intended intersection unambiguously discriminates this
intersection from its neighboring ones, it is included in the route aware map and,
thus, solves a potential conflict.

Local landmarks may also be used to foster orientation, similar to global ones,
i.e., those environmental features represented as regions. To this end, it is checked
whether highly salient landmarks are located along the route (such as highly vis-
ible shops or monument buildings); these are added to the RAMs. However, to
avoid visual clutter, we limit the number of landmarks added this way to only a
few key features. Checking for such landmarks, again, is based on previous work.

3.4 Example

Figures 9 and 10 illustrate the steps of compiling a RAM based on geographical
data of the city of Bremen. Figure 9a depicts the main route from origin S to
destination D running through Bremen’s inner city. Figure 9b shows the extracted
strip map, the minimalist map-based representation of the route. In Figure 9c we
disambiguate the start environment by extending the street network until the first
intersection as described in Section 3.1. In the same step, we extend the street
network around the destination (network depth of three topological nodes) and
added the river as an additional landmark according to Section 3.3.2.

Figure 10a depicts the potentially problematic parts of the route and the result-
ing alternative routes (bold dark gray underlying lines). Figure 10b depicts the
so so far compiled route (extended start and destination environments) with the
extracted alternatives routes. Finally, in Figure 10c we add those regions which
are relevant to the route (here, these are only districts as the route is contained in a
single city). This results in the route aware map assisting a wayfinder to get from
origin S to destination D.

Note that we do not display cartographic labels, such as names of streets or
districts, to emphasis the principle generation process of RAMs. For actual usage,
without this information a real anchoring of the streets, regions, and landmarks in
the global context is likely not possible.
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a)

b) c)

Figure 9.: a) shows the original (survey) map with the route (thin black line)
from S to D. b) shows the extracted route, c) the route with disambiguated start
environment and extended destination environment.
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a)

b) c)

Figure 10.: a) shows the route in the original (survey) map with alternative routes
(bold underlying lines). b) shows the extracted alternative routes, and c) depicts
the final RAM with the relevant regions (in this case districts) for the main route
and the alternative routes.
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4 Discussion

Schematic wayfinding maps are by definition task specific representations (cf.
Klippel et al., 2005) usually incorporating a stringent feature selection. The selec-
tion of features aims at efficient assistance with low cognitive demands tailored
to a specific wayfinding task. There are different approaches to define, select,
and visualize the relevant information for a given route underlying the specific
wayfinding task, which leads to different schematization principles. In Agrawala
& Stolte (2001), for example, the authors propose LineDrive Maps, which are
based on the mental prototypical arrangements of intersections and activity based
scaling of street segments. The resulting schematic maps represent a route as
strip map with no further information on the surrounding environment and can
be considered to be a data-driven schematization. As a contrast to this reduced
representation, Focus Maps (Richter et al., 2008) use a rich representation of the
environment and highlight the crucial elements (e.g., the route) by de-emphasizing
non-relevant areas of the environment. This is achieved by a fading out of colors
and a simplification of feature geometry based on proximity to the elements in fo-
cus. Schematization in Focus Maps is based on perceptual effects as the selection
of features is mostly done via their color encoding. µ Maps (Schmid, 2008) show
only the unfamiliar parts of a route in full detail, the familiar parts are schematized
to a high degree. This kind of schematization exploits individual familiarity with
an environment.

RAMs introduce a new type of schematization by taking these approaches a
step further. They provide a multi-granular schematization since they select fea-
tures of an environment on different levels of granularity. In that, they acknowl-
edge the hierarchical representation of space by humans (e.g., Hirtle & Heidorn,
1993). They provide means to reach the overall goal—getting to the destination—
and at the same time offer information for reaching this goal on different levels
of granularity, thus offering alternatives and allow for approximate wayfinding in
case task execution fails. Thus, while being task-specific, they allow for different
executions of the task.

RAMs communicate survey knowledge dependent on the course of a particular
route. They do not show the details of the street network, especially of remote
locations in the same district, however, they communicate the configurations of
important structural and conceptual elements of the environment in relation to
the actual route. They are rather conceptual survey maps than general purpose
maps. RAMs illustrate the structure of the environment for a route similarly to
how a GPS-based wayfinding assistance system only communicates the route to
travel. They focus on the crucial parts of survey information. General purpose
survey maps on the other hand offer all information of a defined region as equally
important.

However, the selection of, for example, regions also depends on the network
incorporated by the route. If a route incorporates a longer part across a highway,
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the context of that part is different to the context of a part of a route within an
inner city environment. While driving along a highway, we are most likely not
interested in every district of a city we pass or potentially cross. The selection of
the contextual information for such routes would benefit from additional consid-
erations of coherent parts of the route with respect to the utilized transportation
link. Thus, in generating RAMs, the (conceptual) scale of covered route segments
should be considered as well and the construction process should be accordingly
adapted—this might include activity-based scaling similar to Agrawala & Stolte
(2001).

5 Conclusions

In this paper, we have presented an approach to map-based wayfinding assistance
that we term route aware maps. These maps are designed to present all informa-
tion that is needed to successfully reach a destination while aiming at sparseness
in the display of that information. It combines the best of strip maps, which only
present information on the route itself, with survey maps, which distribute infor-
mation uniformly across the chosen area.

Next to the actual route from origin to destination, RAMs present the area
around origin and destination in more detail to keep the wayfinders oriented at
these crucial spots. The maps also integrate alternative routes at those points along
the route where wayfinding errors likely occur due to the (local or global) ambi-
guity in the structure of the environment. Furthermore, RAMs embed the route
in its global spatial context. To this end, those regions relevant for the route are
identified and displayed allowing for approximate navigation using region infor-
mation in case the route has been accidentally left; key local landmarks are shown
as well and further the anchoring of the route within the environment. We take an
information- and representation-theoretic approach to identifying this additional
information that is required for successful navigation. We have detailed the con-
struction process for route aware maps, stating algorithms for all intermediate
steps, and discussed an example map.

We believe that route aware maps as they have been presented in this paper are
a promising approach for solving two (related) problems in map-based naviga-
tion assistance: 1) provision of focused, easy to access assistance that still allows
for error recovery; 2) the key-hole problem. The latter describes the problem of
presenting local information in its global context such that users can easily relate
both; it is especially crucial for the small displays of mobile devices. Thus, RAMs
are not only more reliable in a given wayfinding situation, they may also help to
overcome a major problem of today’s assistance systems, namely that users do not
really understand the spatial situation they are in and hardly remember anything
of the route after reaching the destination as shown, for example, by Parush et al.
(2007) and Ishikawa et al. (2008).
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In the near future, we plan to test the performance of RAMs in empirical
wayfinding studies in which we will compare the wayfinding performance of hu-
man subjects using route aware maps in real world navigation tasks with partic-
ipants using ‘classical’ street-maps. We will also explore scale-dependent con-
struction of RAMs and check whether additional salient objects should be in-
cluded in the maps, for example, major roads that may provide additional global
orientation, such as highways.
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