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Abstract—In wireless networks, power allocation is an effec-
tive technique for prolonging network lifetime, achieving better
quality-of-service (QoS), and reducing network interference.
However, these benefits depend on knowledge of the channel state
information (CSI), which is hardly perfect. Therefore, robust
algorithms that take into account such CSI uncertainties play an
important role in the design of practical systems. In this paper, we
develop relay power allocation algorithms for noncoherent and
coherent amplify-and-forward (AF) relay networks. The goal is
to minimize the total relay transmission power under individual
relay power constraints, while satisfying a QoS requirement. To
make our algorithms practical and attractive, our power update
rate is designed to follow large-scale fading, i.e., in the order of
seconds. We show that, in the presence of perfect global CSI,
our power optimization problems for noncoherent and coherent
AF relay networks can be formulated as a linear program and
a second-order cone program (SOCP), respectively. We then
introduce robust optimization methodology that accounts for
uncertainties in the global CSI. In the presence of ellipsoidal
uncertainty sets, the robust counterparts of our optimization
problems for noncoherent and coherent AF relay networks are
shown to be an SOCP and a semi-definite program, respectively.
Our results reveal that ignoring uncertainties associated with
global CSI often leads to poor performance. We verify that our
proposed algorithms can provide significant power savings over
a naive scheme that employs maximum transmission power at
each relay node. This work highlights the importance of robust
algorithms with practical power update rates in realistic wireless
networks.

Index Terms—Amplify-and-forward, linear program,
quality-of-service, relay networks, robust optimization, semi-defi-
nite program, slow power allocation.

I. INTRODUCTION

RESOURCE allocation in wireless networks promises sig-
nificant benefits such as longer network lifetime, better

quality-of-service (QoS), and lower network interference. In
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relay networks, the primary resource is the transmission power
because it affects both the lifetime and the scalability of the net-
work. For example, consider a wireless sensor network where
sensor nodes have limited power resources, such as a battery
or solar based source. To prolong network lifetime, it is impor-
tant to determine the optimal transmission power of the sensor
nodes [1], [2]. Furthermore, regulatory agencies may limit the
total transmission power to reduce network interference. For ex-
ample, consider a relay-enhanced cellular network, where nodes
are deployed to relay transmissions from a base station to a dis-
tant user. In such a network, efficient power allocation can be
used to minimize network interference while satisfying certain
QoS requirements [3].

In relay networks, various relaying schemes have been pro-
posed and studied [4], [5]. Among these, considerable attention
has been placed on decode-and-forward (DF) and amplify-and-
forward (AF) relaying. In DF relaying, the relay node fully de-
codes, re-encodes, and retransmits the source messages. In AF
relaying, the relay node simply forwards a scaled version of its
received signal. To reduce the required cooperation overhead,
these relaying schemes can also be implemented with only a
subset of active relay nodes, which are appropriately selected
[6]–[9]. Furthermore, many of the recent works have focused
on relay power allocation. For DF relay networks, [8], [10]–[13]
consider orthogonal relay transmissions while [9], [14] exploit
the possibility of performing distributed beamforming over a
common bandwidth. The problem formulations include maxi-
mizing capacity [11], [14], minimizing outage probability [8],
[9], and minimizing transmission power [10], [12]. Similarly,
for AF relay networks, [10], [13], [15], [16] consider orthog-
onal relay transmissions while [17] considers relay transmis-
sions over a common bandwidth. The problem formulations in-
clude maximizing capacity [13], [17], minimizing outage prob-
ability [16], and minimizing transmission power [10], [15]. In
all the above works, power allocation is performed without im-
posing any individual relay power constraint.

Here, we focus on an AF relay network due to the simplicity
of AF relaying, which lends itself to practical implementation.
In particular, we consider noncoherent and coherent AF relaying
depending on the type of channel state information (CSI) avail-
able at each relay node. We consider that all relay nodes operate
in a common frequency band. This allows faster and easier de-
ployment of the relay nodes in the network since the addition of
relay nodes to the existing network will have little effect on the
source and destination nodes, e.g., specific relay channel assign-
ments are not necessary. The goal is to propose a centralized op-
timization framework for the minimization of total relay trans-
mission power. In a centralized design, the relay nodes need to
send their local CSI to the central unit, which determines the
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transmission power of the relay nodes.1 However, all previous
works assume that perfect global CSI is available at the central
unit [8]–[17]. In practice, such an assumption is too optimistic
since the global CSI is often subject to uncertainties. Moreover,
the power allocation algorithms proposed in the above works
require the central unit to track the global CSI at the timescale
of fast-fading. This requires frequent communication between
the relay nodes and the central unit to determine new power
allocations. This motivates the design of a robust optimization
framework that accounts for CSI uncertainties with practical al-
gorithms that track only the large-scale fading.2

In this paper, we formulate the relay power allocation
problem as the total relay transmission power minimization
problem subject to a QoS constraint.3 Our algorithms only
track the large-scale fading and thereby lead to practical im-
plementations.4 We show that our optimization problems for
noncoherent and coherent AF relay networks can be cast as a
linear program (LP) and a second-order cone program (SOCP),
respectively, under perfect knowledge of large-scale fading.
We introduce robust optimization methodology to account for
uncertainties in the global CSI. For ellipsoidal uncertainty sets,
the robust counterparts of the power minimization problems for
noncoherent and coherent AF relay channels can be formulated
as an SOCP and a semi-definite program (SDP), respectively.
Numerical results show that our proposed algorithms can
provide significant power savings over a naive scheme that
employs maximum transmission power at each relay node.

The paper is organized as follows. In Section II, we describe
our system model and problem formulation. In Section III,
we present the optimal relay power allocation algorithms for
the noncoherent and coherent AF relay networks. Next, in
Section IV, we formulate the robust counterparts of the power
allocation problems. In Section V, we present some numerical
results. We give our conclusions in the last section.

Notation: Throughout the paper, we shall use the following
notation. Boldface upper-case letters denote matrices, boldface
lower-case letters denote column vectors, and plain lower-case
letters denote scalars. The superscripts , , and de-
note the transpose, complex conjugate, and transpose conjugate,
respectively. We denote a vector with all 1 elements as , a
vector with all 0 elements as , identity matrix as ,
and th element of as . The notations and
denote the absolute value and the standard Euclidean norm, re-
spectively. We denote the nonnegative and positive orthants in
Euclidean vector space of dimension as and . The
notations and denote that is parallel to and is not
parallel to , respectively. We denote and as
being positive semi-definite and positive definite, respectively.

1Exactly how this global CSI can be obtained by the central unit is beyond
the scope of this paper.

2In this way, we do not require very frequent power updates, which leads to
significant power savings.

3The required QoS is considered to be satisfied when the output signal-to-
noise ratio (SNR) at the destination node exceeds a given target value.

4Such an approach is akin to a slow adaptive modulation technique that adapts
constellation size to the slow variations of the channels [18].

The notation denotes the generalized inequality with respect
to a second-order cone as follows:

We denote the primal optimization problem as , its associ-
ated dual optimization problem as , and its associated robust
counterpart as .

II. SYSTEM MODEL

A. Signal and Channel Models

We consider a wireless relay network consisting of
single-antenna nodes: a designated source-destination node pair
together with relay nodes located randomly and indepen-
dently in a domain of a fixed area. We consider a scenario in
which there is no direct link between the source and destination
nodes. All nodes operating in a common frequency band are in
half-duplex mode, so transmission occurs over two time slots.

In the first time slot, all relay nodes receive the signal trans-
mitted by the source node. After processing the received sig-
nals, the relay nodes transmit the processed data to the destina-
tion node during the second time slot in which the source node
remains silent. We assume perfect synchronization at the desti-
nation node.5 The received signals at the relay and destination
nodes can then be written as

(1)

(2)

where is the transmitted signal from the source node to the
relay nodes, is the transmitted signal vector from
the relay nodes to the destination node, is the re-
ceived signal vector at the relay nodes, is the received signal
at the destination node, is the noise
vector at the relay nodes, and is the noise at
the destination node.6 Note that the different noise variances at
the relay nodes are reflected in .
Moreover, and are independent and are mutually un-
correlated with and . The random channel vec-
tors from source to relay and from relay to destination are re-
spectively denoted by and

. For convenience, we shall refer
to as the backward channel and as the forward channel.

In general, we can decompose each instantaneous element in
and into the product of two different fading effects with

different timescales [19]. Specifically, we can write

(3)

(4)

5Exactly how to achieve this synchronization or the effect of synchronization
errors on performance is beyond the scope of this paper.

6 ~N (�; � ) denotes a complex circularly symmetric Gaussian distribution
with mean � and variance � . Similarly, ~N (���;���) denotes a complex
K-variate Gaussian distribution with a mean vector ��� and a covariance matrix
���.
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where and reflect the channel gain associ-
ated with small-scale fading from the source to the th relay and
the th relay to the destination, respectively. Such small-scale
fading is typically due to local scattering of the environment and
varies with a timescale on the order of milliseconds, and we can
model and for all . Each is
assumed to be independent across all the relay nodes.7 On the
other hand, and capture the large-scale
fading effects that are caused by shadowing. Large-scale fading
varies with a timescale on the order of seconds. Usually, we can
model and as [19]

(5)

(6)

where and are the normalized distances from the th
relay to the source and destination, respectively, is the path-
loss exponent which corresponds to a decay in power, is the
standard deviation of the log-normal shadowing in dB, and is
a real Gaussian random variable (r.v.) such that .8

At the source node, we impose an individual source power
constraint , such that . Similarly, at
the relay nodes, we impose an individual relay power constraint

such that for , where

and is the transmission power allocated
to the th relay node.

For AF relaying, the relay nodes simply transmit scaled
versions of their received signals while satisfying power con-
straints. In this case, in (2) is given by

(7)

where denotes the diagonal relay gain matrix, and
becomes9

(8)

The diagonal structure of ensures that each relay node does
not require knowledge about the signals at other relay nodes.
For noncoherent AF relaying, the th diagonal element of is
given by [21], [22]

(9)

7The independence assumption arises due to the presence of different propa-
gation paths and scatterers for each relay node.

8The parameter " is environment-dependent and can approximately range
from 1.6 (e.g., hallways inside buildings) to 8 (e.g., dense urban environments),
where " = 2 corresponds to the free space propagation [20]. On the other hand,
the typical values of � range from 4 to 13 dB for outdoor channels [20]. For
ease of exposition, we have assumed that the attenuations due to shadowing are
independent and identically distributed (i.i.d.).

9Note that in (8), the source employs maximum allowable power P in order
to maximize the SNR at the destination node.

where . On the other hand, if each
relay node can track the phases of the small-scale fading associ-
ated with both backward and forward channels, it can perform
distributed beamforming. This is referred to as coherent AF re-
laying, and the th diagonal element of is given by [23], [24]

(10)

It follows from (1), (2) and (7) that the received signal at the
destination node can be written as

(11)

where represents the effective noise at the destination node,
and the instantaneous SNR at the destination node conditioned
on and is then given by

(12)

where denotes the vector of transmitted
powers of the relay nodes.

B. Problem Formulation

Given instantaneous and at the destination node, we
formulate the relay power allocation problem for minimizing the
total relay transmission power subject to the constraint on SNR
at the destination node. This constraint is equivalent to a certain
QoS requirement such as the bit error rate or outage probability,
where QoS is satisfied when the SNR at the destination node
exceeds a given target value . With this QoS constraint, we
can mathematically formulate the optimization problem as

(13)

where the last constraint in (13) captures the fact that relay trans-
mission power in practical systems cannot be arbitrarily large.10

Note that solving the program in (13) requires the
instantaneous values of and .

Due to the timescale associated with small-scale fading, fre-
quent communication between the relay nodes and the central
unit is required to determine new power allocations. This moti-
vates practical algorithms that track only large-scale fading. One
possible approach is to adopt the certainty-equivalent (CE) for-
mulation, which was developed in the context of power control
for cellular networks [25], [26]. In our context, the CE output
SNR for noncoherent AF relaying can be written as

(14)

10Note that in conventional QoS formulation, the last constraint in (13) is
omitted, hence it is guaranteed to be feasible in the absence of CSI uncertainties.
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where we have replaced all r.v.’s associated with and
in (12) with their expected values. For coherent AF

relaying, we approximate the CE output SNR as

(15)

Indeed, (15) is an upper bound of the actual CE output SNR.
We choose to use this expression in (15) since it allows efficient
formulation for the optimization problem. Substituting (14) and
(15) into (13), we can now design power allocation algorithms
that track only large-scale fading. However, these slow power
allocations may lead to undesirably high outage probability, i.e.,

, due to the random fluctuations caused by
small-scale fading. This can be alleviated by using a larger SNR
target value to allow for fade margins [26]–[28].11 In our case,
this corresponds to using a target value with ,
where we refer to as the CE SNR target value.12

III. OPTIMAL RELAY POWER ALLOCATION

In this section, we consider the power optimization problems
subject to CE SNR constraints for both noncoherent and co-
herent AF relay networks.

A. Noncoherent Amplify-and-Forward Relay Network

Let and
where

(16)

(17)

The CE power optimization problem for the noncoherent AF
relay network can be formulated as

(18)

where .
Note that the above program only requires perfect knowledge
of large-scale fading.

Theorem 1: The program is a linear program
given by

(19)

11Note that this also compensates for the use of approximation in (15).
12Clearly, � depends on the types of relaying scheme. For convenience, we

use the same notation � for both noncoherent and coherent AF relay networks.

where and are given by

(20)

When the problem is feasible, there exists a set of optimal so-
lutions when , and a unique optimal solution
when , such that .

Proof: To show that is an LP, we simply ex-
press the CE SNR constraint and the power constraints in the
form of , where is the th row vector of the ma-
trix and is the th element of the vector defined in
(20). Since the objective function is linear in and the feasible
set is a polyhedron, it follows that we have an LP, as shown in
(19). When the problem is feasible, the polyhedron is non-empty
and the optimal objective value is finite. Furthermore, the poly-
hedron is bounded since it is contained in a hypercube. From
[29, Corollary 2.2], it follows that there is at least one extreme
point in the polyhedron. Therefore, there exists at least one op-
timal solution for program [29, Theorem 2.8].
Note that the uniqueness of the optimal solution depends on the
direction of . Since the objective function is to minimize ,
the optimal solution is to travel as far as possible in the di-
rection. However, when , the set of optimal solutions lies
along the hyperplane as this is the boundary of the
feasible set. On the other hand, when , there is a unique
optimal solution that can be found by moving in the direc-
tion.

Remark 1: To verify the feasibility of , we con-
sider the following simple LP:

(21)

where . It is clear that the program is fea-
sible when , where is the optimal solution to the
LP in (21). Since LP can be solved very easily with simplex
algorithm, we can also use (21) to determine that corre-
sponds to . Such will result in feasible program

.
Theorem 2 (Duality): The dual problem of is

given by

(22)

where is the dual feasible variable. Since strong
duality holds when either the primal or dual problems is feasible,
there exists an optimal such that

(23)

Proof: See Appendix I.
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B. Coherent Amplify-and-Forward Relay Network

Let and
where

(24)

(25)

The CE power optimization problem for the coherent AF relay
network can be formulated as

(26)

where for all and
.13

Theorem 3: The program is a strictly convex
optimization program with a compact feasible set. When the
problem is feasible, there exists a unique optimal solution .
We can equivalently formulate in SOCP form as14

(27)

Proof: Clearly, the objective function is a strictly
convex function since the Hessian matrix of the objective func-
tion is positive definite [31], [32]. To show that the feasible set
is convex, we cast the first constraint in (26) in standard form as
follows:

(28)

which can be rewritten in the form of an SOC constraint as

(29)

Therefore, the feasible set in (26) is convex since it is the in-
tersection of a hypercube and an SOC, which are both convex
sets [31], [32]. As a result, is a strictly convex opti-
mization program. Moreover, the feasible set is bounded since

13Similarly, the above program only requires perfect knowledge of large-scale
fading.

14The SOCP form can be solved efficiently [30].

it is contained in a hypercube. It is also closed since it consists
of the intersection of an SOC and a hypercube, which are both
closed sets [31], [32]. Therefore, it follows that the feasible set
is compact. By the Weierstrass theorem, it follows that there ex-
ists at least one optimal solution for program [31],
[32]. Furthermore, given the strict convexity of , there is a
unique optimal solution .

To cast into an SOCP, we use a slack variable
. The program can be equivalently written as15

(30)

From [30], we can easily express the second constraint in (30)
as

(31)

Substituting (31) into (30), we obtain the program (27) in SOCP
form.

Proposition 1 (Feasibility): A necessary and sufficient con-
dition for to be feasible is given by

(32)

where is the optimal objective value of the following max-
imization problem:

(33)

Furthermore, we can derive a necessary condition given by

(34)

where denotes the smallest eigenvalue of , and
.

Proof: See Appendix II.
Remark 2: Proposition 1 provides us with useful conditions

not only for verifying the feasibility of , but also for
designing system parameters such as , , and . For ex-
ample, we could use the simple condition in (34) to check if

is infeasible. We check the condition in (32) only
when (34) is satisfied. When (32) or (34) fails, we adjust the

15Note that there is no loss of optimality by introducing such a slack variable
[31], [32].
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system parameters to ensure that both (32) and (34) are satis-
fied. This process effectively converts an infeasible program into
a feasible one.

As for the case of the noncoherent AF relay network, we for-
mulate the dual problem of (26) and derive its Karush-Kuhn-
Tucker (KKT) conditions in the following theorem.

Theorem 4 (Duality): The dual problem of is
given by

(35)

with

where , and are the dual feasible vari-
ables. If the primal problem is strictly feasible, strong duality
holds and there exists such that

(36)

Moreover, the optimal primal solution takes the form

(37)

where is the optimal dual solution and
satisfies the condition in (36).

Proof: See Appendix III.

IV. ROBUST RELAY POWER ALLOCATION

To account for CSI uncertainties, we adopt a robust optimiza-
tion methodology [33], [34]. Specifically, this methodology
treats uncertainty by assuming that CSI is a deterministic
variable within a bounded set of possible values. The size of the
uncertainty set corresponds to the amount of uncertainty about
the CSI.16 This methodology ensures that the robust counter-
parts of our optimization problems lead to feasible solutions
and yield good performance in all realizations of CSI within
the uncertainty set. As in [33], [34], we consider an ellipsoidal
uncertainty set for simplicity.17

16The singleton uncertainty set corresponds to the case of perfect CSI.
17Besides resulting in mathematical simplification, the ellipsoidal uncertainty

set is well-motivated by practical CSI error models [35]. The size of the ellip-
soidal uncertainty set can be known a priori from preliminary knowledge of the
imperfect CSI estimation and/or from extensive wireless channel measurement
campaigns.

A. Noncoherent Amplify-and-Forward Relay Network

In the following theorem, we formulate the robust counterpart
of with uncertainties in and .

Theorem 5: Let be an ellipsoidal uncertainty set given by

(38)

where and is the dimen-
sion of . The robust counterpart of with uncer-
tainty set is equivalent to the following SOCP:

(39)

where the feasible set is given by

(40)
and .

Proof: Since only in the first constraint of
is subject to uncertainty, we will focus on

this constraint and build its robust counterpart, which is given
by

(41)

for all that satisfy . By substituting (38) into
(41), we have equivalently

(42)

and the robust constraint in (42) can be expressed as

(43)

By the Cauchy–Schwartz inequality, the minimum value on the
left-hand side of (43) is equal to and hence, we obtain
an SOC constraint, as follows:

(44)

Since the objective function is linear in and the rest of
the constraints in (40) are linear constraints, it follows that

is an SOCP.



706 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 1, NO. 4, DECEMBER 2007

B. Coherent Amplify-and-Forward Relay Network

Similarly, we formulate the robust counterpart of
by incorporating uncertainties in and in the following the-
orem. Since appears only in the first constraint of (26),
we need to simply focus on this constraint and build its robust
counterpart given by

(45)

In the following, we adopt a conservative approach which as-
sumes that affecting (45) is sidewise, i.e., the uncertainty
affecting the right-hand side in (45) is independent of that af-
fecting the left-hand side. Specifically, we have .
We summarize our results in the next theorem.

Theorem 6: Let and be sidewise independent ellip-
soidal uncertainty sets given by

(46)

(47)

where and are the dimensions of and , respectively.
The approximate robust counterpart of with uncer-
tainty sets and can be written in SDP form:

(48)

where and the feasible set
is given by

(49)

where , and

.
Proof: Due to the sidewise independence assumption, is

robust feasible if there exists such that [36], [37]

(50)

(51)

First, we consider (50) by rewriting it as follows:

(52)

We now replace (52) by18

(53)

where and we have substituted defined by

the uncertainty set in (46). Now, by expanding (53) in terms
of a quadratic form of , we have

(54)

where

(55)

We exploit the following lemma to express the quadratic con-
straints in (55) in terms of matrix inequality.

Lemma 1 (S-Procedure [32]): Let
and be two quadratic functions

of , where and are symmetric, and there exists some
satisfying . Then, we have

From Lemma 1, it follows that (54) is satisfied if and only if
there exists such that

(56)

18It follows from the triangle inequality that if (53) is satisfied, then (52) is
always satisfied. Note that with the use of constraint (53), instead of (52), we
have converted RP ( ) into an SDP.
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To convert the above quadratic matrix inequality into a linear
matrix inequality (LMI), we first let for some .
Rearranging (56), we have19

(57)
To linearize (57), we rely on the following lemma:

Lemma 2 (Schur Complement [32]): Let

be a symmetric matrix with . Then, if and only if
the Schur complement of in , i.e.,

.
If , it follows that in (57) is the Schur comple-

ment of in

(58)

and by Lemma 2, since . For
holds if and only if and . Thus, we have the
first LMI in (49). In summary, a pair satisfies (50) if there

exists some and such that the triple
satisfies .

Next, when we turn to (51) and substitute defined by the
uncertainty set in (47) into (51), we have equivalently

(59)

Following similar steps leading to (44), we can express the ro-
bust constraint in (59) as

(60)

Using [30], we can represent (60) in the form of an LMI as

(61)

Therefore, we obtain the second LMI in (49). The other three
LMIs in (49) are easily obtained by representing the SOC con-
straint in terms of LMIs [30, p. 196].

19When � = 0, we have � = 0.

Fig. 1. An example realization of a wireless relay network.

Remark 3: Even if the sidewise independence assumption
does not hold, the robust counterpart obtained in Theorem 6
gives us an approximate robust counterpart [36]–[38]. Without
any sidewise independence assumption, it is unclear whether a
computationally tractable robust counterpart exists [36]–[38].
As a result, the above conservative approach using sidewise in-
dependent uncertainty sets becomes attractive.

V. NUMERICAL RESULTS

To illustrate the performance of our proposed algorithms,
we consider networks with relay nodes deployed randomly
and independently over a 10 m 10 m square. For each
network, the source and destination nodes are positioned on
the opposite sides of the square, i.e., the source node is fixed
at and the destination node is fixed at

. One possible realization of the net-
work with is shown in Fig. 1. For each realization
of the random network topology, we generate and
according to (5) and (6) with . This procedure is repeated
for 20,000 realizations. The noise variances are normalized
such that and . The constraint on the max-
imum transmission power of each individual relay node is set at

. Throughout this section, we use the SeDuMi opti-
mization package [39] to determine the relay power allocations
according to our algorithms described in Sections III and IV.
The uncertainty sets in Theorems 5 and 6 are chosen such that

, , , , and , .
We consider , where corresponds to
perfect knowledge of the global CSI and corresponds to
an uncertainty that is of the same size as the estimated global
CSI, i.e., , , , .
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Fig. 2. Outage probability of the noncoherent AF relay network withK = 64,
P = 30 dB, and � = 8 dB.

Fig. 3. Outage probability of the coherent AF relay network with K = 64,
P = 30 dB, and � = 8 dB.

Figs. 2 and 3 show the outage probabilities (the SNR constraint
in (13) is not satisfied) as a function of for noncoherent and
coherent relay networks, respectively.20 The power allocations
used in these plots were obtained by solving and

using our proposed algorithms.21 It can be seen that
the outage probabilities of the noncoherent and coherent AF
relay networks decrease as the factor increases. This decrease
shows that the CE formulation, which enables implementation
of practical algorithms that track only large-scale fading, can
effectively account for the random fluctuations in the actual in-
stantaneous SNR as well as compensate for the use of approxi-
mation in (15). Comparing Figs. 2 and 3, we see that the CE ap-
proach is less effective in noncoherent AF relay networks, even

20The chosen value of � in these plots is typical for macrocellular appli-
cations [20].

21Recall from Section II-B that the SNR constraint in (13) may not be satisfied
even when P ( ) and P ( ) are feasible.

Fig. 4. CE outage probability of the proposed power allocation algorithm for
the noncoherent AF relay network as a function of  with K = 64 and
� = 8 dB.

Fig. 5. CE outage probability of the proposed power allocation algorithm for
the coherent AF relay network as a function of  with K = 64 and � =
8 dB.

with larger values, owing to the absence of phase alignment
at the relay nodes.22

There may be some situations where and
are infeasible. We denote the probabilities of such

events as CE outage probabilities, i.e., probabilities that the
CE SNR constraints in (18) and (26) are not satisfied. The CE
outage probabilities as a function of are plotted for various
values of in Figs. 4 and 5 for noncoherent and coherent AF
relay networks, respectively. We see from these figures that,
for a fixed CE SNR target value, an increase in source power is
required to maintain a lower outage probability. This increase
in required source power is more drastic in noncoherent AF
relay networks compared to coherent AF relay networks.

22In such cases, time diversity techniques can be used [28].
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Fig. 6. Ccdf of �P of the noncoherent AF relay network for different K and
 with P = 30 dB and � = 8 dB. The solid and dashed lines indicate
K = 8 and 64, respectively.

Fig. 7. Ccdf of�P of the coherent AF relay network for differentK and 
withP = 30dB and � = 8dB. The solid and dashed lines indicateK = 8

and 64, respectively.

We next compare our power allocation algorithms in terms of
power-efficiency , where is
defined as the ratio of the total relay transmission power based
on the naive scheme and that based on our algorithm.23 Figs. 6
and 7 show the complementary cumulative distribution func-
tion (ccdf) of for noncoherent and coherent AF relay net-
works with different numbers of relay nodes and CE SNR target
values.24 We see that our proposed algorithms offer significant
power savings in both networks. These figures indicate that
increases when the number of relay nodes increases. This is be-
cause our power allocation algorithms exploit the channel varia-

23Recall that the naive scheme is referred to one that employs maximum trans-
mission power at each relay node.

24The ccdf of a r.v.X gives the probability thatX is above a particular level.

Fig. 8. Ccdf of �P of the noncoherent AF relay network for different K and
� with P = 30 dB and  = 6 dB. The solid and dashed lines indicate
K = 8 and 64, respectively.

Fig. 9. Ccdf of �P of the coherent AF relay network for differentK and �
withP = 30dB and  = 6dB. The solid and dashed lines indicateK = 8

and 64, respectively.

tions in the spatial domain. When decreases, the efficiency
increases, since less relay power expenditure is required to sat-
isfy the CE SNR constraint. Comparing Figs. 6 and 7, we see
that the increase in power-efficiency is more significant, due to
a higher cooperative gain, in coherent AF relay networks com-
pared to noncoherent AF relay networks, as observed in [24].

Figs. 8 and 9 show the ccdf of for noncoherent and co-
herent AF relay networks with different numbers of relay nodes
and . These figures indicate that increases when in-
creases, implying that our proposed power allocation algorithms
are more efficient for channels with large fluctuations. This in-
crease in is more significant for large networks for the same
reason noted in previous paragraph.
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Fig. 10. Effect of relay transmission power on cdf of the number of relay nodes
for the noncoherent AF relay network with K = 64, P = 30 dB, � =

8 dB, and  = 6 dB.

Fig. 11. Effect of relay transmission power on cdf of the number of relay nodes
for the coherent AF relay network with K = 64, P = 30 dB, � = 8 dB,
and  = 6 dB.

Figs. 10 and 11 show the cumulative distribution function
(cdf) of the minimum number of relay nodes that are neces-
sary to achieve a certain percentage of the total relay transmis-
sion power in noncoherent and coherent AF relay networks, re-
spectively. We observe that most of the total relay transmission
power tends to be distributed among a smaller subset of relay
nodes in the noncoherent case, compared to the coherent case.
This suggests that relay selection is beneficial in noncoherent
AF relay networks as observed in [7].

Lastly, we compare the robust algorithms in terms of the CE
outage probabilities. Figs. 12 and 13 show the CE outage prob-
ability as a function of the size of the uncertainty set for non-
coherent and coherent AF relay networks, respectively. We ob-
serve from these figures that adopting non-robust algorithms,

Fig. 12. CE outage probability of robust power allocation algorithms for the
noncoherent AF relay network with K = 64, P = 30 dB, � = 8 dB, and
 = 6 dB.

Fig. 13. CE outage probability of robust power allocation algorithms for the
coherent AF relay network with K = 64, P = 30 dB, � = 8 dB, and
 = 6 dB.

i.e., simply ignoring uncertainties in the global CSI, results in a
high penalty in terms of outage probability. On the other hand,
we clearly see that robust algorithms provide lower outage prob-
abilities compared to non-robust algorithms.

VI. CONCLUSION

In this paper, we formulated the AF relay power allocation
problem as the total relay transmission power minimization
problem subject to a QoS constraint. Under the CE output SNR
constraint, we proposed practical algorithms that track only
large-scale fading. Under perfect knowledge of the large-scale
fading, we showed that the optimization problems for the
noncoherent and coherent AF relay networks can be cast as an
LP and an SOCP, respectively. The conditions for verifying the
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feasibility of these problems and the optimality of the solutions
are also derived. Furthermore, we extended these optimization
problems to take into account uncertainties in the knowledge of
large-scale fading. For ellipsoidal uncertainty sets, we showed
that the robust counterparts of our optimization problems
for the noncoherent and coherent AF relay networks can be
formulated as an SOCP and an SDP, respectively. Numerical
results showed that the proposed algorithms provide significant
power savings over the naive scheme that employs maximum
transmission power at each relay node. In addition, our robust
algorithms provide effective and feasible solutions, yielding
good performance in the presence of uncertainties associated
with the global CSI. In summary, this work highlights the im-
portance of practical and robust algorithms in realistic wireless
networks.

APPENDIX I
PROOF OF THEOREM 2

First, we set up the Lagrangian function
associated with the primal problem (19) as

(62)

where is the Lagrange multipliers corresponding to the linear
constraints in (19). The dual problem is given
by

(63)

For LP, strong duality holds when either one of the primal or
dual problems is feasible [29], [32]. Thus, are op-
timal if and only if they satisfy the following three conditions.

Feasibility condition of the primal problem:

Feasibility conditions of the dual problem:

Zero duality gap condition:

APPENDIX II
PROOF OF PROPOSITION 1

The necessary and sufficient condition for to be
feasible can be immediately obtained by maximizing the right-

hand side of the CE SNR constraint in (26) with respect to all
possible . This maximization can be formulated as an optimiza-
tion problem in (33), which is shown to be quasiconvex [24]
with a non-empty feasible set since . To derive (34), we
first note that

(64)

since the right-hand side of (64) is strictly greater than the right-
hand side of (32). The right-hand side of (64) can be further
bounded by

(65)

where we have applied the Cauchy–Schwartz inequality to the
vectors and . From (65), we apply the Rayleigh-Ritz theorem
to obtain the desired result [40, p. 176].

APPENDIX III
PROOF OF THEOREM 4

First, we set up the Lagrangian function
associated with the primal problem (26) as

(66)
where , , and are the Lagrange multipliers corresponding
to the CE SNR constraint and power constraints in (26), respec-
tively. The dual problem is given by

(67)

where the dual feasible variables are , , and
. Under some constraint qualifications, strong duality

holds.25 In this case, the KKT optimality conditions are both
necessary and sufficient, and the optimal solutions of the primal
and dual problems, and

, must satisfy the following three conditions.
Feasibility conditions:

Complementary slackness conditions:

25One simple version of the constraint qualifications is Slater’s condition [32].



712 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 1, NO. 4, DECEMBER 2007

Stationarity condition:

Using (66), we can evaluate the stationarity condition to obtain

(68)

where (68) has a unique since the matrix is
positive definite. Furthermore, using the complementary slack-
ness condition, we have since must satisfy the
CE SNR constraint with equality when the primal problem is
feasible [41]. Combining the above results, we obtain

(69)

where we have used the fact that the eigenvalues of a positive
definite matrix are strictly positive and

.
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