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Wireless communication has been growing significantly in recent years with the development of communications 
systems, network architecture and sensors. Wireless systems will play important role in future internet and information 
systems. . Intense research in wireless systems includes developments in many application areas such as medical, 
agriculture, and military. This special issue on advances in wireless systems presents research trends and recent 
developments in the areas of multi-antenna sensing system, radio power optimization, reliable routing protocols, digital 
filter design, and mobile ad hoc networks. 

The special issue invited papers from around the world which prompted a significant number of submissions. In 
addition, a selected number of authors were invited from the IEEE International Conference on Computer and 
Information Technology held on December 23-25, 2010 in Dhaka, Bangladesh. We received a total of thirteen 
submissions which went through rigorous review process by the experts in the field. Seven papers are finally selected 
for publication to appear in the special issue of the journal. The authors represent academic and/or research institutions 
from Bangladesh, China, India, Thailand, and United Kingdom. 

The first paper deals with the primary user detection in cognitive radio systems. Alghamdi and Ahmed developed an 
optimum linear combiner multi-antenna based spectrum sensing technique using the multitaper spectrum estimation 
method. They showed through analyses and simulation that the proposed optimal technique requires a signal-to-noise 
ratio (SNR) of the order of -12 dB to achieve a probability of detection of 99.99% at a false alarm rate of 1% with 
additive white Gaussian noise. 

Han, Wang, Liu and Zhu investigate the power allocation in coordinated multi-point transmission system with remote 
radio units power constraints. They developed a modified water-filling power allocation technique in order to obtain the 
optimum downlink sum capacity with a minimum complexity. Simulation results made it obvious that the proposed 
method can achieve the near-optimal sum data rate utilizing relatively more transmit power. 

An efficient cluster head selection method is proposed in the third paper, which is based on sensor nodes’ energy per 
unit cost. Debroy, Sadi, and Imran showed through experimentation that adoption of certain selection criterion in the 
proposed method can increase the system lifetime and maximize data communication significantly as compared to 
similar approaches in the literature. 

The fourth paper presents a methodology to improve the performance of orthogonal frequency division multiple 
access system by employing adaptive resource allocation based on channel state information (CSI). Sivridis, Wang, and 
Choi minimize the effect of errors from imperfect CSI in fast fading environment and hence optimize the overhead load 
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and uplink resources used for feedback purpose. Effectiveness of the proposed scheme is demonstrated through 
simulation in providing a higher overall fairness and system throughput. 

Channa and Ahmed propose an efficient routing scheme for post-disaster ad hoc communication networks based on 
the shortest possible routes with all reliable nodes. The technique detects packet forwarding misbehavior caused by 
network fault or congestion in an active route and reroutes packets through other reliable route. Theoretical analyses 
and simulation results verify the significant performance improvement in terms of packet delivery ratio and delay in the 
presence of network fault with a reasonable increase in routing overhead. 

The impact of weighting factor and crossover probability on the design of low pass finite-duration impulse response 
digital filter as well as on the convergence behavior of the differential evolution (DE) technique is investigated by 
Chattopadhyay, Sanyal and Chandra in the fifth paper. The DE-optimized filter is then incorporated in a quadrature 
phase shift keying (QPSK) modulated system for pulse shaping purpose. Performance of the QPSK system is quantified 
in terms of bit error rate in order to obtain the optimized control parameters for the filter design. 

The final paper proposes an adaptive receiver power routing protocol for mobile ad hoc wireless network. Bello, 
Bakalis, Rapajic, Anang and Eneh investigate the impact of environment and signal path loss on the quality of service 
and throughput performance. Analytical and simulation results show that the proposed protocol increases the throughput 
by 62% as compared to conventional dynamic source routing protocol. The average received power for individual nodes 
is claimed to 1×1010 watt compared to 5×102 watt in conventional model. 

The guest editors would like to express their sincere gratitude to the reviewers, who have finished their reviews in the 
shortest possible time and dedicated their precious time to ensure the quality of this special issue. Finally, the guest 
editors would extend their sincere appreciation to the Associate Editor-in-Chief, Dr. Haohong Wang for providing them 
with this opportunity and facilitating preparation of an excellent journal special issue. 
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Abstract—In this paper, we consider the primary user 

detection problem in cognitive radio systems by using multi 

antenna at the cognitive radio receiver. An optimal linear 

combiner multi antenna based spectrum sensing technique 

is proposed using the multitaper spectrum estimation 

method. A suboptimal square law combiner multi antenna 

based technique, using the multitaper method, is also 

proposed. The decision statistics’ probability density 

functions of the proposed techniques are derived 

theoretically. Probabilities of detection and false alarm 

formulae are presented using the Neyman Pearson criterion. 

Both proposed techniques are derived when energy detector 

is used. Based on our results, we found that the general 

likelihood ratio detector1 (GLRD1) and the blind GLRD 

that are proposed in the literature, require signal to noise 

ratios SNRs=7.5 and 9.6 dB, respectively to achieve a 

probability of detection of 99.99% at false alarm 1% with 

additive white Gaussian noise (AWGN) using 4 antennas 

and 16 samples for sensing. In our proposed optimal and 

suboptimal techniques, the required SNRs are found as  12 

and  7.5 dB, respectively to achieve the same probabilities 

in the same conditions. Of course, this result gives an 

indication that even GLRD multi antenna based spectrum 

sensing techniques are blind in their philosophy, but that 

comes at the expense of their performance. Simulation 

results that confirm the theoretical work are also presented. 

An AWGN and Rayleigh flat fading environments are 

examined in the results. Finally, a new concept of 

cooperative spectrum sensing, the master node, is 

introduced. 

 

Index Terms—cognitive radio, spectrum sensing, multitaper 

spectrum estimation method, multi antenna spectrum 

sensing, cooperative spectrum sensing 

I. INTRODUCTION 

Cognitive radio(CR) [1] is a new technology in the 

wireless communications world that has changed the 

policy of the spectrum assignment from static to a more 

flexible paradigm. In a CR network, a spectrum subband 

that is already licensed to a primary user (PR), can be 

used opportunistically at a specific time and location by 

an unlicensed user (i.e., secondary user), which is the CR. 

This new concept of spectrum access can satisfy the ever 

increasing demand for spectrum resources, and reduce the 

underutilized spectrum. Additionally, it can provide 

communications anywhere at any time [2]. An IEEE 

802.22 wireless regional area network (WRAN) is the 

first CR standard, which operates on the spectrum that is 

allocated to TV services [3, 4]. 

In order to use the vacant subband, CR must sense its 

surrounding radio frequency (RF) environment before 

using it. Using an accurate spectrum sensing techniques 

allows CR to opportunistically exploit that unused 

spectrum, and protect the PR user from interference. 

Thus, spectrum sensing is a key functional factor in CR 

systems.  

Matched filtering is classified as a high performance 

spectrum sensing technique. However, it requires a full 

knowledge of every PR’s transmitted signal [5, 6]. A 

cyclostationary detector has a good performance, but 

requires knowledge of the PR’s cyclic frequencies and 

requires long time to complete sensing [5-8]. On the other 

hand, an energy detector (ED), which is called a 

periodogram or radiometer, is simple, but has a poor 

performance at a low signal to noise ratio (SNR). The 

reason behind this, is that ED uses single rectangular 

tapering, which causes spectral leakage and large 

variance [9]. 

 The multitaper spectrum estimation method (MTM) 

[10] produces single spectrum estimate with minimum 

spectral leakage and variance using an orthonormal 

family of tapers, the Discrete Prolate Slepian Sequences 

(DPSS) [11]. Haykin, on the other hand, suggests that 

MTM is an efficient spectrum sensing technique in CR 

systems [2]. MTM is an approximation of the optimal 

spectrum estimate, the maximum-likelihood method but 

at reduced computation [12, 13]. Haykin in [14], 

presented MTM’s spectrum sensing tutorial and 

experiment results. The MTM parameters, half time 

bandwidth product NW, and the number of tapers K used 

in MTM, are recommended as ranges in his work. In our 

previous work, the MTM’s parameters have been 

optimized as in [15]. The optimal NW is found as 4 and 

K=5 tapers is the optimal number of tapers. Optimal 

MTM parameters give the highest performance, and 

minimize the complexity when using MTM. The 

probabilities of detection and false alarm formulae of 

multitaper based spectrum sensing in additive white 

_________________________________________________________ 

Manuscript received January 25, 2011; revised May 1, 2011; accepted 
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Gaussian noise (AWGN) have been derived using the 

Neyman-Pearson criterion as in our work in [16]. 

Multi antenna in wireless communications allow for an 

increased data rate, and improve the spatial diversity [17]. 

Thus, a CR user can use it for both communications and 

spectrum sensing. Multi antenna spectrum sensing 

techniques and issues in CR systems have been 

investigated in [18-25]. 

Two main ED-based multi antenna spectrum sensing 

techniques, the linear coherent combining, and the 

selection processing are considered in [18]. In [19], each 

antenna is connected to an ED, where the PR’s signal is 

present when more than one antenna decides so. In [20, 

21], using the ED-based square law combining (SLC) 

technique in orthogonal frequency division multiplexing 

(OFDM)–multi input multi output (MIMO) based CR, 

resulted in significant improvements to the performance 

compared with using a single antenna. Generally, these 

works depend on ED, which has a poor performance in 

low SNR, and that is not practical in CR applications. 

In [22], general likelihood ratio detectors (GLRDs) 

using multi antenna are derived with different 

assumptions. GLRD1 is derived assuming that only the 

channel gain is unknown, and is estimated using 

maximum likelihood (ML) estimation. Blind GLRD is 

derived when, signal variance, noise variance, and 

channel gain are all unknown to the CR, and it requires 

estimating these parameters as well. GLRD is derived in 

[23], assuming that the PR user had three different signal 

sources. Deriving asymptotic performance of GLRDs at 

different assumptions can be found in [24]. We can say 

that even GLRDs, in some cases, do not need prior 

information about the PR’s signal, the channel, and the 

noise, they depend on estimating, which degrades the 

performance significantly and requires high SNR to 

work. In [25], we proposed local-MTM-singular value 

decomposition (Local-MTM-SVD) multi antenna based 

spectrum sensing technique as an efficient technique. Our 

results show a significant improvement in the 

performance compared to using single antenna. 

In this paper, we consider CR spectrum sensing using 

multi antenna to detect an inverse fast Fourier 

transform/fast Fourier transform (IFFT/FFT) PR’s 

transmitted signal (e.g., OFDM). Our CR user is assumed 

to be an IFFT/FFT based signal processing (e.g., OFDM). 

This will allow for the practical use of MTM in spectrum 

sensing. We propose the use of linear combiner-MTM 

based (MTM-LC) spectrum sensing, which is optimal 

when the channel coefficients can be known by CR, and 

that is possible when the PR’s signaling is known. Blind 

channel equalization methods can, also, be used in such 

cases. The linear combining here increases the SNR, and 

using MTM minimizes the spectral leakage, and 

improves the variance of the estimate. A suboptimal multi 

antenna spectrum sensing technique has been proposed, 

square low combining-MTM based (MTM-SLC). In 

MTM-SLC, the MTM is performed through each antenna 

separately, and then the final spectrum estimate can be 

averaged over all the antennas’ estimates. MTM-SLC, 

improves the performance at low SNR, and does not 

require coherent detection. Our proposed techniques have 

been derived theoretically and compared to simulation. 

The same techniques have been derived as well for ED 

and comparison between different techniques is presented 

in the results. Decision statistics’ probability density 

functions (PDFs) of the proposed techniques have been 

defined for different hypothesis at different cases for both 

MTM, and ED. Additionally, we introduce a new 

cooperation concept, the master node (MN) cooperation. 

In MN, a single CR node can be supported by advanced 

hardware components, and advanced signal processing. 

This improves the detection’s probability, minimizes the 

overall CR network complexity, minimizes the over head 

that is required when all CR’s nodes share sensing, and 

accelerates the decision process. 

The rest of the paper is organized as follows: Section II 

defines the model for the system under consideration, and 

reviews MTM and ED spectrum sensing techniques. 

Section III presents the theoretical aspect of the proposed 

multi antenna MTM-based detectors, and the same 

detectors when using ED in an AWGN environment. 

Section IV presents the works in a multipath fading 

environment. Section V defines the MN-Cooperation 

concept and compares it to the existing classical 

cooperation algorithms. Section VI presents the results 

and Section VII concludes the paper. 

II. SYSTEM MODEL 

In our system model, we consider the OFDM signaling 

scheme for the PR user. The PR transmitter with N 

subcarriers (N-IFFT/FFT) transmits OFDM-quadrature 

phase shift keying (OFDM-QPSK) signal with energy    

over each subcarrier, and symbol duration   . The CR 

transceiver is supported by the (N-IFFT/FFT) processor 

as well, so as to perform both tasks of communications 

and sensing. The number of antennas, M is added to the 

CR for both spectrum sensing and communications. Fig. 

1 shows a representative diagram of multi antenna based 

spectrum sensing in CR systems. 

In the global cooperation scenario, the number of CRs 

G cooperate their spectrum sensing decisions using 

binary digits to a main CR base station (CR-BS), which 

performs the “OR” rule cooperation and declares the final 

decision to the CR’s nodes. 

The received PR signal, at the CR receiver, is sampled to 

generate a finite discrete time samples series {       

                 } , where   denotes the 

antenna number, and t is the time index. The discrete time 

samples are dot multiplied with different 

tapers              (tapers are DPSS). The associated 

eigenvalue of the    taper is        . The product is 

applied to a Fourier transform to compute the energy 

concentrated in the bandwidth        centered at 

frequency  . The half time bandwidth product is NW. The 

total number of generated tapers is 2NW. 

In order to evaluate the performance of the proposed 

techniques, we review two different types of probabilities 

at each frequency bin   , the probability of detection 

        and the probability of false alarm       . 

JOURNAL OF COMMUNICATIONS, VOL. 6, NO. 7, OCTOBER 2011 513

© 2011 ACADEMY PUBLISHER



 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

Figure 1. Multi antenna based spectrum sensing in CR systems. 

 

 

      , is the probability that the CR node (sensor) 

correctly decides the presence of the PR’s signal, 

and         is the probability that the CR node (sensor) 

decides the PR’s signal is present when it is absent. 

The binary hypothesis test for CR spectrum sensing at 

the     time, and using the     antenna branch is given 

by: 

                                                             

                                                            (1) 

where  =0,1,…,L-1 is OFDM block’s index, and        , 

         , and       denote the CR received, noise at the 

branch m, and PR’s transmitted samples. The transmitted 

PR signal is distorted by the zero mean 

AWGN,                 
   at the output from the 

different antenna branches, which are independent and 

with identical variance   
 . Note that at each frequency 

bin of CR FFT,    indicates no PR signal present, while 

   means there is a PR signal present. 

The time instant   comes from the samples over 

different OFDM blocks, and the time instant t comes 

from the samples from the same OFDM block (i.e., 

IFFT/FFT samples). Thus, the spectrum sensing time in 

seconds is           , where    represents symbol 

duration, L represents the number of OFDM blocks that 

were used in sensing, and N is the number of samples per 

OFDM block (i.e., FFT size). 

For K orthonormal tapers used in the MTM, there will 

be K different eigenspectrums produced from each 

antenna defined as: 

                 ∑                                
       (2) 

where,      
 

 
 
 

 
     

   

 
 are the normalized frequency 

bins. The power spectrum estimate given by Thomson 

theoretical work is defined as [10]: 

                        
        

∑        |    (  )|
    

   

∑           
   

                     (3) 

On the other hand, the energy detector, when the 

samples are taken at uniform time spacing, gives the 

power spectrum density estimation as [9]: 

                         
      |∑                   

   |
 
              (4) 

The decision statistic over   using MTM is defined for 

the    antenna as follows: 

      
      

        ∑
∑        |∑                              

   |
 

   
   

∑           
   

               
     (5) 

Using the energy detector, the decision statistic over   

is defined for the     antenna as follows: 

              
      ∑ |∑                   

   |   
   

 
     (6) 

For single antenna MTM-based spectrum sensing, and 

according to the central limit theorem, if the number of 

samples L, is large, the decision statistic,       
      is 

asymptotically normally distributed with mean (E) [16]: 

              
       {

    
                         

        
             

        (7) 

and variance (VAR) 

 

 

 

 

where   , is defined as follows: 

 

 

 

 

 
 

 

 

 

 

 

and     
 

∑           
   

  
 

∑           
   

 

 

On the other hand for the energy detector, and at the 

same assumption, the decision statistic,       
      has 

the mean [26]: 

              
       {

   
                         

       
             

                (9) 

and variance  

             (     
     )  {

    
                           

    
    

           

     (10) 

For a normally distributed decision statistic,        , 

the probabilities of detection,        , and false 

alarm,        are defined as follow: 

                           

                                      
               

√               
                  (11) 

                                

    (      
     )  {

        
                             

         
    

             

 

 

   
 ∑   

      

   

   

                

                  
                  
                                
                      
                                                       

(8) 

 

 

PR’s RX 

 

PR’s TX 

 

CR 

…

. 
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√               
                  (12) 

The probability of miss detection         can be defined 

as: 

                                 <       

                                          
               

√               
           (13) 

The term      is the complementary cumulative 

distribution function,       =
 

√  
∫   

 

 

 

  
 

 
, and   

represents the chosen threshold. Note that   can be 

controlled based on    
 . The signal to noise ratio is 

defined as     
  

  
  for each antenna branch when they 

are identical. 

The different probabilities in (11), (12), and (13) can 

be calculated based on the means (Es), and the variances 

(VARs) for the different techniques at the different 

hypotheses as in (7) to (10). Thus, the different 

probabilities of MTM using single antenna can be 

redefined as follow [16]: 

               
           

          
  

√        
    

      

                    (14)            

                
           

      
 

√        
 
                               (15) 

      
             

          
  

√        
    

      

                (16) 

The number of samples required by MTM using single 

antenna (    ) can be written as [16]: 

                               (
         

   
)

 

                          (17) 

where  

     √       
    (  

        ) 

and 

     √       
    

       
  (  

        ) 

Substituting (9) and (10) in (11), (12), and (13), gives 

the different probabilities for the ED case. 

III. PROPOSED MULTI ANTENNA BASED SPECTRUM 

SENSING TECHNIQUES 

In this section of the paper, we present the theoretical 

and analytical works of the proposed two spectrum 

sensing techniques. The first proposed technique is the 

square law combining-MTM based (MTM-SLC) 

technique, which can be developed by using number of 

the antennas, M at the CR receiver for spectrum sensing 

based on MTM. The decision statistic is performed via 

each antenna branch separately using MTM over L 

samples, and then the overall decision statistic is 

calculated by summing the outputs decision statistics 

from the different antenna branches as square law 

combining. MTM-SLC is compared theoretically and 

analytically to the energy detector-square law combining 

(ED-SLC) as can be seen below. 

The decision statistics in (5) and (6) can be redefined 

for square law combining using M antennas for both 

techniques MTM, and ED respectively as follow: 

                        

∑ ∑
∑        |∑                              

   |
 

   
   

∑           
   

     
   
   

 
     (18) 

and 

                                 

                    ∑ ∑ |∑                   
   |   

   

  
         (19) 

From (18) and (19) the decision statistic using square 

law combining is a sum of identical and independent 

normally distributed M antennas decision statistics. Thus, 

the mean of the                using M antennas can 

be defined as follows: 

                   {
     

                         

         
             

 (20) 

and the variance can be defined as follows: 

   (              )  

                                        {
         

                          

         
    

         

  (21) 

In the ED case, the mean of the decision statistic, 

              using square law combining through M 

antennas can be defined as follows: 

                      {
    

                         

        
             

    (22) 

and the variance is defined as follows: 

                   {
     

                           

     
    

           

    (23) 

The different probabilities can be redefined for the 

square law combining technique using M antennas for 

both MTM, and ED cases by substituting the means and 

variances defined in (20), (21), (22), and (23) in (11), 

(12), and (13). The threshold,   in this case, is controlled 

by the term     
 . 

The second proposed technique is the MTM based-

Linear combiner (MTM-LC) of the received samples 

from different M antennas at the CR receiver. The 

received data samples at the CR receiver are summed 

from the different M antenna branches in the time domain 

to be as follows: 

                                    ∑         
                        (24) 

Then the eigenspectrums of the resulted new received 

samples,      , can be written as follows: 

                       ∑   
              

          
     (25) 

The MTM-LC decision statistic over L samples can be 

defined as follows: 
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           ∑
∑        |∑                  

          
   |

 
   
   

∑           
   

  
   
          (26) 

In order to derive the different probabilities 

expressions of              , we need to derive the 

mean (E), and the variance (VAR) for the different 

hypotheses. We follow our theoretical derivation of the 

MTM-single based as in [16]. The linear combiner binary 

hypothesis can be defined as follows: 

                                        

 

The main different in     between MTM, and MTM-

LC is the effect of the combined noise signals from 

different antenna. Thus, the mean for K correlated 

Gaussian samples of the decision statistic in (26), 

                     can be defined as follows: 

                    

   ∑ ∑        

   

   

  ∑ ∑              

   

    

   

   

   

   

 

                        (    )                                  (28)               

It can be shown that (28) can be simplified as: 

                     
             ∑ ∑               (    )           

   
   
    

                                                 (29)                         

From the definition of the DPSS, we have [11]: 
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          (    )      {

      

               (30) 

In the remaining parts of the paper, the terms        , 

and       will be written as      , and      respectively 

for simplification.  

The orthonormality of the sequences can be used to 

simplify (29), over L (L here is for MTM-LC technique, 

which is different from that for MTM-SLC) sensed 

samples, when     as follows: 
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since                , for                   , 

then  (31) can be rewritten as follows: 
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Finally,           , and    (     )    
 , then 

(32) can be written as follows: 
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The variance of K correlated Gaussian samples in 

(26),                        over L sensed samples 

when     , can be defined as follows: 
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where   is defined as follows: 
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Then, (35) can be simplified as follows: 
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where    (  
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                          Finally, (37) can be 

written as follows: 
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When the PR’s signal is present, the 
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                     over L sensed samples when 

    , can be defined as follows: 
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where                ,           , and 

    
                                   

   
then (38) can be simplified as follows: 
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The variance,                        can be 

defined as follows: 
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Finally, the different MTM-LC hypotheses’ mean, and 

variance can be summarized as follow: 
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The same derivation steps can be followed for 

            , then the different hypotheses’ mean, and 

variance can be written as follow:   

                      {
    

                            

         
            

     

   (            )  {
      

                            

       
    

          

 (45) 

The different probabilities,   
       ,   

       , and 

   
       shown in (11), (12), and (13) can be calculated 

based on the means (Es), and the variances (VARs) for the 

MTM-LC at the different hypotheses as in (42) and (43). 

The same procedures can be done for the ED-LC 

technique. The threshold,  , in this case, is controlled by 

the term     
 .  

The MTM’s mean is K times ED’s mean for both 

hypotheses, and the difference in the variance is defined 

as the variance factor (VF), which can be written as 

follows: 

                                                               (46)                            

The number of samples,         (i.e., OFDM blocks) 

needed to achieve predefined probabilities of detection, 

  
       , and false alarm,   

        in the MTM-SLC 

technique can be written using the resulted MTM-SLC 

probabilities of detection and false alarm formulae as 

follows: 
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where 
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The derivation of          is detailed in the Appendix. 

The MTM-LC’s samples,        , can be defined as 

follows: 
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where 
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    (  

           ) 

and 

       

 √       
    

        
  (  

           ) 

This can be written in (dB) as follows: 

               

(44) 
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Substituting VF=1, and K=1 in (47), and (48) produces 

the number of samples,   for ED-SLC, and ED-LC 

respectively. 

IV. MULTI PATH FADING ENVIORNMENT 

The channel model that is assumed in this paper is 

similar to that in [27], where an AWGN is added to the 

PR’s signal at the CR’s receiver. In the multipath fading 

environment, (1) can be rewritten as follows: 
                                                         

                    ∑                       
       (49) 

where the discrete channel impulse response between the 

PR’s transmitter and CR’s     branch is represented 

by     ,           , and P is the total number of 

resolvable paths. The discrete frequency response of the 

channel through the     branch is obtained by taking the 

N point FFT, with     as follows [28]: 

                               ∑                
                (50) 

In such an environment, using MTM-SLC and ED-

SLC does not need co-phasing to cancel the effect of the 

channel of each antenna branch. Since the decision 

statistic will be performed via each CR’s antenna branch 

independently, the MTM-SLC’s decision statistic can be 

approximated to Gaussian, and then (20) and (21) can be 

rewritten as: 

 (              )  
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      ∑ |      |
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     (              )   
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          (52) 

In practice, |      |
  can be estimated a priori during 

the time that PR’s transmitter occupies a specific band 

with specific power [28]. In this paper, we assume that 

the channel gain between the PR’s transmitter and the 

CR’s receiver is constant during the spectrum sensing 

duration, and this is useful for application like in 

IEEE802.22. When applying MTM-LC and ED-LC, the 

CR wants to coherently add up the signals from different 

branches by co-phasing, which requires knowing the 

channel coefficients a priori via training sequences or 

pilot signals. Blind channel equalization techniques [29] 

are very useful in such cases.  

V. MASTER- NODE COOPERATION 

In order to resolve the multipath fading effect, 

shadowing, and noise uncertainty on the CR’s spectrum 

sensing, different cooperative spectrum sensing 

techniques have been proposed in literature. Fig. 2 shows 

the cooperative spectrum sensing scenario in a centralized 

CR networks. Basically, these techniques are classified 

into soft and hard cooperation techniques. In the soft  

 

 

 

 

 

 

 

 

 
 

Figure 2. Classical cooperative spectrum sensing scenario in a 
centralized CR network. 

 

technique, a number of CR users sense the PR’s signal 

and then resend the real measurements to the main CR-

BS that applies a specific fusion rule, and then declares 

the final decision. In hard cooperation, each CR’s user 

decides about the PR’s signal locally and independently 

from the other CRs, then a binary digit represents the 

state of the PR’s signal in a specific band is sent to the 

CR-BS that applies a binary fusion rule to declare the 

final decision to the CR network. 

An optimal linear soft cooperation algorithm has been 

proposed in [26], where the performance is optimized by 

linearly combining the individual CRs’ local test statistics 

at the CR-BS. In [30], the authors propose an optimal soft 

cooperation algorithm based on the deflection coefficient 

maximization criterion. The cooperative spectrum 

sensing performance using likelihood ratio test (LRT)-

soft combination has been evaluated in [31]. It is found 

that the LRT-soft cooperation outperforms AND-hard 

cooperation in term of performance. 

An OR-hard cooperation algorithm has been proposed 

in [32], where the CR-BS declares that the PR’s signal is 

present in the band under sensing when at least one CR 

user decides the signal is present. 

The joint probability of detection,   , and the joint 

probability of false alarm,   , of the OR rule combining 

at the CR-BS using G CR nodes (sensors) with identical 

probabilities of detection and false alarm are given by: 

                              ∏        
 
                     (53) 

                              ∏        
 
                     (54) 

where     ,      represent the probabilities of detection 

and false alarm achieved by the     CR node (sensor). 

The multitaper singular value decomposition spectrum 

sensing technique (MTM-SVD) [2, 14], can be classified 

as soft cooperation with multi measurements from 

different tapers [7]. Our work in [25], ends the need for 

huge overhead feedback to the CR-BS in MTM-SVD by 

proposing the efficient multi antenna based spectrum 

sensing technique, the Local-MTM-SVD. 

The work in [33] shows that, including the decision 

from CR user with a low SNR in the cooperation at the 

CR-BS degrades the probability of detection. Thus, the 

authors propose a fusion rule at the CR-BS that uses only 

the reliable decisions, which come from the CR users 

with a high SNR. The main drawbacks here are the 

requirements for SNR estimation, and in addition to 

sending decisions from different CR users to the CR-BS, 
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each CR has to send its own estimated SNR to the CR-

BS. Different hard cooperation optimization algorithms 

have been proposed in [34-38]. The common objectives 

of these works are minimizing the number of binary bits 

sent to the CR-BS that would require wideband control 

channel, or by choosing the CRs with the reliable 

decisions to cooperate at the main station, while at the 

same time, keeping the probability of opportunity high. 

Generally, implementing spectrum sensing at each CR 

in the cooperative CR network, decoding or amplifying 

the sensed signals and then sending the results to a main 

CR-BS, have the following main challenges: 

1) The need for sensing units at each CR that will 

increase the hardware cost, the system complexity, 

the sensing delay and power consumption. 

2) The need for sending the sensed information or 

decisions to a main CR-BS, which requires more 

signal processing at both sides, the CR’s terminals 

and CR-BS. 

3) The need for control channels and huge overhead 

feedback to send the sensed information from all 

CRs to the CR-BS. Additionally, algorithms for 

information sharing and coordination are required in 

such cases [39]. 

4) Additional information such as the SNRs at different 

CRs has to be sent to the main CR-BS in optimized 

cooperative sensing. 

5) The availability of some CRs in the network with 

reliable decisions is not guaranteed at all time. Thus, 

cooperating the sensed information produces more 

errors. 

In order to face such challenges, the CR system needs 

to minimize the spectrum sensing processing in the CR 

network and insure that the performance is kept high. 

Supporting the CR network with an ideal CR node can 

satisfy the two above conditions. Adding highly advanced 

hardware and software components to a single CR node 

in the CR network, and excluding the others CRs is a 

good solution. In this solution, the spectrum sensing 

using advanced high performance techniques such as 

those proposed in this paper is performed at this ideal CR, 

and the final decision can be sent to the main CR-BS. The 

hardware components here should allow the ideal CR 

node to sense different frequency bands at the same time. 

Prior information about the different PR’s signals must be 

known at this ideal node in order to resolves multipath 

fading. Training sequences and pilot signals are examples 

of this information. 

Fig. 3 shows the MN-cooperative spectrum sensing 

scenario in a centralized CR networks. The work in [40], 

proposes implementing spectrum sensing using devices 

that are separate from the CR network and can be 

provided by the CR’s service provider. In addition to the 

PR’s and CR’s system, a separate sensing system appears 

in their work. Of course, that would increase the overall 

system complexity, require more technical and 

management coordination protocols and sensing devices 

cannot be used in the CR’s cycle. 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. MN cooperative spectrum sensing scenario in a centralized 

CR network. 

VI. SIMULATION RESULTS 

In our system, each node of the CR network uses 64-

FFT with a sampling frequency 20 MHz. The PR user’s 

transmitter uses 64-IFFT with symbol duration 

   0.05µs, and transmits QPSK signal with normalized 

energy equal to 1 over each subcarrier. The CR nodes use 

the MTM and ED with M=1 antenna. The multi antenna 

techniques considered in this paper, MTM-SLC, MTM-

LC, ED-SLC, ED-LC, and Local-MTM-SVD are 

examined with a different number of antennas M=2, and 

4. In MTM techniques, the used half time bandwidth 

product is NW=4, and the number of tapers is K=5 [15]. 

In all cases of simulations, the results are averaged over 

    realizations. The channels considered in the 

simulation are AWGN with zero mean and variance   
 , 

and Rayleigh flat fading. The performance is evaluated 

over a chosen frequency bin, when it is assumed that, the 

whole band under sensing is occupied by the PR’s signal. 

Fig. 4, and Fig. 5 show the probability of detection,    

versus probability of false alarm,    using the different 

spectrum sensing techniques with a different number of 

antennas at AWGN with SNR= 10dB and 20 OFDM 

blocks (i.e.,     ) used in sensing. Note that the 

number of samples used is               
    , which approximately corresponds to the sensing 

time     . Both figures show significant improvement in 

the performance using the proposed MTM with multi 

antenna techniques. Additionally, we can see how the 

Local-MTM-SVD technique has the same performance 

that is achieved by MTM-SLC in the same conditions. 

This suggests that MTM-SLC is more practical as it does 

not need the SVD process and gives the same 

performance with lower complexity. Using M=2 

antennas, when        , MTM-SLC, MTM-LC, ED-

SLC, and ED-LC techniques have     80, 95, 21, and 

29% respectively. The MTM-LC outperforms MTM-SLC 

in terms of     by 5% for M=4 case, and by 14% for M=2 

case, when         in the same conditions. ED 

techniques have a poorer performance compared to the 

others under the same conditions. 

Fig. 6 shows the probability of detection,    versus 

probability of false alarm,   , using the different 

considered spectrum sensing techniques with number of 

antennas M=2 at Rayleigh flat fading with average 

SNR= 5dB and     . It is clear that the MTM-LC and 

ED-LC’ performances are affected by fading more than 
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that in MTM-SLC and ED-SLC. This is due to the 

destructive adding of the received signals from different 

antennas without co-phasing the channels coefficients. 

There is a significant outperforming of MTM against ED 

even in a fading environment, and the Local-MTM-SVD 

still has the same performance when using MTM-SLC in 

the same conditions. The probability of detection    ’s 

percentages when the false alarm is fixed to     10% 

using MTM-LC, MTM-SLC, ED-LC, ED-SLC, and 

Local-MTM-SVD are 77, 93, 62, 81, and 93 % 

respectively. 

Fig. 7 shows the probabilities of detection,    that 

meet probability of false alarm,     10%, versus the 

SNR at AWGN using MTM with single antenna, MTM-

SLC, and MTM-LC with M=4 antennas, and      for 

spectrum sensing. We can see a noticeable improvement 

in the performance using both proposed techniques 

compared to MTM with single antenna. At SNR= 15dB, 

MTM-SLC outperforms MTM with single antenna in 

terms of probability of detection,    by 30%. On the 

other hand, MTM-LC outperforms MTM with single 

antenna by 66%. It can be seen from the figure that, our 

simulations match the theory. 

Fig. 8 shows the comparison between the number of 

OFDM blocks,   required to achieve        , and 

       at AWGN environment with different SNR 

using the different considered techniques with M=1, and 

4 antennas. It is clear that the number of OFDM blocks 

used in the sensing process in the MTM system is lower 

than that for ED in all cases. Additionally, LC techniques 

require a lower number of OFDM blocks compared to 

SLC for both MTM, and ED cases in the same 

conditions. For example, from the figure at SNR= 15dB, 

the number of OFDM blocks L in dB that are required by 

ED only, ED-SLC, ED-LC, MTM only, MTM-SLC, and 

MTM-LC are 50, 42, 35, 32, 27, and 20 , or in       
seconds as 5, 0.792, 0.158, 0.08, 0.025, and 0.005 

respectively. It is clear that the MTM-multi antenna based 

spectrum sensing techniques proposed in this paper, are 

faster than the others. For example, MTM-LC is faster 

than MTM only by 93.75% (i.e., faster by 

0.075          ), and ED-LC by 96.85%. 

In OR-rule based cooperation, the resulted spectrum 

sensing decisions from the individual CR nodes are 

relayed to the main CR-BS, which applies the OR rule 

cooperation algorithm to declare the final decision to the 

CR network. Five CR nodes (i.e.,G=5) share the 

cooperation, with each supported by M=3 antennas. Fig. 

9 shows the OR rule joint probability of detection,     

versus the joint probability of false alarm,    for MTM-

SLC, MTM-LC, ED-SLC, and ED-LC with M=3 

antennas, and G=5 CR users at AWGN with 

SNR=  12dB and L=20 OFDM blocks. At joint 

probability of false alarm,    10%, the joint probability 

of detection is     100% using the MTM-LC, 92% 

using MTM-SLC, 45% using ED-LC, and 25% using 

ED-SLC.  

The resulted probabilities of detection for MTM-SLC, 

MTM-LC, GLRD1 [22], and blind GLRD detector [22] 

using M=4 antennas at AWGN with SNR= 10dB when 

the false alarm is 1% and L=16, can be summarized as 

follow: 

 Using MTM-SLC and MTM-LC gives a probability 

of detection 70, and 98% respectively. 

 In the same conditions, the GLRD1 and the blind 

GLRD detectors have a probability of detection of 

0%.  

Therefore, our main conclusion here is that, the latter 

techniques can produce large harmful interference to PR 

users, or a very low probability of opportunity.  

Additionally, the required SNRs in (dB) for MTM-

SLC, MTM-LC, ED-SLC, ED-LC, GLRD1[22], and 

blind GLRD detector [22] to achieve a probability of 

detection of 99.99%, using M=4 antennas at AWGN 

when the false alarm is 1% and L=16 sensed samples, can 

be summarized as follow: 

 The GLRD1 gives a probability of detection of 

99.99% when the SNR=7.5 dB, and the blind GLRD, 

gives the same probability when the SNR =9.6 dB. 

 The MTM-SLC and MTM-LC give the same 

probability of detection, when the SNR for them is 

 7.5, and  12dB respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Probability of detection versus probability of false alarm using 
MTM and ED with M=1, and MTM-SLC, MTM-LC, ED-SLC, and ED-

LC with M=4 antennas at AWGN with SNR= 10dB and     . 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Probability of detection versus probability of false alarm using 
MTM-SLC, MTM-LC, ED-SLC, and ED-LC with number of antennas 

M=2, at AWGN with SNR= 10dB and     . 
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Figure 6. Probability of detection versus probability of false alarm using 
MTM-SLC, MTM-LC, ED-SLC, and ED-LC with M=2 antennas at 

Rayleigh flat fading with average SNR= 5dB and    . 
 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

Figure 7. Probability of detection that meets      10% versus the SNR 

at AWGN using MTM, MTM-SLC, and MTM-LC spectrum sensing 

techniques with number of antennas M=4 and     . 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Numbers of samples (L) required to 

achieve        , and        at AWGN with different SNR using 

MTM, MTM-SLC, MTM-LC, ED, ED-SLC, and ED-LC spectrum 

sensing techniques with number of antennas M=1, and 4. 
 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Figure 9. OR rule Joint Probability of detection versus joint probability 
of false alarm using MTM-SLC, MTM-LC, ED-SLC, and ED-LC 

spectrum sensing techniques with number of antennas M=3using 5 CR 

users (G=5) at  AWGN  with SNR= 12dB and  L=20. 
 

 The ED-SLC and ED-LC achieve the same 

probability of detection in the same conditions, when 

their SNRs are 5, and 0 dB respectively. 

Thus, these techniques do not give a high performance 

unless the SNR is high, which is not practical in CR. It is 

clear that the MTM-LC has a 10dB SNR’s gain compared 

to ED-LC, and 15dB compared to ED-SLC. 

VII. CONCLUSION  

In this paper, we propose different MTM-multi 

antenna based techniques as efficient CR spectrum 

sensing techniques. Theoretical work has been derived 

for the proposed techniques in AWGN, and multipath 

fading wireless environments. The ED-multi antenna 

based spectrum sensing techniques has been derived as 

well and compared to that of MTM, and the Local-MTM-

SVD. 

Using multi antenna in MTM-LC, and MTM-SLC 

gives more improvement in performance compared to 

that for ED-LC, ED-SLC. The Local-MTM-SVD 

spectrum sensing technique has the same performance 

when of MTM-SLC under the same conditions. 

Therefore, we can say that the MTM-SLC is more 

practical than Local-MTM-SVD as it does not need SVD 

processors, and that minimizes the complexity and the 

cost of the system. Moreover, based on our results, we 

found that the GLRD1 and the blind GLRD that are 

proposed in the literature, require SNRs=7.5 and 9.6 dB, 

respectively to achieve a probability of detection of 

99.99% at false alarm 1% with AWGN using 4 antennas 

and 16 samples for sensing. In our proposed optimal and 

suboptimal techniques, the required SNRs are found as 

 12 and  7.5 dB, respectively to achieve the same 

probabilities in the same conditions. 

In the multipath fading environment, adding the PR’s 

signals received from different CR antennas might 

degrades the resulted combined signal destructively in 

MTM-LC, and ED-LC. Thus, such combining needs co-

phasing to tolerate the multi path effects. However, we 
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believe that this is a main challenge in CR spectrum 

sensing and is still open issue. Blind equalization 

methods can be considered in such cases. 

The proposed techniques represent local cooperation 

using multi antenna. These techniques can be added to 

one CR node to work as MN in the CR network. This is a 

practical solution to minimize the complexity of the CR 

network. The different hard and soft cooperation 

algorithms in the literature can be used here to improve 

the overall performance. The OR rule cooperation is used 

to cooperate the generated binary decisions from the 

individuals CR nodes at a main CR-BS. Then the final 

decision is declared to the CR nodes. 

APPENDIX 

The probabilities of detection and false alarm, 

  
            , and   

             using MTM-SLC 

technique are defined as: 

          
               

                  
  

√         
    

      

           (55)                        

                
               

              
 

√         
 

             (56) 

In order to calculate the number of samples,         , 

which are required to achieve specific probabilities of 

detection and false alarm, the threshold,   that used in 

both (55), and (56) are the same. Thus, after 

mathematical manipulation, the threshold form (55) can 

be defined as follows: 

 

                                              

 

 

 

using (56), the threshold can be defined as: 

 

 

 

Since the thresholds in (57) and (58) are equals, then 

         can finally be defined as in (47). The same 

steps can be followed to derive the number of required 

samples, when MTM-LC, ED-SLC, and ED-LC are used 

for sensing. 
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Abstract—This paper studies power allocation in 
coordinated multi-point (CoMP) transmission of 3GPP 
LTE-Advanced system with remote radio units(RRUs) 
power constraints. We apply block diagonal (BD) precoding 
to downlink transmission, and assume perfect knowledge of 
downlink channels and transmit messages at each transmit 
point. We propose a modified water-filling power (MWF) 
allocation algorithm in order to maximize the downlink sum 
capacity, at the same time the low complexity is achieved. 
The interior-point method is also used to solve the 
optimization problem. Simulations show that interior-point 
method converges after only a few iterative steps and the 
system capacity is near-optimal. As for complexity and 
power efficiency, MWF achieves a good compromise. 
 
Index Terms—CoMP, MU-MIMO, power allocation, 
optimization problem 
 

I.  INTRODUCTION 

In conventional cellular networks, intra-cell 
interference can be eliminated by Orthogonal Frequency 
Division Multiple Access (OFDMA). However, co-
channel interference of adjacent cells is still a main factor 
to impact the system performance, especially for cell-
edge user throughput. In order to meet the requirements 
of higher cell-edge throughput and spectrum efficiency of 
next generation broadband wireless communication 
system, 3GPP LTE-Advanced proposed a multi-cell 
MIMO technology named coordinated multiple point 
(CoMP) transmission and reception on August, 2008. 

According to 3GPP [1], CoMP is mainly characterized 
into two categories: Joint Processing (JP) and 
Coordinated Scheduling/Beamforming (CS/CB). In JP, 
data intended for a particular UE is jointly processed and 
transmitted instantaneously from all the coordinated 

points, while in CS/CB data is only transmitted from the 
serving cell. Although CoMP naturally increases system 
complexity, it yields great capacity improvement and 
coverage benefits [2-3]. With these CoMP schemes, 
especially for CoMP JP, efficient power allocation 
schemes need to be designed to support joint radio 
resource management among coordinated cells. This is 
because the CoMP-JP transmission scheme is more likely 
to be an expansion of the traditional single cell MIMO 
transmission scheme, in which the system performance is 
largely influenced by power allocation. However, 
although there are plenty of literatures that consider 
power allocation scheme for cooperative multi-cell 
networks, to the author’s best knowledge, relative study 
on CoMP system is few.  

Reference [4-6] studied the power allocation scheme in 
CoMP system. Reference [4] considered the power 
allocation problem with carrier aggregation (CA). 
Reference [5] proposed an iterative algorithm of joint 
antenna selection and power allocation with the purpose 
of maximizing the sum rate of coordinated users. 
Reference [6] proposed a BS scheduling scheme based on 
threshold judgment and an iterative power allocation 
approach using NE theory. However, some system 
models of the literatures mentioned above are not 
practical. Reference [7] formulated the cooperative multi-
cell power allocation as a network utility maximization 
problem and proposed an iterative algorithm that 
converges to the global optimum. Reference [8-9] studied 
the power allocation scheme based on zero-forcing 
precoding. All these algorithms are based on per-antenna 
power constraint. But, in our paper, we study the power 
allocation problem with per-RRU power constraint which 
fits the situation of CoMP. 

In LTE system, eNodeB is composed of a base band 
unit (BBU) and several remote units (RRUs), each of 
which covers a cell. In 3GPP RAN1 #59bis meeting on 
January, 2010, an agreement was reached that CoMP 
techniques would only be applied in intra-eNodeB 
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scenario for Rel-10 [10]. A block diagram of the system 
is shown in Fig.1.  

In the paper, we will focus on power allocation in MU-
CoMP-JP system with per-RRU power constraint. We 
adopt BD precoding transmission scheme, because we 
think it is a scheme with the greatest potential due to the 
fact that it has been used in most CoMP-related proposals 

submitted to 3GPP RAN1. In the paper, we first propose 
a MWF algorithm. The core is to find the range of height 
of the water surface by using a simple and efficient 
iterative algorithm in order to satisfy the RRU power 
constraint. We then study the power allocation problem 
from the mathematical aspect of view, and use the barrier 
method to find a near-optimal solution.  

The rest of the paper is organized as follows. In section 
II, the system model of coordinated multi-point 
transmission with BD precoding and problem formulation 
will be described in detail. In section III, we propose the 
modified water-filling power allocation algorithm, and 
then present optimization solution algorithm by using 
interior-point methods. Simulation results are shown in 
Section IV. The conclusion follows in section V. 

II.  SYSTEM MODEL AND PROBLEM FORMULATION 

A.  Network Architecture 
We consider an intra-eNodeB CoMP system consisting 

of M RRUs with N users (UE) served. Each RRU and 
UE are equipped with Tn  and Rn  antennas, respectively. 
Since the system is using BD precoding, the number of 
antennas should meet the conditions T RM n N n× ≥ × . 

We use ( )R Tn M n
k

× ⋅∈H to represent the downlink 

channel from all the M cooperative RRUs to the k th 

user. Let 1 2, , ,
TT T T

N⎡ ⎤⎣ ⎦H = H H H denote the channel 

of all users. The elements of H  are assumed to be 
independent zero mean complex Gaussian random 
variables with unit variance. Thus, matrix H  is full rank, 
which means each user has Rn  independent spatial 

substreams of data. The received signal of the k th user 
can be denoted as 

 
=1,

+ +
N

k k k k k i i k
i i k≠

= ∑y H U s H U s n . (1) 

where ( ) 1TM n
k

⋅ ×∈s  indicates the transmitted 

symbols for the k th user. 1RN
k

×∈n  is additive white 
complex Gaussian noise vector, normalized so that its 
covariance matrix is the identity matrix. 

1 -1 1

TT T T T
k k k N+⎡ ⎤⎣ ⎦H = H , ,H ,H , H represents all the 

users’ channel expect the k th user. kU  is BD precoding 

matrix, which should satisfy k k =H U 0 . Since kH is 
assumed to be a full rank matrix, we have 

( ) min( ( -1), ) ( -1)k R T Rrank n N n M n N= =H . We 

perform singular value decomposition (SVD) on kH . 

 (1) (0)
k k k k k⎡ ⎤= ∑ ⎣ ⎦

*
H U V ,V  (2) 

where (0)
kV holds the last ( - ( -1))T Rn M n N  right 

singular vectors, which forms an orthogonal basis for the 
null space of kH . Thus, we have (0)

k k =H V 0 , which 
means inter-user interference has been eliminated. We 
then perform SVD on (0)

k kH V in order to decompose the 
channel into independent parallel sub-channels.  

 (0) (1) (0),k k k k k k

∗
⎡ ⎤= ∑ ⎣ ⎦H V U V V  (3) 

where k∑ is a R Rn n×  diagonal matrix, whose 

element 1/2 ( 1, )kj Rj nλ =  is the singular values of 

parallel sub-channels. (1)
kV  holds the Rn  singular vectors 

with non-zero singular values. Thus, 1/2
k k=U W Λ  

(0) (1) 1/2
k k= V V Λ , where 1 2( , , , ,k k kjdiag P P P=Λ  

)
RknP indicates the power allocated on the k th user’s 

j th substream. The equivalent channel of user k  now 

can be written as (0) (1)
k k kH V V  consisting of Rn  

independent sub-channels, each of which has a gain of 
1/2 ( 1, , )kj Rj nλ = … . 

 
 Fig.2 System Structure of Downlink CoMP-JP 

 
 

Fig.1 Network Topology of CoMP JP 
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B.  Problem Formulation 
BD precoding enables the system to transmit multiple 

data streams to each user while removing the inter-user 
interference. The whole system channel can now be seen 
as RN n×  independent parallel sub-channels. The rate of 

the j th sub-channel of the k th user is given by 

 2log (1 )kj kj kjR Pλ= + . (4) 

Define il
kjw  as an element of kW  representing a 

mapping relation between kjP  and the transmit power of 

the i th RRU’s l th antenna. The total transmitting power 
of the i th RRU can be written as 

 
2

1 1 1

( 1, )
R T

i

n nN
il

RRU kj kj
k j l

P w P i M
= = =

= ∀ =∑∑∑ . (5) 

Let _ _PMAX PER RRU  be the power constraint of each 
RRU. Therefore, our optimization problem to maximize 
the sum rate with per-RRU power constraint can be 
formulated as 

2
1 1

(OP1) max log (1 )
R

kj

nN

P kj kj
k j

Pλ
= =

+∑∑ . 

s.t. 
c1: 0 ( 1, , 1, , )kj RP k N j n≥ ∀ = ∀ =  

_ _c2 : ( 1, )
iRRU MAX PER RRUP P i M≤ ∀ =  

It is easy to notice that the objective function and 
constraints are all convex over the solution set. Thus, it is 
a convex optimization problem [11]. 

III .  POWER ALLOCATION ALGORITHMS 

A.  Modified Water-filling Power Allocation Algorithm 
(MWF) 

Since the entire system has been decomposed into 

RN n×  independent sub-channels, one way of solving 
the optimal power allocation problem is using the 
conventional water-filling strategy. If P  is the total 
volume of water filled into a vessel, the depth of water at 
each sub-channel is the power allocated to it, and 1/ kjλ  
traces out the bottom of the vessel [12]. 

1

1
λ 2

1
λ 3

1
λ 4

1
λ 5

1
λ1S

2S
3S
4S

5S

∞

…
…

 
Fig.3 Intervals Divided by the Bottom of the Vessel 

 
Here, we can not use the water-filling strategy directly 

because of the per-RRU power constraint. Let’s define 
[0, )µ ∈ +∞  as the height of the water surface. The 

bottom of the vessel naturally divides [0, )+∞  into 

RN n×  left-closed right-open intervals denoted by 

1 2, , ,
RN nS S S ×  as shown in Fig.3. In MWF, we firstly 

determine which interval µ  is in by using a simple 
iterative algorithm. Then we obtain µ  by analyzing a set 
of linear functions. Our iterative algorithm works as 
follows. 

Initialize 1RN nα = × + . 
Repeat 

1, min( )P Sαα α= − = . 
Use water-filling algorithm to allocate power among 

sub-channels, and update kjP . 

Calculate 
iRRUP  according to (5). 

Until _ _ ( 1, )
iRRU MAX PER RRUP P i M≤ ∀ = . 

Thus, we know Sαµ ∈ . And we can determine the 

value of kjP  according to (6). 

 
1/ 1/

0 1/
kj kj

kj
kj

when
P

when

µ λ µ λ

µ λ

− ≥⎧⎪= ⎨ <⎪⎩
 (6) 

From (5) and (6), 
iRRUP can be written as a function of 

µ . That is to say, we now have M  linear functions of 
one variable, each of which can be expressed as 

iBS i iP a bµ= + ( ia  and ib are coefficients). For each 

_ _ ( 1, )
iRRU MAX PER RRUP P i M= ∀ = , we can get a 

corresponding iµ . The water surface µ equals min( )iµ . 

Finally, we calculate kjP  according to (6). 

B.  Interior-point Methods 
Considering (OP1) is a convex optimization problem, 

we solve the problem by a particular interior-point 
algorithm, the barrier method. The main idea of the 
method is to approximately formulate the inequality 
constrained problem as an unconstrained problem by an 
indicator function. We construct the indicator function as 

1 1

2

_ _
1 1 1 1

( ) ln( )

ln( )

R

R T

nN

kj kj
k j

n nM N
il

MAX PER RRU kj kj
i k j l

B P P

P w P

= =

= = = =

=

              + −

∑∑

∑ ∑∑∑

(7) 

 Hence, the barrier function is defined as: 

 2 2
1 1

( , ) log (1 ) ( )
RnN

kj kj
kj kj

k j

P
G P r rB P

λ
σ= =

= − + −∑∑ . (8) 

526 JOURNAL OF COMMUNICATIONS, VOL. 6, NO. 7, OCTOBER 2011

© 2011 ACADEMY PUBLISHER



Since r +∈  is very small, ( , )kjG P r  is an 
approximation of the original objective function. As r  
decreases, the approximation becomes more accurate. 
Also, when kjP  tends to the boundary of the feasible 

set S , ( , )kjG P r  increases to ∞ . Thus, ( )kjB P  builds a 

barrier at the boundary of S . (OP1) can now be 
simplified to the following equivalent problem (OP2) 
which can be easily solved. 

(OP2) min ( , )kjG P r  

s.t. intkjP S∈  

Let kjP ∗  indicate the optimal solution. The barrier 
method can be described as follows. 

Initialize kjP , r , coefficient (0,1)β ∈ , tolerance 

0ε > . 
Repeat 

Calculate kjP ∗  by minimizing (9), starting at kjP . 

if ( )kjrB P ε∗ <  

Break; We find the optimal solution. 
else 

Update kj kjP P ∗=  and r rβ= ; 
end 

IV .  SIMULATION RESULTS 

In this section, we perform computer simulations to 
evaluate the performance of the proposed intra-eNodeB 
power allocation algorithms and to compare it with other 
traditional method. We consider one single eNodeB with 
3 RRUs. There are 2 users served at the same time. Each 
RRU has 4 antennas, and each user is equipped with 2 
antennas. The channel H  is assumed to be quasi-static 
flat Rayleigh fading and Rice fading with Rice factor 
equal to 10. Also, ideal channel estimation is used.  

In the simulation, we compare MWF and interior-point 
methods with equal power allocation strategy. The initial 
values of parameters of interior-point algorithm are set as 

1γ = , 1/ 3β =  and 310ε −= . We implement the 
algorithms under different power constraints of RRU. 

It is shown in Fig.4 and Fig. 5 that CoMP has a gain 
over the traditional single cell MU-MIMO transmission 
scheme. This is because in CoMP-JP strategy there are 
more transmit antennas and the inter-cell interference is 
eliminated. The sum rate of 2 users of barrier method 
outperforms those of the other two algorithms under 
various RRU power constraints, since the barrier method 
approaches to the optimal solution on every iterative step. 
Besides, MWF has more obvious rate gain than equal 
power allocation when the power constraint of RRU is 
small, which is consistent with the property of traditional 
water-filling algorithm. 

As for power efficiency, Fig.6 plots the data rate per 
watt. We can see that MWF has the highest power 

efficiency while the performance of the barrier method is 
relatively poor. That means in order to obtain the same 
data rate, the barrier method may require more transmit 
power. 

Besides, the iterative number of MWF is related to the 
number of sub-channels, which is very small in practical 
system. However, the iterative number of barrier method 
is always kept in about 12 times in our simulation. Thus, 
we can see that MWF has much lower complexity and 
higher efficiency. 
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V.  CONCLUION 

In this paper, we formulate the optimal power 
allocation problem with per-RRU power constraint in 
multi-user CoMP-JP network to achieve the maximal sum 
rate of the system. We first propose a MWF algorithm. 
The algorithm roughly determines the range of µ , before 
obtaining the sub-optimal solution through solving a set 
of equations. Since the power allocation problem is 
convex optimization, we then use barrier method to 
obtain the optimal solution. We construct the barrier 
function to transform the original equality constrained 
problem to an unconstrained problem which can be easily 
solved. Simulation results show that the barrier method 
can get the near-optimal sum data rate, while using 
relatively more transmit power. Considering the 
algorithm complexity and power efficiency, MWF is a 
good compromise alternative. 
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Abstract—Enhancing lifetime of sensor nodes should be 
considered as the key design objective in Wireless Sensor 
Networks (WSN). A sensor node can only be equipped with 
a limited energy supply and it loses its energy during data 
communication. In some application scenarios, 
replenishment of energy resources might be impossible since 
the sensor nodes are distributed in remote environment. 
Hence, the nodes lose their energy quickly and become dead. 
The frequent topology changes due to the die of sensors 
make the network quite unstable. A good cluster head 
selection protocol is, therefore, required to enhance system 
lifetime and data communication. This paper proposes a 
new methodology for cluster head selection based on sensor 
nodes’ energy per unit cost. Experimental study shows that 
the proposed method, by adopting few selection criteria on 
choosing cluster head, increases the system lifetime and 
maximize data communication in comparison to existing 
dominant approaches.  
 
Index Terms—Cluster Head Selection, Enhancing Lifetime, 
Sensor Nodes, Energy Dissipation 
 

I.  INTRODUCTION 

As part of the continued advances in Micro-Electro-
Mechanical Systems (MEMS), Wireless Sensor Networks 
(WSN) has and will play a vital role in our daily lives. 
WSNs have a wide area of use, from medical to military, 
and from home to industry [1]. WSNs consist of low-
power multi-functioning sensor nodes, operating in an 
unattended environment, with limited computational and 
sensing capabilities. A sensor node is a node in a wireless 
sensor network that is capable of performing some 
processing, gathering sensory information and 
communicating with other connected nodes in the 
network. The base stations are one or more distinguished 
components of the WSN with much more computational, 
energy and communication resources. They act as a 
gateway between sensor nodes and the end user [2]. Base 
Station is a central server by which users take 
information about environment. Cluster head maintain 
communication among sensors in a cluster and base 
station. Selecting cluster heads, before the routing takes 
place, is an important issue since location and energy 

level of cluster heads tends to make an effect on WSN. 
The basic objective of cluster head selection is to make 
the network useful and efficient [3]. Proper cluster head 
selection assures the proper clustering and proper 
clustering enables bandwidth reuses and increase system 
capacity by using the network topology among senders 
and receivers. 

When studying the overall network design problem in 
WSN, there are many important aspects that need to be 
taken into consideration, such as the lifetime of node, 
smaller size of the sensor node, its hardware complexity 
and ultra-low energy consumption. Among them, 
enhancing lifetime should be considered as the key 
design objective, since a sensor node can only be 
equipped with a limited energy supply [4]. Sensors node 
last till their energy is fade away [5]. In some application 
scenarios, replenishment of energy resources might be 
impossible, and therefore sensor node lifetime shows a 
very strong dependency on battery lifetime [6]. The 
frequent topology changes due to the die of sensors make 
the network quite unstable. A good cluster head selection 
protocol is, therefore, required which is able to enhance 
the system lifetime and maximize data communication.  

There are few existing protocols in WSNs in order to 
select cluster heads. A number of existing works select 
cluster heads randomly. As a result, same node can 
selected for current round, which was selected for 
previous round. The cluster may or may not be divided 
equally. There are some other works in the area of cluster 
head selection which fails to consider load balancing 
among cluster heads. Hence, it causes more loads for data 
recreation and processing for the cluster heads. For this 
unequal balancing, few heads die quickly for more 
energy consumption. The existing works, based on direct 
communication among the sensor nodes, need more 
energy to transmit data to base station and hence, the 
nodes die quickly. Hence, the research on efficient cluster 
head selection becomes necessary to enhance system life-
time and maximize data communication in WSNs. 

In this paper, Energy-Cost Ratio Based Cluster Head 
determining Protocol (ECRBCP) is proposed to select the 
cluster heads. Energy-Cost of networks is determined by 
the ratio of total amount of energy for all cluster heads to 
total network costs. For cluster head selection, nodes are 
chosen from the candidate nodes which have higher 
Energy-Cost ratio. Experimental analysis shows that 
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ECRBCP outperform existing dominant approaches with 
respect to enhancing system lifetime and amount of data 
communication. 

The remaining part of the journal paper is organized as 
follows: related work in Section II. In Section III, the 
network architecture and radio models are discussed. 
Section IV describes proposed methodology for 
determining cluster head. In Section V, experimental 
analysis of the proposed method is illustrated. Finally, 
Section VI concludes the paper. 

II. RELATED WORK 

In Minimum-Transmission-Energy routing (MTE) [7], 
nodes route data destined ultimately for the base station 
through intermediate nodes. The intermediate nodes are 
chosen such that the transmit amplifier energy is 
minimized. Nodes adjust their transmit power to the 
minimum required level to reach their next-hop neighbor. 
This reduces interference with other transmissions and 
reduces the nodes energy dissipation. Communication 
with the next-hop neighbor occurs using a CSMA MAC 
protocol, and when collisions occur, the data are dropped. 
When a node receives data from one of its upstream 
neighbors, it forwards the data to its next-hop neighbor. 
This continues until the data reach the base station. 
Depending on the radio characteristics the total energy 
expended in the system might actually be greater using 
MTE routing than using direct communication protocol. 
In MTE routing, the nodes closest to the base station will 
be used to route a large number of data messages to the 
base station. Thus these nodes will die out quickly. In 
addition, since in the area nearer to the base station, 
nodes become dead, this area of the environment is no 
longer monitored. As a result, in these communications, 
there occurs more energy loss among router. 

In static-clustering protocol [7], clusters are formed at 
first and remain unchanged for the entire system. The 
static clustering protocol is identical to LEACH [8] 
except the clusters are chosen a-priori and fixed. The 
clusters are formed using the simulated annealing 
algorithm as in LEACH-C [9]. Static clustering includes 
scheduled data communication from the cluster members 
to the cluster-head and data aggregation at the cluster-
head. As the cluster head and the cluster remain same for 
each round, the selected static cluster head die quickly 
and thus the network lifetime cannot be maximized. 

To meet the requirements of wireless micro-sensor 
network, LEACH, application-specific protocol 
architecture is developed. LEACH is a clustering-based 
protocol that includes the following properties: (a) 
randomized, adaptive, self-configuring cluster formation, 
(b) localized control for data transfers, (c) low-energy 
media access, and (d) data processing. In LEACH, the 
nodes organize themselves into local clusters, with one 
node acting as the cluster-head. All non-cluster-head 
nodes must transmit their data to the cluster-head, while 
the cluster-head node must receive data from all the 
cluster members, perform signal processing functions on 
the data (e.g., data aggregation), and transmit data to the 
remote base station. Therefore, cluster-head is more 

energy-intensive than other nodes. In the scenario, where 
all nodes are energy-limited, if the cluster-heads were 
chosen a priori and fixed throughout the system lifetime 
as in a static clustering algorithm, the cluster-head sensor 
nodes would quickly use their limited energy. Once the 
cluster-head runs out of energy, it is no longer 
operational. The LEACH incorporates randomized 
rotation of the high-energy cluster-head position such that 
it rotates among the sensors in order to avoid draining the 
battery of any one sensor in the network. In this way, the 
energy load associated with being a cluster-head is evenly 
distributed among the nodes. LEACH forms clusters by 
using a distributed algorithm, where nodes make 
autonomous decisions without any centralized 
intervention. In LEACH, distributed cluster formation 
can be done without knowing the exact location of any of 
the nodes in the network and any sensor node can act as 
cluster head. So, proper cluster head selection is not 
possible over time. 

In order to produce better clusters by dispersing the 
cluster head nodes throughout the network a central 
control algorithm called LEACH-C [10] is developed. 
Unlike the LEACH, LEACH-C utilizes the central base 
station for the formation of cluster heads. During set-up 
phase of LEACH-C, each node sends information about 
its current location and energy level to the Base Station 
(BS). In addition to determining good clusters, the BS 
needs to ensure that the energy load is evenly distributed 
among all the nodes. To do this, the BS computes the 
average node energy, and whichever nodes have energy 
below this average cannot be cluster-heads for the current 
round. In LEACH-C, the nodes transmit their data to the 
cluster head node during each frame of data transfer and 
the cluster head aggregates the data and sends the 
resultant data to the BS. When the cluster head node’s 
energy is depleted, the nodes in the cluster lose 
communication ability with the BS and are essentially 
dead. Furthermore a number of sensor nodes to be needed 
for the network ranges from hundreds to hundred-
thousands, this technique will not appropriate [11]. 

In LEACH-F [12], the clusters are fixed and only the 
cluster heads are rotated. Here, a node should have to use 
a large amount of power to communicate with its cluster 
head when another cluster’s head is nearer. For initial 
cluster formation, the LEACH-F also uses the same 
annealing algorithm as in LEACH-C. LEACH-F is more 
energy efficient than LEACH-C. But the LEACH-F 
cannot be implemented in practical real time systems, 
because the interference of signals is more. LEACH-F 
does not allow new nodes to be added to the system, and 
does not adjust its behavior based on nodes dyeing. 
That’s why lifetime enhancement is tough. 

Hang Su and Xi Zhang [1] have extended the existing 
analytical model to derive the optimized parameter and 
show its correctness by simulations. The analyses by the 
authors reveal the insight that the original analytical 
model underestimates the optimal number of clusters and 
thus needs to be modified. This research discusses the 
protocols for scenarios limited to sensors having 
correlated data. Nonetheless there are applications of 
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Figure 1: Radio energy dissipation model. 
 

micro sensor networks devoid of the above limitation. 
For instance, sensor networks for medical monitoring 
applications may constitute dissimilar sensors located on 
and/or in the body which monitor vital signs. The prime 
focus of these networks is to maximizing quality of 
different parameters, which mainly forbids loss of 
information. In order to support the unique considerations 
of these networks, protocol architectures need to be 
developed. 

III. NETWORK ARCHITECTURE AND RADIO MODEL  

In ECRBCP, a sensor network model is considered 
with the following properties: (a) The base station is 
fixed and located far away from the sensor nodes, (b) 
Sensor nodes are energy constrained with uniform initial 
energy allocation, (c) Sensor nodes are equipped with 
power control capabilities to vary their communication 
power, (d) Each node in sensor network senses data and 
send to the local cluster heads to BS always, (e) Sensor 
nodes are immobile. As shown in the Figure 1, the sensor 
nodes are equipped with Transmitter antenna, Receiver 
antenna, Power Supply, Amplifier, Data Processor etc. 
Environmental information is sensed through micro-
sensor, every kind of data operation is done through data 
processor and data communication through antenna [8]. 
The energy consumed throughout the entire sensor 
network can be described as the energy consumption for 
data communication to the cluster head that is energy 
communication factor . Energy dissipation for data 
communication to the cluster head is 

                       (1) 
Where,  is the energy consumed for data 

processing and  is the energy consumed for 
signal amplification. If communication distance between 
the communicating nodes is d, and two different channel 
models is used in this communication then free space 
model has power loss of  . 

IV.  PROPOSED METHODOLOGY FOR DETERMINING 
CLUSTER HEAD 

In ECRBCP, the clusters are formed using the central 
control algorithm by dispersing the cluster head nodes 
throughout the network. The advantage of using the 

centralized clustering algorithm is that the BS forms the 
cluster which is the most energy intensive task, so that 
the energy dissipation of the sensor nodes decreases and 
network lifetime increases. Here all sensor nodes send 
their current location and energy level to the base station 
and the base station forms the clusters for the network by 
taking enhanced and effective processing of the current 
information of whole network. The operation of 
ECRBCP is divided into rounds. Each round begins with 
set-up phase when the clusters are formed, followed by a 
steady-state phase when the data are transferred from the 
nodes to the central base station through their respective 
cluster-heads. The selection of sensor nodes are done in 
round of few seconds and in each round five cluster heads 
are selected in case of not more than hundreds sensor 
nodes in the network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: A sample Network Topology where circle denote node and 

edge denote distance in meter. 
 
Energy-Cost of networks is determined by the ratio of 

total amount of energy for all cluster heads to total 
network costs. The cluster head candidates are selected 
from living nodes whose energy is higher than the 
average energy. For cluster head selection, nodes are 
chosen from the candidate nodes depending on higher 
Energy-Cost ratio. A network will have higher Energy-
Cost ratio if the network reserve more power among 
cluster heads for reliable data transfer. For calculating a 
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neighbor node for any living node , it follows the 
following equation: 

  min  1 ,  2 ,  3 , … 
… . . ,                               (2) 

, 1, 2 …        
_ _ ,  

Figure 2 is a sample topology where A, B, and C are 
candidates for cluster heads and 1, 2, 3 are non-cluster 
head nodes; distance between node 1 and A = 1m; 
distance between node 1 and B = 2m; and distance 
between node 1 and C = 3m. Then we have to determine 
that, under which cluster head, candidate node 1 will 
belong to. To determine the neighbor node for node A, B 
and C, the square distance is calculated between the 
candidate nodes and the non candidate nodes. If (x1, y1) 
be the coordinate of node 1 and (xa, ya) be the coordinate 
for node A, then the mathematical equation for distance 
calculation as 

, 1  1 1         (3) 
In LEACH-C, to select the cluster head, Simulated 

Annealing algorithm [13] is used. The cost function f(S) 
in LEACH-C is defined as 

f(S) = ∑ min ,   ,where (s ∈  S)        (4) 
Here, N is the number of sensor node and dist (i, s) is the 
distance between node i and node s. From last few 
equations, it can be derived that the Communication Cost 
(CC) is proportional to the Communication Distance 
(CD): 

                                     (5) 
If the communication distance between cluster-head and 
the non cluster-head increases then the overall cost will 
increase and if the communication distance decreases 
then the overall cost will decrease. The energy consumed 
in data signal amplification can be expressed as 

                     (6) 
The communication cost is proportional to the energy 
dissipated. Hence, if the communication cost increases 
between the communicating nodes then more energy will 
be dissipated; and thus total energy consumption will also 
increase. Total Cost is determined by the summation of 
the minimum of the square distances between nearest 
neighbor among non cluster node and cluster head node. 
The relation of Energy-Cost and total cost can be shown 
as 

Energy‐Cost  
 

                   (7) 
Here, Energy-Cost and cost factor are related with vice-
versa. So, as whole we can express energy-cost ratio and 
final expression of ECRBCP respectively 

Energy‐Cost ∑    
 

                 (8) 

 ∑    
 

                  (9) 
Here, n=number of cluster head 

Total cost for each candidate node all s in the set of 
candidate node S. In our analysis we found that, to 
minimize the communication cost those nodes are 
selected as cluster head that create a proper distribution 
of cluster heads in the network, that’s why network 
coverage and load balancing is also addressed by this 
method. In ECRBCP the cluster head node’s with higher 

sensor Energy-Cost ratio is more likely to become a set of 
cluster-head otherwise depends on probability as follows 

  =   
                

         1                             
   (10) 

Where, = 1000 /  and  is compared with an 
arbitrary value in the range of 0 to 1 if it bigger than that 
arbitrary value, then nodes in S' is become set of new 
cluster heads. If  is smaller than the arbitrary value 
then a new S' is created until an optimum set of cluster 
heads is found. 

This protocol requires that each node know its location 
in order to generate a topology map. Sensors send 
information about their current location to base station 
selects a optimum set of cluster head comparing a 
Energy-Cost function where the Energy-Cost for each set 
of cluster head is determined by the ratio of the sum of 
energy of cluster heads and minimum square distances of 
each cluster head with their member nodes. The total 
cluster formation process is divided into a number of 
parts. Such as Initial Candidate selection, energy 
calculation, distance calculation, Energy-Cost function 
determination and then finally cluster formation. The 
proposed cluster head selection methodology for 
ECRBCP is as follows: 

 
INITIALIZATION 
 
Let, 
N total number of alive nodes 
P number of Cluster Head per round = 5% of total 
alive nodes 
C[] Set of Cluster Head Candidate 
E  The current energy of a particular node 
distance[] contains distance between nodes 
CH[]  contains node selected as cluster head 
currentE_[]  Contain Current energy of nodes 

 
The following function named as FIND_MIN_DIST uses 
to determine network cost is calculated for ECRBCP: 
 
FIND_MIN_DIST ( 

 1,  1,  1,
 2,  2,  2,  _ ,  ) 

 
1. int newIndex, double dsquare, double minDist 
2. size1 N, size2  P 
3.for i 0 to size1-1 

begin   
    minDist = 1000000;     for i 0 to size2-1 

begin 
if (C[k]) then 

       2 1
2 1 2 1 2 1 ; 
   if (dsquare < min_dist) then 
              min_dist = dsquare; 
               new_index = j; 
                                       end if 
                         end if 
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Figure 3: Clustering View of ECRBCP. 
 

            end 
     cost += min_dist; 
     ch_index[i] = new_index;  
     end 
return cost; 
 
The above function returns the cost of each set of 

cluster head, where the cost of each set of cluster head is 
defined by the sum of the minimum of the square 
distances of the cluster heads with its member nodes. 
This function also determines the neighbors of a cluster 
head. A node becomes a neighbor or member of a cluster 
head node only when it has the minimum cost with that 
cluster head node than others. Here X1, Y1 denotes the x 
and y coordinates respectively of any non cluster head or 
cluster node. And X2, Y2 denotes the x, y coordinate of 
cluster head nodes. By using following procedure cluster 
heads are selected: 

 
1. Initialization 
2. Calculate average energy of sensor nodes, 
∑  
3. Determine the nodes that are eligible for being Cluster 
Head 

for I  0to N-1 
begin 
     allnodes[i]=true; 
     if( ) 
            C[i]=false;//not eligible for being cluster head 
      else 
            C[i]=true;//eligible for being cluster head 
     end if 
end  

4. Find initial set C of P nodes for the Simmulated 
Anneling(SA) algorithm from eligible nodes 
5. Find the energy-cost ratio of the initial set, C of CH 
node 

   /*chIndex i  denotes the ith cluster head node of a 
set and nodeUnder array contains the no of member 
under a single Cluster head node, cluster Index array 
contains the node number of Cluster head for each 
node.*/ 

for I  0 to P 

begin 
 Energy_Cos +=currentE_[chIndes[i]]; 
 end 
/*determine the sum of the minimum of the square 

distances for each set of cluster head.*/ 
minCost = FIND_MIN_DIST(XN, YN, N, XC, YC, P, 

clusterIndex, allnodes); 
Energy_Cost /=minCost; // summation of cluster heads 

energy divided by communication cost 
6. Determine Cluster_Head_Energy value by adding 
current energy of cluster head in set C 
7. Total_Network_Cost is determined by the summation 
of the minimum of the square distances between nearest 
neighbor among non cluster node {N-C} and cluster head 
node in set C. //Here N set of all nodes 
8. Determine Energy-Cost ratio by dividing 
Cluster_Head_Energy/ Total_Network_Cost 
9. Find new set C' of CH nodes 
10. Determine Cluster_Head_Energy value by adding 
current energy of cluster head in set C' 
11. Total_Network_Cost is determined by the summation 
of the minimum of the square distances between nearest 
neighbor among non cluster node {N-C'} and cluster 
head node in set C'. //Here N set of all nodes 
12. Determine Energy-Cost ratio by dividing 
Cluster_Head_Energy/ Total_Network_Cost 
13. Compare the ratio of C with C' 
14. If energy-cost ratio of (C') > energy-cost ratio of(C), 
C' becomes new optimum. Otherwise depends on 
probability 
15. Repeat 9 to 14 for a predefined times of iteration 
16. Finally form the cluster with the optimum set of 
cluster head 
 

The above procedure uses nodes energy at current 
round of iteration then compare with average energy of 
network and select cluster head randomly. Then SA is 
applied to maximizing the value of energy-cost function 
to determining good cluster head for reliable data 
communication within each round. 

In Figure 3, blue nodes are selected for cluster head for 
a particular round. Red nodes denote virtual co-ordinates. 
Green nodes denote those nodes which have more than
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Figure 4: Time-line showing ECRBCP operation. 

 
average energy and other nodes denote that they have not 
enough energy for cluster head. The steady-state 
operation is broken into frames where nodes send their 
data to the cluster-head (at most once per frame) during 
their allocated communication slot. Each slot in which a 
node transmits data is constant, so the time for a frame of 
data transfer depends on the number of nodes in the 
cluster. 

In every time scheduling, above procedure are done in 
setup phase then steady-state begins. The steady-state 
operation is broken into frames where nodes send their 
data to the cluster-head at most once per frame during 
their allocated communication slot. Each slot in which a 
node transmits data is constant, so the time for a frame of 
data transfer depends on the number of nodes in the 
cluster. In addition, the set-up protocol does not 
guarantee that nodes are evenly distributed among the 
cluster-head nodes. Therefore the number of nodes per 
cluster is highly variable in ECRBCP and the amount of 
data each node can send to the cluster-head varies 
depending on the number of nodes in the cluster. To 
reduce energy dissipation, each non-cluster-head node 
uses power control to set the amount of communication 
power based on the received strength of the cluster-head 
advertisement. Furthermore, the radio of each non-
cluster-head node is turned off until its allocated 
communication time. Since all the nodes have data to 
send to the cluster-head and the total bandwidth is fixed 
using a TDMA schedule is efficient use of bandwidth in 
addition to being energy efficient. The cluster-head must 
keep its receiver on to receive all the data from the nodes 
in the cluster. Once the cluster-head receives all the data, 
it can operate on the data (e.g., performing data 
aggregation) and then the resultant data are sent from the 
cluster-head to the base station. Since the base station 
may be far away and the data messages are large this is a 
high-energy communication. Figure 4 shows a flow graph 
of the steady-state operation. It also shows the time-line 
for a single round of ECRBCP, from the time clusters are 
formed during the set-up phase, through the steady-state 
operation when data are transferred from the nodes to the 
cluster-heads and forwarded to the base station. When a 
cluster-head has data to send, at the end of its frame it 
must sense the channel to see if anyone else is 
transmitting using the base station spreading code. If so, 
the cluster-head waits to transmit the data. Otherwise, the 
cluster-head sends the data using the base station 
spreading code. 

Data aggregation is performed on all the unprocessed 
data at the base station or it can be performed locally at 
the cluster head. If the energy for communication is 

greater than the energy for computation, performing data 
aggregation locally at the cluster-head can reduce the 
overall system energy consumption, since much less data 
needs to be transmitted to the base station. The cluster-
head must be awake to receive all the data from the nodes 
in the cluster. Once the cluster-head receives all the data, 
it performs data aggregation to enhance the common 
signal and reduce the uncorrelated noise among the 
signals. Assuming perfect correlation, all individual 
signals can be combined into a single representative 
signal. The resultant data are sent from the cluster-head to 
the base station. Otherwise, more energy could be 
required for data communication, since the base station 
may be far away from sensor nodes and communication 
messages are large. 

This protocol is designed to enhance the system 
lifetime and data communication in WSN. In addition, 
ECRBCP is designed to enable maximum energy savings 
by enabling nodes to enter the sleep state where portions 
of the node are powered-down to save energy as often as 
possible. 

V.  EXPERIMENTAL ANALYSIS 

In this section we mention the packages are required 
for simulation in order to compare with other existing 
dominant protocols and draw some outlines from the 
experiments. 

NS-2 simulator [14] package (ns-allinone-2.27) is used 
with a MIT wireless sensor package [15] for the 
simulation of ECRBCP. We use hundred sensor nodes 
those are randomly located in the 100m × 100m to 1000m 
× 1000m network topology. The base station is located at 
(x=50, y=175). The number of cluster heads for each 
round is 5% of the total alive nodes as the optimal 
number of cluster heads for an energy efficient clustering 
mentioned in LEACH. 

The performance of ECRBCP is evaluated in 
comparison to other existing dominant protocols such as 
LEACH-C, LEACH and Static Clustering in terms of 
system lifetime, energy-dissipation, and amount of data 
transfer. Throughout the simulation we measure the 
metrics: (a) Number of Alive node: Performance of a 
network depends on the lifetime of each node, if the 
lifetime of the nodes increase then the network performs 
well and sensors transmit more data to the base station. 
(b) Energy Dissipation: The lifetime of a node and the 
amount of data being transmitted by the nodes depend on 
communication cost among them. If the required energy 
to transmit data among nodes is reduced then energy 
dissipation will be reduced. (c) Data received: It is

Clusters formed       Slot for node k        Slot for node k 

Time 
Frame 

Steady State   Set-up 
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Figure 5: Number of Nodes Alive with respect to Network life time. 
 

 
 

Figure 6: Amount of Energy Dissipation with respect to Time. 
 

needed to know that how much data is received at the 
base station from the sensor networks. If the amount of 
data received is enough as it is expected then the network 
will perform well. (d) Initial energy: uniform energy 
supply is given among sensor nodes at the time of 
simulation start. (e) Network area: It denotes the area of 
the network as square meter. Few parameters such as 
cluster head, initial energy, network area, round time, 
location of base station were used in the simulation work. 
These parameters are listed in Table I. 

Figure 5 shows the simulation curve of different 
protocol like ECRBCP, LEACH-C, LEACH and Static-
Clustering. Where, x-axis denotes time and y-axis 
denotes number of node alive. This graph shows the 
number of nodes alive with respect to network life time in 
a 100*100  network area. The network lifetime 
depends on the time when the sensor nodes remain alive 
in a network. The simulation is started using 100 nodes. 
When the duration of nodes die is long, the network 
lifetime is also long. First node die is an important factor 
for evaluating overall network performance. First node 
alive time for ECRBCP is much better then LEACH-C 

and others. It also shows that the lifetime of the nodes of 
ECRBCP is longer than LEACH-C, LEACH, and also 
Static-clustering [3], [5], [7]. So the network lifetime of 
ECRBCP is longer than other protocols. 

Figure 6 shows the simulation curve of the amount of 
energy dissipation with respect to time in a 100*100 

network area. Here x-axis denotes time period and y-
axis denotes energy dissipation of the network. 
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TABLE I.   
SIMULATION PARAMETERS 

Parameter Value 

Simulation Area(x, y) 100×100 to1000×1000  

Node’s Initial Energy 2-5 joule 

Simulation Time 3600 seconds 

Base Station Location (50,175) 

Number of Nodes 100 

Desired no. of Cluster 5 

Round Time 20 seconds 
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Figure 7: Amount of Data Received with respect to Network life time. 
 

 
 

Figure 8: Number of Nodes Alive with respect to Amount of Data Received. 
 

It can be observed that till 540 seconds, energy 
dissipation rate of ECRBCP is less than LEACH-C, 
LEACH, and Static-clustering, and that of LEACH-C is 
less than LEACH. 

Figure 7 shows the simulation curve of the amount of 
data received with respect to network life time in a 
100*100  network area. Where x-axis denotes time 
period and y-axis denotes data reception by the base 
station. The curve shows that till 540 seconds, the amount 
of data received by base station using ECRBCP is higher 
than LEACH but less than LEACH-C whereas LEACH-
C is higher than LEACH and Static-Clustering. After 540 
seconds, the amount of data received by base station 
using ECRBCP tends to increase than LEACH-C. Using 
simulation parameters as shown in Table I, 2% more data 
can be received using ECRBCP than LEACH-C and the 

difference will be more, if more initial energy for sensors 
is used. 

Figure 8 shows the simulation curve of number of 
nodes alive with respect to amount of data message 
received in a 100*100  network area. Where x-axis 
denotes date reception and y-axis denotes number of node 
alive. After passing around 8000 unit of data to the base 
station, all the nodes of Static-Cluster are died and after 
passing around 40000 units of data packets to the base 
station, all the nodes of LEACH are died. But all nodes of 
both LEACH-C and ECRBCP are alive till around 60000 
units of data packets are received by the base station. 
Then the die rate of nodes is increased for both of 
LEACH-C and ECRBCP. Using simulation parameters, it 
is showed that there is a proportional relationship among 
the parameter used for this figure. Though ECRBCP

0

10000

20000

30000

40000

50000

60000

70000

80000

90000

20 60 10
0

14
0

18
0

22
0

26
0

30
0

34
0

38
0

42
0

46
0

50
0

54
0

58
0

62
0

66
0

70
0

72
0.
02

96

D
at
a 
Re

ce
iv
ed

 

Time(sec)

ECRBCP

Static Clustering

LEACH

LEACH‐C

0

20

40

60

80

100

120

0 8000 16000 24000 32000 40000 48000 56000 64000 72000 77718

N
um

be
r o

f N
od

es
 A
liv
e 

Data Received

ECRBCP

Static 
Clustering

LEACH

LEACH‐C

536 JOURNAL OF COMMUNICATIONS, VOL. 6, NO. 7, OCTOBER 2011

© 2011 ACADEMY PUBLISHER



 
 

Figure 9: Data Received with respect to initial energy of each sensor. 
 

 
 

Figure 10: Initial energy of each sensor vs. Network Lifetime. 
 

shows better result than other, some fluctuation can be 
occurred due to networks’ undesired characteristics. 

Figure 9 shows the simulation curve of total amount of 
data received by the base station with respect to uniform 
initial energy of each sensor. Where x-axis denotes initial 
energy of each sensor and y-axis denotes data received. 
Each curve denotes a method and in this graph each of 
the curve moves upward depending on the increase of 
initial energy of each sensor. Let a curve LEACH and see 
increase of one joule of uniform initial energy of each 
sensor of the network gives a large amount of total 
energy in the network for a simulation. As a result we get 
more amounts of data received by the base station. This 
graph denotes that there is a proportion relationship 
among uniform initial energy of each sensor nodes and 
total number of data received by the base station. If we 
use more initial energy for each sensor then get more 
data. And if we carefully observe that, 5 joule of initial 

energy of each sensor is used then we can make 
differentiation among the ending point of LEACH-C and 
ECRBCP. For large amount of initial energy of each 
sensor we must get better result for ECRBCP than 
LEACH-C. 

Figure 10 shows the simulation curve of network 
lifetime with respect to initial energy of each sensor. 
Where x-axis denotes initial energy of each sensor and y-
axis denotes network lifetime. An increase of one joule of 
initial energy of each sensor of the network gives a large 
amount total energy in the network for a simulation. As a 
result, lifetime for all method can be obtained. This graph 
denotes that there is a proportional relationship among 
initial energy of each sensor and network lifetime. It can 
be observed that, if 2 joule of initial energy of each 
sensor is used then clear differentiation among the 
network lifetime of each method can be drawn. So, for 
large amount of uniform initial energy of each sensor
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Figure 11: Amount of Energy Dissipation with respect to Network area. 
 

 
 

Figure 12: Amount of Data Received with respect to Network area. 
 

make more percentage of differentiation between 
ECRBCP and other methods. 

Figure 11 shows the simulation curve of energy 
dissipation with respect to network area. Where x-axis 
denotes network area and y-axis denotes energy 
dissipation. In this case, 2 joule is used as initial energy 
of each sensor node. When the network area increases 
then dissipation rate for each method is increased. In 
Static-Clustering and LEACH, energy dissipation are less 
than ECRBCP and LEACH-C. Since network lifetime of 
Static-Clustering and LEACH-C is too short. Among 
ECRBCP and LEACH-C, energy dissipation for 
ECRBCP is less than LEACH-C for any network area. 
This analysis is also a very important factor for large 
scale application of sensor networks. 

Figure 12 shows the simulation curve of data received 
by base station with respect to network area. Where x-
axis denotes network area and y-axis denotes data 
received by base station. We use 2 joule as initial energy 
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amount of data received by the base station decreases. In 
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effective because it increases the network lifetime, 
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One of the important factors for network lifetime increase 
is that the time required for first node die in simulation. 
Time taken for first node die of ECRBCP is better than 
other methods. As ECRBCP serve longer time than other 
methods, the network can serve for a long period, 
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producing high-level information about an environment 
that is monitored by the sensor nodes. 

VI.  CONCLUSIONS 

This paper proposes a new approach to select cluster 
head based on higher energy-cost ratio where energy-cost 
ratio is determined by the ratio of total amount of energy 
for all cluster heads and total network costs. ECRBCP 
contributes to the study of wireless sensor networks by 
addressing the problem of increasing system lifetime and 
maximizing data communication via proper cluster head 
selection. ECRBCP utilizes the high-energy base station 
to perform most energy related tasks. ECRBCP shows its 
better performance, in considering four simulated 
metrics: a) number of nodes alive, (b) energy dissipation, 
(c) data received, d) initial energy, and e) network area, 
than existing dominant approaches. 

In this paper we found that, to minimize the 
communication cost among sensors to cluster heads to 
base station, those nodes are selected as cluster heads that 
creates a proper distribution of cluster heads among the 
network, that’s why network coverage and load balancing 
issue are also addressed by this method. 

In this paper few specified methodologies are shown to 
enhance system lifetime and maximize data 
communication in wireless sensor networks.  There are 
few other open scopes, to extend this research. For the 
selection of cluster head, few issues should be dealt with, 
e.g., total amount of data in previous round of data 
communication, remaining energy for the current round, 
and distance between cluster head and each sensor node. 
Furthermore, a high performance approximation 
algorithm, instead of Simulated Annealing Algorithm, 
can be developed to get a better solution. 
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Abstract—Adaptive resource allocation based on perfect Chan-
nel State Information (CSI) can significantly improve the per-
formance of Orthogonal Frequency Division Multiple Access
(OFDMA) systems. However, in real systems, accurate CSI is
impossible because of noisy channel estimates, channel feedback
delays, and processing delays. Therefore, only imperfect CSI
can be used for resource allocation purposes. In this paper, we
minimize the impact of errors caused by imperfect CSI and
evaluate the significance of periodic CSI feedback in a fast fading
environment. In a fast fading environment, periodic CSI feedback
requires a high overhead load; and the uplink resources reserved
for feedback purposes are limited. Thus, we present a strategy
that optimizes the usage of those uplink resources. Simulation
results show that this strategy leads to a higher overall fairness
and system throughput.

Index Terms—orthogonal frequency division multiple access
(OFDMA), partial CSI, Radio Resource Management, Call Ad-
mission Control, fast fading.

I. INTRODUCTION

Orthogonal Frequency Division Multiple Access (OFDMA)
is used on the downlink of the 3GPP Long Term Evolution
(LTE) system as it is inherently able to combat frequency
selective fading and offers degrees of freedom in radio resource
management (RRM) by taking advantage of diversity effects [1].
Efficient RRM over an OFDMA system depends on accurate
Channel State Information (CSI) at the transmitter side [2].
Its knowledge allows for the system bandwidth to be fully
exploited through adaptation of the transmission parameters
used on each OFDMA carrier. Although the system throughput
can be improved with accurate CSI [2], this assumption is
unrealistic. Noisy channel estimation, along with a delay between
the moment of channel estimation and the actual transmission,
results in imperfect or outdated CSI being used for RRM
purposes. RRM in OFDMA systems involves the application of
adaptive modulation/coding (AMC). AMC provides the flexibility
to match the Modulation-Coding Scheme (MCS) to each user’s
channel conditions. It was concluded in [3] that AMC is not
significantly affected by noisy channel estimation if a reasonably
good estimator is used. However, when the mobility of the users
is high, the CSI becomes more outdated, which will lead to
errors in the resource assignments; and thus, to a decrease
in overall system performance. As user mobility is a principal
driving force for mobile-OFDMA based wireless systems such as
LTE, it becomes more important to consider the time-varying
nature of channels for resource allocation problems in order

Manuscript Received December 01 2010; Revised May 01 2011; Accepted
August 22 2011

to further enhance the system throughput. In LTE, resources
are allocated to users every 1msec [1] which allows for a quick
response to the varying channel conditions of the link. However,
under significant user mobility the small coherence time means
that the CSI measurement reports need to be frequent; otherwise,
the CSI used by the base-station (BS) to perform AMC will not
be correlated with the current channel states. In this paper, we
define correlated CSI (CCSI) as the CSI that is correlated to
some degree with the current value of the channel. Frequent
CSI measurement reports lead to increased system overhead
requirements, especially when a large number of active users are
present in the cell [4]. Instead of feeding back the instantaneous
channel coefficients to the BS, it is feasible that users simply
send the mean of the subchannel SNR distribution [5]. We define
this knowledge as statistical CSI (SCSI). Using SCSI to perform
resource allocation requires significantly less resources to be
occupied for feedback purposes.

In practical systems, only imperfect/outdated CSI and SCSI
can be used to perform resource allocation. Therefore, practical
resource allocation schemes that account for CSI inaccuracy are
required. The impact of imperfect and outdated CSI on the
performance of adaptive OFDM has already been studied in
the literature [3],[6]. Using SCSI to perform resource allocation
for OFDMA systems has been analyzed in [5]. In this work
we distinguish between these two different forms of partial CSI
(SCSI and CCSI) and address CCSI and SCSI based resource
allocation strategies for LTE systems.

Most works [7]−[9] on resource allocation for OFDMA systems
under the partial CSI assumption do not differentiate between
the SCSI and CCSI concepts. In [5], a comparison that focused on
the continuous rate case (i.e Shannon capacity based formulation)
was performed between the two cases. In the first part of
this paper we compare the two cases for the more practically
relevant case where only a discrete number of modulation and
coding levels are available. In order to do so, we quantify the
performance degradation created by CSI errors. These results
are then applied to allocate resources to users with the objective
of maximizing the overall system throughput while ensuring
that the target bit error rates are kept below a given threshold
and each users queue length is kept within stable bounds. We
also investigate the impact of this maximization on the system
throughput for both the SCSI and CCSI based resource allocation
schemes.

The majority of research on OFDMA resource management
does not consider the presence of a Call Admission Control
(CAC) unit [7] − [9], [5]. The CAC unit limits the number
of admitted flows in order to maintain the user QoS. Also,
it distributes the network throughput between the supported
services[10]. Motivated by our comparison between the CCSI and
SCSI based resource allocation schemes in the second part of this
paper we propose a strategy that leads to a good tradeoff between
overhead consumption and fairness as well as throughput when
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the presence of the CAC unit is considered.
In summary our contributions are as follows:
Quantify the performance degradation due to CSI errors for

both the SCSI and CCSI cases when only a discrete number of
modulation and coding levels are available and a constraint on
the target bit error rate is imposed.

Apply these results to a throughput maximizing scheduling
algorithm and compare the performamce difference between the
CCSI and SCSI based resource allocation schemes.

Propose a strategy that leads to a good tradeoff between
overhead consumption and fairness as well as throughput when
the presence of the CAC unit is considered.

The rest of this paper is organized as follows: the system
model and the methodology used to calculate the probability
of successfully selecting an MCS level is given in Section 2.
The scheduling algorithm used in our simulations and the
method proposed to make optimal use of the available resources
for feedback is presented in Section 3. Simulation results are
presented in Section 4. Finally, the paper is concluded in Section
5.

II. SYSTEM MODEL

We consider a downlink OFDM system with K users and
N subchannels. The time axis is divided into Transmission
Time Intervals (TTIs). During each TTI, packets of fixed length
arrive for each user at a given rate.We consider a downlink
OFDM system with K users and N sub-channels. The time
axis is divided into Transmission Time Intervals (TTIs) of length
1msec as specified in the LTE standard [1]. Each user accesses
the same service whereas a CAC unit is assumed to limit the
number of incoming flows so that the network can offer each
flow its required QoS. If a request is accepted, the arriving
packets are buffered in separate queues for each user. At the
beginning of each TTI the BS schedules bandwidth transmission
and allocates resources to each user according to their queue
state and estimated/average SNR.

Call
Admission
Control
Unit

User 2

User  1

User K

1

2

3

N

SubchannelsUser Queues

Figure 1. System Structure

A set of MCS levels are employed for AMC. Each MCS level
is indexed by m ∈ {1, ....,M}, and its selection is determined
by the value of the imperfect SNR which is denoted by γ̂. The

range of SNR values used for transmission is divided into M
intervals by M SNR thresholds which are chosen in such a way
that the information rate is supportable subject to a target BER
constraint. These thresholds are denoted by Γm. Therefore, MCS
m will be applied when Γm ≤ γ < Γm+1. Also, it is assumed that
R1 < R2 < ..... < RM , where Rm is the spectral efficiency of
MCS m. Each user k’s channel gain on sub-channel n is denoted
by hkn. The channel gains are assumed to follow a complex
Gaussian distribution with zero mean and unit variance, hkn ∼
NC(0, 1).

Consider mobile user k whose outdated channel gain for sub-
channel n is denoted by ĥkn and the current channel gain
which is denoted by hkn . According to [3], when both ĥkn

and hkn are complex Gaussian variables with a zero mean and
unit variance, the conditional probability distribution function
(pdf) P (hkn| ˆhkn) follows a complex Gaussian distribution with
a mean equal to µk = ρk ˆhkn and a variance of σk = 1− ρ2k. In
these expressions, ρk denotes the correlation coefficient between
hkn and ĥkn and its value is ρk = J0(2πfd,kτ). Here, J0 is the
zeroth order Bessel function of the first kind, fd,k is the maximum
Doppler frequency for user k, and τ is the channel feedback delay.
In practical systems, if we can estimate the maximum Doppler
frequency, this correlation coefficient can be obtained[11]. As

P (hkn| ˆhkn) is Gaussian distributed, P (|hkn|

∣∣∣∣ ˆhkn) follows a

Ricean distribution. When the CSI is outdated, there will always
be a nonzero probability of selecting an MCS level which is not
optimized for the region where the current SNR lies (i.e selecting
an MCS level which cannot meet the target BER). We define
Pknm as the probability of successfully selecting an MCS level
m on sub-channel n for user k. It is given as

Pknm = P (γkn > Γm) = Q1

(ρk
√

γ̂kn

γ̄kn

σk

,

√
Γm

γ̄kn

σk

)
, (1)

where
Q1(α, β) =

∫ ∞

β

xIo(αx) exp
(−α2+β2

2
), (2)

is the Marcum Q function [12] and γ̄kn = Pr

NoB
is user k′s

mean SNR on sub-carrier n. The outdated and current SNR are
γ̂kn = Pr|ĥkn|2

No
and γkn = Pr|hkn|2

No
, respectively, where Pr is

the received power and No is the noise spectral density. When
SCSI is used to select MCS levels, Pknm for a Rayleigh fading
channel becomes [13]

Pknm = P (γkn > Γm) = exp
(
−

Γm

γ̄kn

)
. (3)

As the use of outdated CSI or SCSI leads to errors when
AMC is performed, it is useful to minimize them. In order to
achieve optimal utilization of the available spectral resources
whilst meeting the target BER requirements, the optimum MCS
level m∗ for each user k on subchannel n is chosen according to
the following rule

m∗ = argmax
m

PknmRm (4)

where Pknm is given by either (1) or (3) depending on whether
outdated CSI or SCSI is used.

In this setting, we denote the maximum bandwidth normalized
information rate that can be reliably transmitted by user k on
subchannel n by Gkn which is given as

Gkn = PknmRm (5)

The quantity Gkn is referred to as throughput throughout this
paper.
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III. SCHEDULING

A. Scheduling Algorithm
Scheduling generally aims to maximize the system throughput;

however, user fairness needs to also be accounted for. Algorithms
that simply maximize the system throughput lead to starvation
of users at the cell edge and to an oversupply of bandwidth to
users that are close to the BS.

A number of scheduling algorithms which assign resources
to a set of selected users can be integrated into an OFDMA
system. Queue and Channel aware algorithms are able to meet
user QoS requirements, as one may need to sometimes schedule
users whose delays/queues are becoming large even though their
current channel state is not the most favorable. It was shown in
[14] that Queue and Channel aware scheduling algorithms are
throughput optimal, and that they lead to significant performance
improvements for the LTE system [15]. In our work, equal power
allocation across all sub-channels is assumed. It is noted in [16]
that the throughput degradation arising from such an assumption
is negligible when AMC is applied as with the case of LTE.

In order to maximize the throughput of the system whilst
meeting the target BER of each user, a simple Queue and Channel
aware algorithm will allocate sub-channel n to the user k∗ for
which the following holds

k∗ = argmax
k

Pknm∗Rm∗Wk∗(t) (6)

where Wk(t) is the head-of-line packet delay or queue length
for user k during TTI t; and Pknm∗Rm∗ is the channel capacity
that meets the target BER requirement assuming that the opti-
mum MCS level m∗ is selected according to (4). The throughput
user k∗ can achieve on subchannel n is

Gk∗n = Pknm∗Rm∗B (7)

where B is the bandwidth of a subchannel.
For a subchannel n to be assigned in accordance with (6) the

scheduler needs to search KM values of PknmRm as the queue
length can be considered a constant. Therefore, the computational
complexity associated with allocating N subchannels to K users
is O(KMN).

B. Scheduling to provide a tradeoff between overhead and
throughput/fairness

As the user velocity increases, the CSI has to be updated more
frequently. Thus, large amounts of spectrum resources need to
be reserved for overhead purposes if AMC is to be performed
using CSI values that are correlated with the current value of
the CSI. This leads to increased overhead requirements. The
overhead load increases when a large number of active users are
simultaneously present in the cell [4]. In particular, we require
NKM bits per timeslot where M is the number of bits required
to quantize a real number with negligible quantization error. This
is clearly impractical for future mobile OFDMA systems such as
LTE, as the capacity allocated for signaling purposes is limited
[17]. Therefore it is useful to limit the amount of feedback bits.
In this work, we confine the feedback to a set of users by making
use of the following considerations.

In networks that support heterogeneous applications with di-
verse throughput requirements the call-admission control (CAC)
unit becomes crucial. Firstly, it limits the number of incoming
flows so that the required QoS can be provided to each flow.
Secondly, it provides QoS guarantees by distributing the network
throughput between the supported services. This is particularly
important in networks that support a variety of services as one
group of users may be more demanding than the rest, which
results in an allocation of the network resources to the former

and leaves the latter unsupported. Limiting the aggregate rate
that the group of demanding subscribers receives imposes fairness
and guarantees QoS for each service.

When the CAC unit functionality is accurate all users admitted
into the network need to be satisfied in terms of QoS. A user
situated at the edge of the cell requesting access to a specific
service will need to be allocated more subchannels than a user
with a high average SNR accessing the same service. By limiting
periodic CSI feedback to the set of users with the lowest geometry
(i.e., users SNR induced by the path-loss/shadowing model) more
of the channels assigned by the scheduler will be loaded with
CCSI. This scheme is also expected to increase the fairness of
the system.

IV. NETWORK SIMULATION

In order to evaluate the importance of periodic CSI feedback
as well as the strategy used to reduce the amount of feedback
bits we perform system level simulations. Simulation parameters
are based on [18] and these are typical values used for LTE
simulation studies [14]. We consider a system with 10MHz of
bandwidth divided into 666 subcarriers, 624 of which are used
for data. The remaining 32 sub-carriers are used as guard sub-
carriers which also need to be accounted for. The width of each
carrier equals 15KHz. Resource allocation cannot be performed
on a per sub-carrier basis due to the resulting overhead but is
based on subchannels. In LTE [14] each subchannel consists of
12 subcarriers. Thus, N= 52 subchannels can be assigned to the
users. The wireless environment is typical Urban Non Line of
Sight (NLOS) and the carrier frequency equals 2GHz. The cell
diameter is 1km; and the distance, dk, between the kth user and
the BS is a 2-D uniformly distributed random variable. The most
suitable path loss model in this case is the COST 231 Walfisch-
Ikegami (WI) [19] as it allows estimation of the pathloss from 20m
[19]. The system level simulation parameters are summarized in
Table I.

A schematic diagram of the simulation flow is given in Fig.2.
When the simulation begins, each of the (K=25) users moves in a
given random direction. The simulator updates the user location
every 100 TTIs. During each TTI packets arrive for each user
k’s queue at a rate equal to the packet arrival rate. The packet
size is selected such that the system capacity is roughly equal to
1 packet/user/TTI. In order to assign subchannels to these users
so that packet transmission can occur the optimum MCS level
m∗ is required ∀k, n. When SCSI is used the pathloss model
leads to the the average user SNR γ̄ through which m∗ can be
obtained using (4). However, when CCSI is used, the values of
ĥkn are also needed. These depend on the power delay profile
and the distribution of hkn (hkn| ˆhkn ∼ NC(ρĥkn,

√
1− ρ2).

Moreover, the values of ρ are also required. These are a function
of τ (delay time between the channel estimation and the actual
transmission) and the user velocity. The value of τ differs in
each simulation run and is added to the CSI processing delay
in order to obtain the total delay time. Using these values and
(4) allows the optimum MCS level m∗ to be found ∀k, n for the
case of CCSI. Finally, the queue and channel aware scheduler
allocates subchannels to the users in accordance with (6). For
each point in the figures presented in the Results section, we
run the simulator for 1, 000 TTI’s which for the LTE system is
equivalent to a 1 second real-time period.

In order to reduce the computational load, link level simulation
results are prepared in advance in the form of look-up tables
for the throughput calculation, and these give the required SNR
values needed to meet a specific target bit error rate. The defined
MCS levels use coding rates between 1/8 to 2/3 combined with
QPSK, 16QAM, and 64QAM modulation schemes. The MCS
levels used in our simulations are shown in Table II.
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TABLE I
KEY SIMULATION PARAMETERS

Parameter Value Comments
Carrier Frequency 2GHz
Cell Configuration single cell
Cell Radius 1 km
Channel Bandwidth 10MHz In LTE the supported

bandwidths are 1.4 MHz,
3 MHz, 5 MHz, 10 MHz, 15,
MHz, 20 MHz[1]

subcarrier spacing 15KHz This subcarrier spacing in LTE
is 15KHz[1].

Total Number of data subcarriers 624 This results in 52 data
subchannels.

BS Tx Power 46dBm
BS Antenna Height 50m
MS Antenna Height 2m
Mean Buliding Heights 12m
Mean Width of Streets 50m
Mean Building Separation 100m
Incident angle relative to street 90

o

Path-Loss Model COST 231 Walfisch-Ikegami The Walfisch-Ikegami model
is more appropriate for the cell
size considered

Propagation Model ITU Vehicular A
Shadowing Log-Normal Deviation 8dB
Thermal Noise Density -174dBm/Hz
Number of active Users 25
Packet Size 500 bits Packet size selected such that

the system capacity is roughly
equal to 1 packet/user/TTI

Packet Arrival Rate (P.A.R) 1,3 packets/user/TTI
CSI Measurement Error Ideal Noisy channel estimation will

not be a significant problem
when a reasonably good
estimator is used [3]

CSI Processing Delay 1 TTI A 1 TTI processing delay is
considered

CSI Reporting Period 2TTI The BS requests feedback
information every 2TTIs.
When added to the CSI
processing delay the feedback
delay is equivalent to the
baseline standard value in LTE
[18]

TTI length 1msec Length of a TTI in the LTE
standard [1]

TABLE II
SELECTION OF MCS BASED ON RECEIVED SNR AND THE

CORRESPONDING THROUGHPUT (TP)

SNR(dB) Modulation Coding Rate Throughput (bps/Hz)
∼ -5 No use
-5 ∼ -1.9 QPSK 1/8 0.25
-1.9 ∼ 1.8 QPSK 1/4 0.5
1.8 ∼ 3.8 QPSK 1/2 1
3.8 ∼ 7.1 QPSK 2/3 1.33
7.1 ∼ 9.3 16QAM 1/2 2
9.3 ∼ 11.3 16QAM 2/3 2.67
11.3 ∼ 14.5 64QAM 1/2 3
14.5 ∼ 17.2 64QAM 2/3 4
17.2 ∼ 19.5 64QAM 0.81 4.86
19.5 ∼ 64QAM 2/3 5.25

V. RESULTS

In this section, we present the impact of optimally selecting
MCS levels on the system throughput when either CCSI or SCSI
are used to perform AMC. By system throughput we refer to the
maximum spectral efficiency that can be reliably transmitted.
A comparison between the SCSI and CCSI resource allocation
schemes in a fast fading environment is also presented. Then,
we show that the limited resources reserved for feedback can be
optimally used when the users with the lowest average SNR’s
send their CSI to the BS.

A. Impact of optimally selecting MCS levels
As AMC is always performed using imperfect CSI there will

be a nonzero probability that the selected MCS level will not
be optimized for the region where the current SNR lies. Fig.3
compares the throughput of a system when MCS levels are
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Uniformly Allocate Users in Area

Initialize TTI Clock (t=0)

If mod(t,100)=0
Move users

Generate packets for each user
Store packets in queue

Use Cost231 Walfish-Ikegami Model to find Pr

Compute γ̄

Find current CSI feedback delay time (τ )

Generate ĥkn according to PDP and distribution

Compute γ̂kn

Calculate max Throughput (PknmRmB) for all users
on all channels

Schedule users with Queue and Channel aware scheduler

Move to next TTI

Figure 2. Block Diagram of Simulation Flow

selected using the outdated/average SNR with the performance
of the same system when (4) is used to perform AMC.

For the periodic CSI feedback scheme, these gains are lower
when the value of the Doppler-Delay product fdτ is small. As the
value of fdτ grows, the CSI becomes more outdated, and more
MCS level selection errors occur. Therefore, the impact of the
MCS level selection scheme is stronger. In Fig.4, we show that
the probabilities of successful MCS level selection remain high
as the value of fdτ grows. This implies that high values of the
throughput can be realized.

Using the rule of (4) to select MCS levels also leads to perfor-
mance gains when SCSI is used to perform resource allocation.
These results show that for the case where only a discrete number
of modulation and coding levels are available maximizing the
expected sum-rate leads to important throughput gains. These
results are in agreement with those of [5] which focus on the
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continuous rate case (Shannon-capacity based formulation) and
therefore have more theoretical rather than practical significance.

It is also important to present the impact of imperfect CSI on
the bit error rate of the system as the value of fdτ varies when
a constraint on the target BER is not imposed on the system. As
shown in [16], the instantaneous BER for M-QAM modulation
schemes (as well as for BPSK) can be approximated for each
user as

BER(γ) ≈ 0.2 exp
−1.6 γ

2�r(γ)�−1 , (8)

where r(γ) denote the number of bits per symbol corresponding
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to the applied modulation scheme and �x� is the floor operation
which provides the largest integer not greater than x. Fig.5
presents results showing the variation of the bit error rate with
fdτ . Results show that in this case the use of CCSI leads to
improved BER performance with the BER of the two cases
approaching as the Doppler-Delay product grows.
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Figure 5. BER vs fdτ for CCSI and SCSI based resource allocation schemes
when a constraint is not imposed on the target BER

Fig.6 shows throughput vs velocity curves for a CSI measure-
ment reporting period equal to 2 TTI’s. The packet arrival rate
for each user equals 1 packet/user/TTI. A processing delay time of
one TTI is assumed with velocities ranging from 2km/h through
40km/h. Beyond these speeds, there is little correlation between
the outdated and current CSI for the parameters considered. Re-
sults obtained for the case when the BS knows the instantaneous
CSI (ICSI) are also plotted to provide a baseline comparison.
When compared to SCSI, this figure shows that periodic CSI
measurements lead to significant throughput gains for all of the
velocities considered. In particular, a 43% throughput gain is
observed when the user velocity equals 40km/h.

B. Providing a tradeoff between overhead and through-
put/fairness

It was established in the previous subsection that when the
scheduler works with CSI that is correlated with its current
state, significantly higher overall system throughput gains can
be achieved. These gains are important even at high user
velocities. However, they come at the cost of increased overhead
requirements. This overhead load increases with user velocity and
the number of active users present in the cell. Therefore, in a
fast fading environment it is impractical to assume that all users
feedback their CSI to the BS. In this section, we apply the strategy
presented in Section 3 to the network under consideration. We
divide the K = 25 active users present in the cell into two groups
according to the value of their average SNR. The first group
consists of the 13 users with the highest average SNR which are
named Group A users. The remaining 12 users are called Group
B. It is assumed that appropriate Connection Admission Control
is performed so that the minimum user data rates are feasible
for each user. For the duration of this simulation, users of Group
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Figure 6. Spectral Efficiency vs Velocity when ICSI, SCSI and CCSI is used
to perform resource allocation (packet arrival rate=1 packet/user/TTI).

B cannot move closer to the BS than any of the Group A users
so that accurate results can be obtained.

The following cases are considered for evaluation
Case 1: Periodic CSI is received by the BS for all of the active
users in the cell.
Case 2: Periodic CSI is received by the BS for only Group B
users.
Case 3: 12 users (half from Group A and the other half from
Group B) periodically send their CSI to the BS.
Case 4: Only Group A users send their CSI to the BS.
Case 5: No users send their CSI to the BS (only the average
SNR of each active user is known by the BS).

In order to quantify the degree of fairness, we use Jain’s
fairness index which is defined as [20]

J =
(
∑K

k=1 Tk)
2

N
∑K

k=1 T
2
k

(9)

where Tk is user k′s average throughput.

This factor measures the spread in the users’ average through-
puts Tk, and its value will always be within the range 1/N to
1 [20]. It can easily be verified that J = 1 indicates absolute
fairness, whereas J = 1/N indicates no fairness (all resources
are allocated to a single user).

Figs 7 and 8 present the variation of the system’s throughput
and Jain’s fairness factor with velocity for each of the cases
considered. These figures show that when the users of Group B
periodically send their CSI to the BS, higher throughput and
fairness compared to the other cases (Case 3,4,5) is achieved.
To see why Case 2 performs better we note that the employed
CAC scheme has admitted 25 users into the network and that
the packet arrival rate equals 1 packet/user/TTI. When Group
A users do not periodically feedback their CSI their average
queue lengths are not significantly affected as can be seen from
the difference between Case 2 (Group A users do not feedback
their CSI) and Case 4 (Group A users feedback their CSI) in
Fig.9. This implies that allowing Group A users to feedback their
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CSI does not lead to efficient usage of the resources allocated for
overhead purposes. However, as users move further from the
BS, they require more channels to meet their QoS demands.
By enabling the users furthest from the BS to feedback their
CSI a higher overall system throughput can be realized. This is
because a higher number of allocated channels will have been
bit-loaded with CCSI. Therefore, unlike [4], where only the users
whose subchannel SNR exceeds a certain threshold feedback
their channel quality, these results show that when a CAC unit
is employed in conjunction with a scheduler, the queue states
need to also be accounted for when deciding which users should
feedback their CSI to the BS.

When there is no CAC functionality Case 4 (users with high
average SNR feedback their CSI) yields the highest throughput.
This is shown in Fig.10 where the 25 users each request a more
bandwidth intensive service. The absence of CAC is depicted in
Fig 12 which shows the very high queue lengths associated with
Group B users when the packet arrival rate for each of the 25
users equals 3 packets/TTI. The absence of CAC functionality
also leads to poor fairness as can be seen from Fig.11. In terms
of fairness, the Jain factor remains higher for Case 2 regardless
of the CAC scheme. This can be observed in Figs 8,11.

All these results show that as at high velocities, a high amount
of overhead is needed for the BS to work with CSI that is
correlated with the current CSI and the system-wide spectral
resources available for feedback are limited; allowing only the
users with the lowest average SNR to periodically send their
CSI to the BS leads to a better tradeoff between the bandwidth
occupied for feedback and throughput/fairness when an accurate
CAC scheme is employed.
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Figure 7. Spectral Efficiency vs user velocity for the 5 different cases
considered (packet arrival rate =1 packet/user/TTI).

VI. CONCLUSION

This work shows that optimally selecting MCS levels leads
to a performance enhancement when either SCSI or CCSI is
used to perform resource allocation. A comparison between the
SCSI and CCSI schemes shows that the use of CCSI leads to
important throughput gains even under significant user mobility.
Since in a fast fading environment, excessive overhead is required
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Figure 9. Average Queue length for the 5 different cases considered (packet
arrival rate =1 packet/user/TTI, user velocity=40km/hour)

for the scheduler to continuously work with CCSI, we presented
a strategy to optimally use the limited resources reserved for
feedback purposes. Simulation results showed that this strategy
leads to a higher overall fairness and system throughput when
CAC functionality is considered.
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Abstract— The natural or man-made disaster demands an
efficient communication and coordination among first re-
sponders for successful emergency management operations.
During emergency situations such as an earthquake or a
flood, the traditional telecommunication infrastructure may
be damaged and may not provide adequate communication
services to emergency management teams. Mobile ad hoc
networks are used in such type of situations for exchanging
emergency related information. During emergency situation,
the deployed ad hoc communication network may itself be
prone to failures and vulnerable to malicious threats. The
first responders use real-time applications for exchanging
emergency related information, which may create network
congestion. The significant loss of emergency related infor-
mation may cause mismanagement of emergency response
efforts. We propose a reliable routing scheme for post-
disaster ad hoc communication networks, which finds the
shortest possible routes with all reliable nodes. The pro-
posed scheme also detects packet forwarding misbehavior
caused by network fault or congestion in an active route
and reroutes packets through other reliable route. The
performance of the proposed scheme is evaluated in terms of
packet delivery ratio, end-to-end delay and routing overhead
through extensive simulations.

Index Terms— Post-disaster communications, Mobile ad hoc
network, Reliable routing, Broken nodes, Network conges-
tion

I. INTRODUCTION

It is a great challenge for public emergency services to
cope with the crisis situations arising due to natural or
man-made disasters. The most common disasters include
earthquakes, floods and nuclear explosions. It is neces-
sary to provide relevant information to concerned rescue
workers in a timely manner for coping with such disasters
in an effective and coordinated manner [1]–[4]. As coor-
dination requires current information within and among
various rescue organizations in real time, the deployment
of an integrated information and communication system
is essential for efficient, reliable and secure exchange
of information [5]. A large scale emergency response
operation involves multi-organizational teams including
public authorities, volunteer organizations and the media.
These entities work together as a virtual team to save lives
and other community resources [6].

The availability of telecommunication services is of
great importance during emergency situations, as it is

Manuscript received February 05, 2011; revised April 30, 2011;
accepted June 05, 2011

Figure 1. The deployment of an ad hoc communication network at
emergency site

the only means of communication among first respon-
ders, affected people and emergency management centers.
During Hurricane Katrina [7], [8], the existing telecom-
munication infrastructure was badly damaged and the
remaining parts of the network were not able to provide
adequate communication services to the first responders
[9]. In such type of situations, mobile ad hoc networks
[10] are commonly used for exchanging emergency re-
lated information. These networks don’t rely on existing
infrastructure such as access points or base stations and
configure automatically [11] when the network size varies
dynamically. Figure 1 shows the deployment of an ad hoc
communication network in a disaster affected area. The
emergency site ad hoc communication network is con-
nected with emergency management centers, hospitals,
NGOs and media centers through gateway nodes and wide
area network.

An emergency response network comprises of mo-
bile devices such as smart phones and PDAs used by
different rescue workers belonging to different rescue
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organizations. Reliable and robust communication is vi-
tal for successful emergency response operations [9].
The reliability of a network is its ability to perform a
designated set of functions under dynamically changing
conditions. During emergency situation, the deployed
ad hoc communication network may itself be prone to
failures and vulnerable to malicious threats [6]. An ad hoc
communication network failure has life-or-death signifi-
cance during emergency situations. A node may be broken
by experiencing some software or hardware fault which
prevents it from forwarding the packets successfully. A
malicious node may launch a Denial of Service (DoS)
attack [12] to create communication interruptions among
first responders and is beyond the scope of this article. The
first responders use real-time applications for exchanging
emergency related information. The increasing number
of simultaneous communications among first responders
may create congestion in some parts of the network. A
congested node may lack the CPU cycles, buffer space
or available bandwidth to forward packets successfully.
The significant loss of emergency related information may
cause mismanagement of emergency response efforts.

Several reliable routing schemes have been proposed
for mobile ad hoc networks. In weight-based reliable rout-
ing scheme [13], a route having more energy, less error
rate and shorter length is selected for data transmissions.
In cross-layer energy aware reliable routing scheme [14],
the node’s residual energy is used as a route selection
metric. The mobility sensitive routing approach [15] is
a multi-protocol scheme which activates an appropriate
routing scheme based on the mobility pattern of the
network nodes. In distributed long lifetime routing scheme
[16], the source node forwards data through the shorter
route while keeping longer route as backup. In reliable
source routing scheme [17], the source node finds a route
meeting the reliability requirements of the application.
The stable and energy efficient routing scheme [18] uses
node stability and energy efficiency as route selection
metrics. The cross-layer reliable routing scheme [19]
uses received signal strength to find reliable links in
an stable route. The reliable multi-rate ad hoc routing
protocol [20] uses route assessment index (RAI) to find
the shortest possible route with high capacity links. The
reliable dynamic source routing for video streaming [21]
uses service feedback information to compute reliability
of paths. The reliability map based routing (RMR) scheme
[22] constructs reliability maps of deployment region
and performs routing by avoiding compromised cells.
The secure neighbor discovery scheme [23] prevents a
legitimate or a malicious node from being incorrectly
added to the neighbor list of another legitimate node. The
network coding with imperfect overhearing scheme [24]
improves overall system performance in cooperative relay
networks. The secure packet transfer scheme [25] uses
repeated games to identify malicious nodes in wireless
sensor networks.

The proposed schemes use node energy [13], [14], [18],
node mobility [15], route lifetime [16], successful data

transmissions [17], signal strength [19], link capacity [20]
and service feedback [21] as reliability metrics. None
of the schemes addresses dynamic detection of packet
forwarding misbehavior caused by network fault or con-
gestion. We propose a reliable routing scheme for post-
disaster ad hoc communication networks, which finds
the shortest possible routes with all reliable nodes. The
reliability of a node is computed by aggregating its packet
forwarding behavior information. The proposed scheme
also reroutes packets through other reliable route if some
faulty or congested node performs packet forwarding
misbehavior in an active route. The proposed scheme uses
node reliability and end-to-end delay as route selection
metrics.

The rest of the paper is organized as follows. Section
II presents network model. Section III describes the
proposed reliable routing scheme. Section IV comprises
of the simulation results and section V concludes the
paper.

II. NETWORK MODEL

An ad hoc network is modeled as a graph G = (V,E),
where V represents the set of nodes and E represents the
set of links between nodes. A path P of length l consists
of a set of nodes i, j, k, ...., n ∈ V and (i, j) ∈ E. We
assume that the links are bidirectional, so if (i, j) ∈ E
then (j, i) ∈ E. Node i establishes wireless links with all
its neighbors Ni, which are within its transmission range
Ti. If the distance between node i and node j is greater
than Ti, link (i, j) is assumed to be broken. All nodes
are uniformly distributed over the network and each node
moves independently in a random direction with a random
speed. We model the behavior of a faulty or congested
node j through a random variable X(j), which follows
the Bernoulli distribution as follows:

X(j) =

{
1 j forwards packet to k

0 otherwise
(1)

We further assume that a faulty node performs packet
forwarding misbehavior continuously by dropping ran-
dom number of received packets. A reliable node may
perform packet forwarding misbehavior randomly while
experiencing significant congestion.

III. PROPOSED RELIABLE ROUTING SCHEME

The proposed reliable routing scheme comprises of
three major components namely Reliability Manager,
Route Setup and Route Maintenance. The Reliability
Manager is responsible for maintaining reliability infor-
mation about neighbor nodes and stores this informa-
tion in reliability database. The Route Setup establishes
the shortest possible route comprising of only reliable
nodes. If some broken or congested node performs packet
forwarding misbehavior in an active route, the Route
Maintenance is initiated by Reliability Manager to inform
the source node to establish a new reliable route.

550 JOURNAL OF COMMUNICATIONS, VOL. 6, NO. 7, OCTOBER 2011

© 2011 ACADEMY PUBLISHER



Sent Packets

Overheard Packets

Reliability Manager

Sent Packets

R
e
li
a
b
il
it
y

D
a
ta
b
a
s
e

Route Maintenance Route Setup

Figure 2. Reliable routing scheme model

The proposed reliable routing scheme is implemented
by extending Ad Hoc On Demand Distance Vector
(AODV) [26] routing protocol. The AODV routing proto-
col is preferred as it is on-demand, provides fresh enough
routes and is more scalable. The on-demand approach
enables AODV to find routes when desired and reduces
control packet overhead. The sequence numbers act as
time stamps and help AODV to find up-to-date route to a
destination. In AODV, if a node is part of a route, it stores
single entry for the destination in its routing table. This
reduces storage overhead at each node and makes AODV
more scalable. The proposed reliable routing scheme
model is shown in figure 2.

A. Reliability Manager

The Reliability Manager maintains reliability informa-
tion about neighbor nodes by overhearing their transmis-
sion in promiscuous mode [27] and identifies misbehaving
nodes dynamically. In promiscuous mode, if node j is
within transmission range of node i, node i can overhear
transmission to and from node j even if those communica-
tions don’t involve node i. When a data packet is sent by
node i to node j, the Reliability Manager at node i stores
the packet information such as packet ID, source address
and destination address in its buffer and increments the
value of Si,j by one. When node i overhears a packet from
one of its neighbors, it compares the ID, source address
and destination address of the overheard packet with all
entries in its buffer. If there is a match, the Reliability
Manager at node i assumes successful forwarding of the
packet by node j to its next hop and increments the value
of Fi,j by one. The corresponding entry is then removed
from the buffer at node i.

The Reliability Manager at node i evaluates the packet
forwarding behavior of neighbor j for every n con-
secutively forwarded packets. This helps the Reliability
Manager at node i to obtain the latest packet forwarding
behavior of neighbor j. The value of n should be selected
based on certain assumptions. First, the Reliability Man-
ager at node i takes reasonable amount of time to evaluate
packet forwarding behavior of neighbor j. Second, if node
j is a broken node, the packet loss should be minimum.
Third, if node j stay near the boundary of the transmission
range of node i and starts moving away from node i,

node i overhears n packets from node j to complete
its behavior evaluation before node j moves out of its
transmission range. The value of n is computed as the
product of application’s packet rate per second A r and
behavior evaluation time interval ∆t as follows:

n = Ar ×∆t (2)

We assume that all applications generate the same
number of packets per second. When the number of
packets sent by node i to node j reaches n, the Reliability
Manager at node i computes the packet forwarding ratio
of node j as follows:

Pfri,j =
Fi,j

Si,j
(3)

where Si,j = n, Fi,j ≤ n and n > 0

The Reliability Manager at node i categorizes the
packet forwarding behavior of neighbor j in one of
the two categories. If the packet forwarding ratio of
node j is greater than or equal to packet forwarding
threshold Thpfr, it is known as positive behavior of node
j observed at node i, otherwise; it is known as negative
behavior of node j observed at node i. The positive and
negative behaviors of node j observed at node i can be
represented by Bpi,j and Bni,j respectively. If there is a
positive behavior of node j observed at node i, B pi,j is
incremented by one as follows:

Bpi,j =

{
Bpi,j + 1 Pfri,j ≥ Thpfr

Bpi,j Pfri,j < Thpfr

(4)

Similarly, if there is a negative behavior of node j
observed at node i, Bni,j is incremented by one as
follows:

Bni,j =

{
Bni,j + 1 Pfri,j < Thpfr

Bni,j Pfri,j ≥ Thpfr

(5)

If there is a negative behavior of node j observed at
node i, the Reliability Manager at node i initiates the
Route Maintenance to inform the source node to establish
a new reliable route. The value of Thpfr should be
selected in such a way that if node j drops significant
number of received packets, the remaining packets may
be rerouted through other reliable route. After each eval-
uation of node j made by node i, the value of S i,j and
Fi,j is reset to zero.

The Reliability Manager at node i uses Beta probability
density function [28] to compute the expected probability
of positive behavior of neighbor j. The Beta family
of probability density functions is a continuous family
of functions indexed by two parameters α and β. The
Beta distribution f(p|α, β) can be expressed by using Γ

function as follows:

f(p|α, β) = Γ(α+ β)

Γ(α)Γ(β)
p(α−1)

(1− p)(β−1) (6)
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where 0 ≤ p ≤ 1, α > 0 and β > 0

If there is a binary process with two possible outcomes
{x, x̄}, r represents the observed number of outcome x
and s represents the observed number of outcome x̄, then
the probability density function of outcome x in future can
be obtained by setting the values of α and β as follows:

α = r + 1

β = s+ 1 (7)

where r, s ≥ 0.

The probability expectation value of Beta distribution
function is given by:

E(p) =
α

α+ β
(8)

Let r represents the number of positive behaviors of
node j observed at node i i.e Bpi,j , and s represents
the number of negative behaviors of node j observed at
node i i.e Bni,j . The expected probability of the positive
behavior of node j observed at node i can be computed
by using Eq.(7) and Eq.(8) as follows:

E(p)i,j =
(Bpi,j + 1)

(Bpi,j + 1) + (Bni,j + 1)
(9)

where Bpi,j ≥ 0, and Bni,j ≥ 0

The expected probability of positive behavior of a
node also represents its reliability index. If a node’s
expected probability of positive behavior is higher, its
reliability index is also higher and vice versa. During
initial communications, a reliable node may experience
congestion and may drop significant number of received
packets exhibiting negative behavior. It is preferable to
obtain at least m number of behavior evaluations of a
node in order to predict its future behavior. The value
of m should be selected in such a way that it gives
a reasonable evidence about the packet forwarding be-
havior of a node. If a node performs packet forwarding
misbehavior continuously due to some fault, the expected
probability of its positive behavior decreases gradually. If
a node performs packet forwarding misbehavior randomly
due to congestion, the expected probability of its positive
behavior varies accordingly.

Let Ci,j represents the class of node j evaluated by
node i. If node j is reliable, the value of C i,j will be 1
and 0 otherwise. Node i classifies node j based on the
following criteria. If the number of behavior evaluations
made by node i for node j is less than m, node i assumes
node j as a reliable node. Node j is also said to be reliable
if the total number of behavior evaluations made by node
i for node j is greater than or equal to m, and the expected
probability of the positive behavior of node j evaluated
by node i i.e E(p)i,j is greater than or equal to positive
behavior probability threshold Thprob. If the value of

jID ,i jS ,i jF ,i jp
B

,i jn
B

,( )i jE p
,i jPfr ,i jC

Figure 3. The structure of reliability database at node i
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Figure 4. The route maintenance process

E(p)i,j is less than Thprob after m behavior evaluations,
node i assumes node j as unreliable as follows:

Ci,j =

⎧⎪⎨
⎪⎩
1 Bpi,j +Bni,j < m

1 Bpi,j +Bni,j ≥ m,E(p)i,j ≥ Thprob

0 Bpi,j +Bni,j ≥ m,E(p)i,j < Thprob

(10)
The value of Thprob may be selected in such a way

that the maximum number of reliable nodes may be used
for routing packets. For example; a node having an equal
probability of positive and negative behavior may be
selected for routing packets. The Reliability Manager at
node i stores the reliability information about neighbor j
in reliability database as shown in figure 3.

B. Route Maintenance

In traditional AODV [26] routing protocol, the Route
Maintenance is initiated when a link break occurs in
an active route. In our proposed scheme, the Route
Maintenance is also initiated when some node performs
packet forwarding misbehavior in an active route. When
an intermediate node along a given route identifies a
link break or packet forwarding misbehavior, it generates
a Route Error (RERR) message and sends it to the
source node. All nodes including the source node and
the reporting node invalidate the route to the destination
and the source node initiates a new route setup process.
The Route Maintenance process is described in figure
4. When the condition Pfri,j < Thpfr becomes true,
the Reliability Manager at node i assumes node j as a
misbehaving node and sends RERR message to source
node g for finding a new reliable route. Node i, node h
and node g delete the route to destination l from their
routing tables and source node g starts a new route setup
process as described in the following section.

C. Route Setup

The proposed scheme extends the route setup process of
AODV [26] routing protocol to find the shortest possible
route with all reliable nodes. The Route Setup uses
node reliability and end-to-end delay as route selection
metrics. The reliable nodes deliver the packets to desti-
nation with high probability. The shortest possible route
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reduces power consumption in the network as fewer nodes
participate in packet forwarding along a given route. We
assume that the network topology does not change during
the route setup process.

We assume a network where node e is the source and
node k is the destination. When node e wants to send data
to node k and it does not have route to the same, it starts
route discovery by broadcasting Route Request (RREQ)
message to its neighbors Ne. Node e specifies the packet
rate per second Ar in the RREQ packet’s Reserved field.
The nodes in Ne compute the value of n as described
earlier, make reverse route entry for node e and forward
RREQ message to their neighbors. This process continues
until the RREQ reaches at node k. Node k makes reverse
route entry for node e and unicasts Route Reply (RREP)
message to node e along the reverse route. If node k
receives multiple RREQ messages from node e through
different routes, it generates multiple RREP messages and
unicasts them to node e along the reverse routes. This
helps node e to select a route among available routes
consisting of only reliable nodes, as a given route may
have some broken nodes. Node j is said to be downstream
neighbor of node i if node i sends RREQ message to node
j. Similarly, node i is said to be upstream neighbor of
node j if node i receives RREP message from node j.

The decision of route selection is made by the source
and all intermediate nodes along a given route. When
an intermediate node i receives RREP message from its
downstream neighbor j and the downstream neighbor
j is not the destination, node i checks for reliability
information of node j from reliability database R i. If
node j is reliable, node i includes node j in route P i,
makes forward route entry for node k and forwards RREP
message to its upstream node. If node j is unreliable, node
i drops RREP message. This process continues until the
RREP reaches at node e.

Let M represents the number of possible reliable routes
between node e and node k with variable delay such that
P1, P2, P3, ....PM ∈ M . Let ti,j represents the average
transmission delay of link (i, j) on route Pi. If the length
of route Pi is l hops, the average end-to-end delay of
route Pi is computed as follows:

Pid =

l−1∑
i=1

t(i,j)i (11)

The source node e selects the shortest possible route
to destination node k from M available reliable routes as
follows:

Pe,k =

M
min
i=1

Pid (12)

When the source node e selects the route, it makes
forward route entry for destination node k and starts
transmitting data over the established route.

Figure 5 shows the route setup process, where all
network nodes are assumed to be reliable and one reliable
route exists between source e and destination k. Figure 6
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shows the route setup process in the presence of some un-
reliable nodes in the network and multiple reliable routes
exist between source e and destination k. Node i drops
RREP received from node j as node j is unreliable. Node
e receives first RREP message from reliable neighbor l,
makes forward route entry for node k and starts sending
data over the route e → l → m → n → k. Node e ignores
RREP message received afterwards from node f .

Consider a network with k + 1 nodes labeled as n0,
n1, n2,.. , nk, with n0 as the source and nk as the
destination. The current node is represented by n i and
Ri represents the reliability database at node ni. The
upstream neighbor of ni is represented by ni−1 and the
downstream neighbor of ni is represented by ni+1. Let
Ni represents the neighborhood of node n i such that
ni−1, ni+1 ∈ Ni. The RREQb describes the broadcast
of RREQ message and RREPu represents the unicast of
RREP message. Moreover, Ci,i+1 and Ci,j represent the
same information. Algorithm 1 describes the route setup
process.

IV. SIMULATION SCENARIO AND RESULTS

We simulate an emergency response scenario caused
by an earthquake or a flood as shown in figure 1. The
traditional telecommunication infrastructure is assumed
to be totally collapsed and a mobile ad hoc network
comprising of smart phones and PDAs has been es-
tablished for exchanging emergency related information.
The majority of first responders such as medical teams,
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input : Ci,i+1

output: Shortest route with all reliable nodes
set ni = n0

if (ni has route to nk) then
ni : Data ⇒ nk

end
else

ni : RREQb ⇒ Ni

set ni = ni+1

end
repeat

ni ⇐ RREQ : ni−1

ni computes n = Ar ×∆t

ni makes reverse route entry for n0

ni : RREQb ⇒ Ni

set ni = ni+1

until (ni = nk AND ni ⇐ RREQ : ni−1);
if (ni = nk AND ni ⇐ RREQ : ni−1) then

ni makes reverse route entry for n0

ni : RREPu ⇒ ni−1

ni−1 ⇐ RREP : ni

ni−1 makes forward route entry for nk

ni−1 : RREPu ⇒ ni−2

set ni = ni−2

end
repeat

ni ⇐ RREP : ni+1

ni ⇐ Ci,i+1 : Ri

if (Ci,i+1 == 1) then
ni makes forward route entry for nk

ni : RREPu ⇒ ni−1

set ni = ni−1

end
else if (Ci,i+1 == 0) then

ni : Drop ⇐ RREP : ni+1

end
until (ni = n0 AND ni ⇐ RREP : ni+1);
if (ni = n0 AND ni ⇐ RREP : ni+1) then

ni ⇐ Ci,i+1 : Ri

if (Ci,i+1 == 1) then
ni makes forward route entry for nk

ni : Data ⇒ nk

ni ignores pending RREP messages
end
else if (Ci,i+1 == 0) then

ni : Drop ⇐ RREP : ni+1

end
end

Algorithm 1: Route setup process

TABLE I.
SIMULATION PARAMETERS

Parameter Value
Number of nodes 50
Coverage area 1000x1000 meters
Propagation model Two ray ground
Mobility model Random way point
MAC protocol 802.11
Routing protocol AODV, AODVr

Radio range 250 meters
Channel bandwidth 11Mbps
Traffic type CBR
Packet size 512 bytes
Application’s packet rate Ar 100 packets per second
Behavior evaluation time interval 5 seconds
∆t
Node movement speed 0-10 meter per second
Interface queue size 100 packets
Positive behavior probability 0.5
threshold Thprob

Minimum number of behavior 10
evaluations m
Packet forwarding threshold 0.2-0.8
Thpfr

Simulations time 1000 seconds

NGO teams and fire fighters are engaged in saving the
life of trapped survivors at the disaster site. Some first
responders use ambulance services to transfer the victims
to remote hospitals. The mobile nodes choose random
destinations and move towards those destinations with
different movement speeds. The mobile nodes stay at a
particular place for random period of time and then move
to next destinations. We simulate the faulty node behavior
as a node which drops alternate received packets. We
assume that on average, there are three to five simulta-
neous communications in the network at a time and we
name it as an average traffic load. The simulations are
run by using NS2 [29] simulator. The performance of
the proposed scheme is evaluated against the traditional
AODV scheme in terms of packet delivery ratio, end-
to-end delay and routing overhead. For convenience,
we name our proposed scheme as reliable AODV and
represent it by AODVr . The simulation parameters are
summarized in table I.

Figure 7, figure 8 and figure 9 show the packet delivery,
end-to-end delay and routing overhead performance of
the proposed scheme in a network having some broken
nodes with an average network traffic and random node
mobility speed. When all network nodes are reliable, the
packet delivery ratio of AODV and AODVr is almost
similar. The proposed scheme identifies and isolates faulty
nodes dynamically, so its packet delivery ratio increases
with the increasing number of faulty nodes against the
traditional scheme. The end-to-end delay performance
of the proposed scheme is also better as it switches to
new routes while experiencing random congestion. The
proposed scheme finds additional routes to avoid faulty or
congested nodes, so its routing overhead increases against
the AODV routing scheme. The overall performance of
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Figure 7. Packet delivery performance in a network having some broken
nodes with an average network traffic and random node mobility speed
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Figure 8. Delay performance in a network having some broken nodes
with an average network traffic and random node mobility speed
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Figure 9. Routing overhead performance in a network having some
broken nodes with an average network traffic and random node mobility
speed

the proposed scheme improves at lower value of packet
forwarding threshold, as the frequency of route mainte-
nance calls decreases.

Figure 10, figure 11 and figure 12 show the packet
delivery, end-to-end delay and routing overhead perfor-
mance of the proposed scheme in a network having all
reliable nodes with variable network traffic and random
node mobility speed. At low traffic load, the packet
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Figure 10. Packet delivery performance in a network having all reliable
nodes with variable network traffic and random node mobility speed
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Figure 11. Delay performance in a network having all reliable nodes
with variable network traffic and random node mobility speed

delivery ratio of AODV and AODVr is almost similar
as there is no significant congestion. As the network
traffic increases and there is some random congestion,
the packet delivery ratio of AODVr improves. When
the network traffic increases significantly, the level of
congestion also increases and the packet delivery ratio
of AODVr degrades due to increasing number of route
maintenance calls. The end-to-end delay of the proposed
scheme remains almost similar to that of AODV for
variable network traffic. The routing overhead of AODV r

increases as the frequency of route maintenance calls
increases to avoid significant network congestion.

Figure 13, figure 14 and figure 15 show the packet
delivery, end-to-end delay and routing overhead perfor-
mance of the proposed scheme in a network having all
reliable nodes with an average network traffic and variable
node mobility speed. The packet delivery ratio, end-to-end
delay and routing overhead performance of AODV and
AODVr is almost similar for lower packet forwarding
threshold value. However, there is some overlapping in
the packet delivery and end-to-end delay performance of
AODV and AODVr if the value of packet forwarding
threshold increases. The routing overhead of AODVr

increases than AODV as the node mobility speed and the
value of packet forwarding threshold increases.
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Figure 12. Routing overhead performance in a network having all
reliable nodes with variable network traffic and random node mobility
speed

0 2 4 6 8 10
94

95

96

97

98

99

100

Node Movement Speed (Mps)

P
a
ck

e
t 
D

e
liv

e
ry

 R
a
tio

 (
P

e
rc

e
n
ta

g
e
)

AODV
AODV

r
, Th

pfr
=0.2

AODV
r
, Th

pfr
=0.8

Figure 13. Packet delivery performance in a network having all reliable
nodes with an average network traffic and variable node mobility speed
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Figure 14. Delay performance in a network having all reliable nodes
with an average network traffic and variable node mobility speed

V. CONCLUSION AND FUTURE WORK

We propose a reliable routing scheme for post-disaster
ad hoc communication networks, which finds the shortest
possible routes with all reliable nodes. The proposed
scheme also detects packet forwarding misbehavior dy-
namically and reroutes packets through other reliable
routes. The performance of the proposed scheme is com-
pared against the traditional scheme in terms of packet
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Figure 15. Routing overhead performance in a network having all
reliable nodes with an average network traffic and variable node mobility
speed

delivery ratio, end-to-end delay and routing overhead.
The proposed scheme performs better in terms of packet
delivery ratio and end-to-end delay with a reasonable
increase in routing overhead, when the network contains
some broken nodes, there is an average network traffic
and the nodes move with random mobility speed. If
the network contains all reliable nodes, there is variable
network traffic and the nodes move with random mobility
speed, the packet delivery ratio, end-to-end delay and
routing overhead of the traditional and the proposed
schemes almost match. The packet delivery ratio, end-
to-end delay and routing overhead performance of the
proposed scheme is almost similar to that of the traditional
scheme, when the network contains all reliable nodes,
there is an average network traffic, the nodes move with
variable mobility speeds and the value of packet forward-
ing threshold decreases. However, the packet delivery and
end-to-end delay performance of the traditional and the
proposed schemes overlap with a little increase in routing
overhead, if the value of packet forwarding threshold
increases. We are in the process of extending the proposed
scheme to address malicious node behavior in addition to
network fault and congestion.
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Abstract—Signal Processing in modern era, involves 

rigorous applications of various evolutionary algorithms 

such as Genetic Algorithm (GA), Particle Swarm 

Optimization (PSO) and Differential Evolution (DE) for the 

optimized design of aerodynamic shape, automated mirror, 

digital filter, computational intelligence etc. DE has been 

judged to be quite effective in designing different types of 

digital filter with good convergence behavior. The 

performance of the DE optimization technique could be 

improved to a further extent if the values of the two control 

parameters namely “Weighting Factor” and “Crossover 

Probability”, be chosen properly. In this paper, the effect of 

these two control parameters on the design of low pass FIR 

digital filter has extensively been studied. The impact of 

these control parameters on the convergence behavior of the 

DE technique has also been presented. The performance of 

the DE optimized filter has been adjudicated in terms of its 

magnitude and impulse responses. In addition, the DE 

optimized filter has been utilized as a pulse-shaping filter in 

a Quadrature Phase Shift Keying (QPSK) modulated 

system and its performance has further been studied in 

terms of Bit Error Rate (BER). Finally, the optimized values 

of the „‟Weighting Factor‟‟ and “Crossover Probability” for 

this specific modulated system design problem has been 

recommended. Experimentally measured Eye diagrams 

have also confirmed the optimized values. 

 

Index Terms—Cost Function, Crossover Probability, DE, 

Eye diagram, Finite-Duration Impulse Response (FIR) 

filter, Pulse-Shaping Filter, Weighting Factor. 

I. INTRODUCTION 

Digital Filters are frequency selective systems, which 

are used to pass a certain range of frequency and to stop 

another range of frequency. They are actually 

characterized by their impulse responses. Depending 

upon the duration of the impulse response, digital filters  

are classified as Finite-Duration Impulse Response (FIR) 

and Infinite-Duration Impulse Response (IIR) filters. 

Stable and linear phase FIR filter can be implemented 

quite easily under certain constraints [1]-[3]. These 

properties of FIR filter make it very much attractive for 

use in various digital communication systems. In mobile 

communication system, different types of FIR filters are 
being used as a transmitting pulse-shaping filter [4].  

Different techniques have been used for the design of 

FIR filter, which includes window-based method, 

frequency sampling method and Parks-McClellan 

equiripple algorithm [1]. Of late, various evolutionary 

algorithms are also being used for this purpose.  

An FIR filter design process using Genetic Algorithm 

(GA) has been presented in [5]. It requires a minimum 

number of GA parameter adjustments and the main part 

has been developed using the Gallops GA tool [6]. The 

frequency response of the designed FIR filter shows that 
for short transition band, it can be an alternative to the 

Parks-McClellan method [7]. It has also been mentioned 

in [5] that the design tool works well for symmetric, anti-

symmetric, odd and even order FIR filters. 

The design of low-pass and band-pass FIR digital 

filters using Particle Swarm Optimization (PSO) has been 

presented in [8]. In this paper, the utility of various error 

norms namely Least Mean Square (LMS) and Minimax 

along with their impact on the convergence behavior of 

the optimization technique has been focused. Finally, it 

has been established that PSO using Minimax strategy 

offers faster convergence speed than LMS strategy [8]. 
Shing-Tai Pan et.al. [9] have emphasized on the 

application of Differential Evolution (DE) algorithm for 

the design of robust and stable digital filter. It has been 

established that the performance of DE is much superior 

to that of GA in terms of the convergence behavior in the 

context of filter design problem with due consideration of 

robust stability. 
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The design of a linear-phase low-pass FIR filter using 

DE algorithm has also been described in [10]. The 

designed low-pass filter has further been extended as a 

pulse-shaping filter in a Quadrature Phase Shift Keying 

(QPSK) modulated system and the resulting system 

performance has been studied by means of various 
performance parameters such as Error Vector Magnitude 

(EVM), Signal to Noise Ratio (SNR) and Waveform 

Quality Factor. It has also been established that the 

proposed filter outperforms the standard Raised Cosine 

(RC) and Root Raised Cosine (RRC) filters in terms of 

the above mentioned parameters.  

An efficient technique for adapting control parameter 

settings, associated with DE has been described in [11]. 

The algorithm presented in this paper shows good 

performance on numerical benchmark problems. It has 

been established that the self-adaptive control parameter 
setting algorithm performs better than or at least 

comparable to standard DE and other evolutionary 

algorithms found in the literature, as far as the quality of 

the solution is concerned. 

The impact of the Weighting Factor on the 

convergence behavior of the DE algorithm for the design 

of low-pass filter has been critically studied in [12]. The 

performance of the designed filter has properly been 

analyzed and also been measured practically. From the 

experimental results, it has been established that the FIR 

filter designed with a Weighting Factor value of 0.7 gives 

the best performance in terms of convergence speed, 
magnitude response, impulse response and other 

performance parameters. 

In this paper, we have critically studied the impact of 

two very important control parameters associated with 

DE, i.e., ―Weighting Factor‖ and ―Crossover Probability‖ 

on the convergence behavior of the algorithm for efficient 

design of low-pass FIR filter. The effect of these 

parameters on the performance of FIR pulse-shaping 

filter has also been evaluated in QPSK modulated system. 

The magnitude response, the impulse response and the 

Bit Error rate (BER) have mainly been measured with 
different combinations of ―Weighting Factor‖ (F) and 

―Crossover Probability‖ (CR). 

II. THEORETICAL BACKGROUND 

A. Differential Evolution 

A new floating-point encoded DE algorithm for global 

optimization has been proposed by Storn and Price [13]. 
The effectiveness, efficiency and robustness of the DE 

algorithms are greatly dependent on the settings of the 

few control parameters [14]. The fundamental 

characteristics of evolutionary algorithm dictate that each 

population member should undergo initialization, 

mutation, recombination and selection processes, during 

each iteration [15]. 

The process of mutation expands the search space, 

where a mutant vector is generated in accordance with 

the following equation [15]: 

PixxFxv GrGrGrGi ,.....,2,1);( ,,,1, 321
     (1)                                                                                         

where
Gri

x ,
are the parameter vectors of the previous 

generation, 
1,Giv is the mutant vector of the current 

generation and P is the total number of populations. 

During the process of recombination, the elements of 

the donor vector enter the trial vector with a certain 

probability, named crossover probability. Thus the trial 

vector ui,G+1 is of the form [15]: 
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with Pi ,...,2,1 , Dj ,...,2,1 and 
ijrand ,
is a 

random number within the set [0, 1] that has to be 

generated in each iteration of the algorithm for each 

population member and for each of the parameters that 

we want to optimize. 

In the final step of DE, the trial vector is compared 
with the target vector of previous generation and the one 

with lower cost function is permitted to make an entry to 

the next generation. This has been summarized 

mathematically as follows [15]: 
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There are only two control parameters associated with 

the traditional DE algorithm. The choice of these two 

parameters, namely mutation control parameter and 

recombination control parameter, is very important in any 

design problem incorporating DE. It has been found in 

the literature that the value of mutation control parameter 
is more sensitive than the other.  

Various methods of adapting two important control 

parameters of DE algorithm have been reported in [16]-

[20]. A Self Adaptive Differential Evolution (SADE) has 

been proposed in [16] where an appropriate learning 

strategy and suitable control parameters have been self-

adapted in accordance with some learning experience. 

Another new version of DE called Fuzzy Adaptive 

Differential Evolution (FADE) has been reported in [17] 

to control the DE parameters dynamically in a more 

efficient manner than traditional DE. Different versions 
of adaptive and self-adaptive DE algorithm have been 

compared in [18]. The comparison results show that the 

jDE algorithm performs better than FADE and DESAP 

algorithms and self-adaptive jDE-2 algorithm gives 

comparable result on benchmark functions as SADE 

algorithm. Different opinions regarding the choice of 

control parameters associated with DE technique have 

been discussed in [19]-[20] where it has been mentioned 

that DE algorithm is much more sensitive to the choice of 

weighting factor than the others. Determination of the 

suitable values for the control parameters of DE 
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algorithm, for a particular design problem is still a vast 

area of research. 

The work carried out in [15] has not considered the 

variation of the control parameters to judge the 

performance of the application. Thus, from application 

point of view it is incomplete. In our work, we have 
further extended the ideas described in [15] to find out 

the optimized values of the two useful control parameters 

of DE algorithm applied to filter design problem, namely 

―Weighting Factor‖ and ―Crossover Probability‖ in a 

particular fashion, which is widely different from those 

described in [16]-[20]. In order to accommodate the 

practical aspect of this design problem, it has been 

successfully used as a pulse-shaping filter in a QPSK 

modulated system and its performance has been studied. 

From this study, it has been established that the filter 

designed with the optimized values of the control 
parameters of DE algorithm also performs quite 

satisfactorily as a pulse-shaping filter in a QPSK 

modulated system.      

B. Role of Pulse-shaping filter in communication system  

In digital communication system, the symbols are 

transmitted in the form of different pulses over a band 
limited channel. However, due to practical channel 

impairment there is considerable spreading of these 

pulses in the time domain resulting in interference 

amongst the transmitted symbols. This phenomenon, well 

known as Inter Symbol Interference (ISI) is mainly 

responsible for making the overall system performance to 

deteriorate. Elimination of this interference as far as 

practicable, is of primary concern to the digital 

communication system designer [21]-[22]. The pulse-

shaping technique has been used extensively in reducing 

system ISI to a great extent and thereby resulting in lower 
BER values.  

Pulse shaping is usually done at the transmitter end 

prior to the digital modulation by means of a pulse-

shaping filter [21]-[22]. In order to make a digital filter to 

act as a proper pulse-shaping filter, it has to satisfy the 

Nyquist minimum bandwidth criterion to ensure near 

zero ISI under the worst-case condition. Thus the transfer 

function of the Nyquist minimum bandwidth filter can be 

represented mathematically as follows [21]-[22]:  

 

,0

,1
)( j

Nyquist eH
Nyquist

Nyquist0
                (4)    

 

where NyquistNyquist f.2 is the cut-off frequency in 

rad/pi and 2/sNyquist ff is the cut-off frequency in 

Hz of the Nyquist filter and sf is the symbol rate of the 

input data in Hz. The minimum bandwidth Nyquist filter 

is actually an ideal, brick-wall low pass filter that requires 
an infinite number of filter sections to synthesize the 

sharp attenuation slope in the stop band. This concept is 

very difficult to realize in practice. The practically 

realizable pulse shaping filters used in various digital 

communication systems include Raised Cosine (RC) and 

Root Raised Cosine (RRC) pulse shaping filters [21]-

[22].  These filters can be realized with a finite number of 

filter sections and hence are widely accepted as a pulse- 
shaping filter in practice [23]. 

III. PROBLEM FORMULATION 

The main objective of this work has been to utilize DE 

technique to find out the optimum solution vector 

opth of dimension D over the search space 
DS that can 

well represent the impulse response of a linear-phase 

low-pass FIR filter. The optimization procedure has been 

carried out in such a way that it takes care of the impact 

of various control parameters of DE. Mathematically, the 

choice of  opth  has been outlined as:  

  )h( ) h( ,F,Fopt, optopt optopt CRCR  

}{, D

opt Shh                                                     (5) 

where () signifies the associated cost function. 

Equation (5) has been implemented by considering the 

effect of two control parameters of DE, i.e. ―Weighting 

Factor‖ (F) and ―Crossover Probability‖ (CR). Since DE 

is more sensitive to the choice of Weighting Factor, it has 

been optimized first prior to the optimization of 

―Crossover Probability‖. The optimum value of 

―Weighting Factor‖
optF , from a vector of sample 

Weighting Factors ],.....,,[
121 mS FFFF  has been 

located according to: 

F
CRF,FCRF,opt, ) h( ) h(

nomoptnom
 

FFopt  & Sopt FFF ,                                  (6) 

In the above equation, the value of the Crossover 

Probability has been kept at its nominal value nomCR . 

Thereafter, the value of
optF has been employed in place 

of Weighting Factor in order to find out the most 

favorable value of Crossover Probability for this specific 

filter design problem. Selection of the most suitable 
Crossover Probability has been made from a vector of 

sample Crossover Probabilities 

],.....,,[
221 mS CRCRCRCR . The necessary scheme 

has been illustrated as: 

CR
,FCR,Fopt, ) h( ) h(

optoptopt CRCR  
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CRCRopt  & Sopt CRCRCR ,                    (7) 

The values of 
optF  and 

optCR , as obtained from 

Equations (6) and (7) respectively, represent the optimum 

values of the two control parameters for this specific 
filter design problem.  

The termination of any optimization process is largely 

determined by the choice of the cost function, associated 

with it. This paper attempts to observe the impact of 

control parameters on the effective design of low-pass 

FIR filter. Hence, the deviation of the magnitude 

response of the designed filter from that of the ideal one 

has been considered as a metric to realize the cost 

function of the design methodology.   

The ideal frequency response of a low pass digital filter is 

given by the following equation [1], [21]: 

;0

;1
)( j

ideal eH   

c

c0
                              (8)                                                                              

If the impulse response of the digital filter is of finite 

duration, then the transfer function of such a filter is 
related to its impulse response as shown [1], [21]:                                                                                         

nj
L

n
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j

ideal enheH
0

][)(                                    (9) 

where ][nhideal  is the impulse response of the ideal FIR 

filter of length L+1. 

When the ideal frequency response is sampled in the 

frequency domain at an equal interval, the resultant 

sampled frequency response is of the following form : 

NkeHkH k

j
idealideal

k /,)()( ,        

Nk ,.....,2,1                                                           (10)           

where N is the number of frequency samples. 

DE technique can be used to find the impulse response 

of the low pass FIR digital filter. Let h (n) denotes the 

impulse response of the FIR filter obtained using the 
optimization technique. Then the resulting frequency 

response of the designed filter can be characterized 

mathematically as follows [1]:  

L

n

njj enheH
0

][)(                                           (11)                                                                                        

The frequency-sampled version of the designed filter is 

defined by: 

NkeHkH k

j k /,)()( Nk ,.....,2,1 (12)                                    

The value of the sampled error function between the 

desired magnitude response and the DE obtained 

magnitude response at any frequency is given by: 

,)()()( kHkHkE ideal Nk ,.....,2,1           (13)                                                                                  

If the error value is lower, the actual magnitude 

response is closer to the ideal one. This can be achieved 

by using DE algorithm wisely. In our design problem, we 

have used the minimax error as the averaged cost 

function for the DE optimization technique. Here our 

goal is first to find out the maximum value of the 
sampled error function for all the members of the 

population and then to identify that particular member 

which yields the minimum of these maximum error 

values. So, the minimax error can now be written 

mathematically 

)},(max{ kEError Nk ,.....,2,1                  (14)                                                                                   

)},(min{max iErrorErrorMini Pi ,.....,2,1   

                   (15)                                                                             

Using (11), (13) and (14), equation (15) can be rewritten 

as: 

})()(max{
1

N

j

jwjw
ideal

jj eHeHError         (16)                                                                                   

where P is the number of populations and N is the total 

number of frequency samples. The primary objective 

behind this work is to reduce the error under the worst- 
case condition.  

Based on the above mathematical model, the 

developed algorithm has been presented below: 

 

Step 1: Choose the length of the FIR filter and the value 

of the cut-off frequency. 

Step 2: Initialize the size of population, maximum 

iteration number, mutation strategy, crossover 

scheme, value of the weighting factor & 

crossover probability, threshold value of the cost 

function and initial value of each element of the 

population vector. 
Step 3: Allow the process of mutation, crossover and 

selection to occur subsequently between the 

members of the population. 

Step 4: Go to step 3 until and unless the value of the 

averaged cost function is less than the threshold 

specified during the initialization phase.   

Step 5: Identify the member of the population yielding 

the minimum cost function and accept it as the 

impulse response of the designed FIR filter. 

 

Various parameters of the above mentioned algorithm 
have been selected as follows: 

    Length of the FIR filter: 8 

    Value of the cut-off frequency:  0.5 rad /pi 

    Size of population: Three different population sizes,    

    namely 40, 80 and 100. 

    Maximum iteration number: Nine different iteration   

    numbers, namely 10, 20, 40, 60, 80, 100, 200, 400 and   

    500. 

    Mutation strategy: DE/rand/1 

    Crossover scheme: Binary 

    Sample value of the Weighting Factor: Four different      
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    sample values, namely 0.3, 0.5, 0.7 and 1.0. 

    Sample value of the Crossover Probability: Four     

    different sample values, namely 0.3, 0.5, 0.7 and 0.9. 

    Threshold value of the cost function: 0.0001 

    Initial value of each element of population vector:    

    From the set [-1, 1].    

IV. SIMULATION RESULTS 

Fig. 1 represents the convergence behavior of the DE 

optimization technique for four different values of 

Weighting Factors (F), namely 0.3, 0.5, 0.7 and 1.0 for a 

specific Crossover Probability of 0.5, using minimax 

error as the averaged cost function.  

The comparison of the figures below shows that for 

F=0.3, the curves for the averaged cost function need a 

large number of iterations to converge for all the 

specified population sizes. When the value of the F is 

increased to 0.5, the algorithm needs only one fifth of its 
iterations to converge. This is a great achievement in 

respect of convergence speed of the DE algorithm. 

Further improvement in the convergence speed is 

observed   when the value of the Weighting Factor (F) is 

increased from 0.5 to 0.7. However, if the value of F is 

increased further to 1.0, there is hardly any improvement 

in the convergence speed of the algorithm. Accordingly 

for the FIR pulse-shaping filter design problem, the 

optimized value of Weighting Factor (F) can now be 

recommended as 0.7 irrespective of Population sizes. 

 

 

(a)  

 
(b)  

 

 
(c)  

  

(d)   

Figure 1.  Convergence behavior of  DE in design of low-pass FIR 

filter with CR=0.5 (a)  F = 0.3   (b) F=0.5, (c) F=0.7 and (d) F=1.0 

The above results can conveniently be summarized in 

a much compact form by plotting the variation of 

averaged cost function with Weighting Factor F as shown 

in Fig. 2. Fig. 2 confirms the fact that the lowest value of 

the averaged cost function i.e. error value is obtained for 

F=0.7, after which there is hardly any variation in the 

averaged cost function value.   

 

Figure 2.  Variation of  averaged cost function with Weighting Factor 

(F) 
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The performance of the FIR filter with the variation of 

F has been analyzed by plotting the magnitude response 

of the filter as shown in Fig. 3 with number of iterations 

being 100. 

 
(a)  

 
(b)  

 

 
(c)  

 
(d)  

Figure 3.  Magnitude response of designed low-pass FIR filter with 

CR=0.5 (a) F=0.3 (b) F=0.5 (c) F=0.7 (d) F=1.0 

From the above figures, it can be clearly seen that the 

designed low-pass FIR filter shows better performance in 

terms of attenuation in the stop band, when the value of F 

is set to 0.7. More explicitly, when F is equal to 0.5 or 

1.0, the maximum attenuation at a frequency of 0.8 rad/pi 

is almost equal to 30 dB. Whereas, for F = 0.7, the 

maximum attenuation at the same frequency is 
approximately found to be 50 dB. However, in terms of 

the performance in the pass band, FIR filter designed 

with the maximum population size exhibits a response, 

which is very close to the ideal one irrespective of the 

values of the Weighting Factor. Thus from these 

magnitude response plots we can infer that when the 

Weighting Factor (F) is set to a value of 0.7, the low-pass 

FIR filter shows the best result. Hence from the 

performance point of view, the optimized value of F is to 

be considered as 0.7 for the efficient design of low-pass 

FIR filter. 
The performance of the FIR filter has also been 

evaluated in terms of its impulse response. The nature of 

the impulse response of the designed low-pass FIR filter 

for three different values of the Weighting Factor (F) has 

been depicted in Fig. 4 each for population size (P) = 100 

and number of iterations (I) of 100.  

From the figures below it is quite evident that the 

impulse response of the FIR filter with F = 0.7 gives the 

best result as it shows less amount of side lobe variation 

compared to others. Less number of side lobes with 

smaller amplitude will result in a lower value of ISI if the 

DE optimized FIR filter with F=0.7 is used as a pulse-
shaping filter in a QPSK modulated system.  
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(a)  

 
(b)  

 
(c)  

 
(d)  

Figure 4.  Impulse response of  the designed low-pass filter with 

CR=0.5 (a)  F = 0.3   (b) F=0.5, (c) F=0.7 and (d) F=1.0 

Keeping the control parameter F at its optimized value of 

0.7, the impact of another control parameter, namely 

Crossover Probability (CR) on the convergence behavior 

of the DE algorithm has next been studied, as presented 

in Fig. 5.  

 
(a)  

 
(b)  
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(c)  

 
(d)   

Figure 5.  Convergence behavior of  DE in design of low-pass FIR 

filter with F=0.7 (a)  CR = 0.3   (b) CR=0.5, (c) CR=0.7 and (d) CR=0.9 

It can be observed from Fig. 5 that the convergence 

behavior of DE is less sensitive to the control parameter 

―Crossover Probability‖ for population sizes of 80 and 

100. But corresponding to population size of 40, it shows 

a considerable improvement in the convergence speed 

when the value of ―Crossover Probability‖ is varied from 

0.3 to 0.5. However, further higher values of ―Crossover 

Probability‖ hardly show any considerable improvement 
in the convergence speed. Hence considering the above 

facts, the optimum value of ―Crossover Probability‖ can 

be considered as 0.5 when F = 0.7.  

The above facts have also been presented in a concise 

manner in Fig. 6, which clearly indicates that the 

optimum value of ―Crossover Probability‖ could be 

considered as 0.5.    

 

Figure 6.  Variation of averaged cost function with Crossover 

Probability (CR) 

The magnitude response of the FIR filter for different 

values of ―Crossover Probability‖ has been presented in 

Fig. 7, with the optimized value of the ―Weighting 

Factor‖ as 0.7. The curves corresponding to Fig. 7 have 
been plotted with the values of population size and 

number of iterations, both to be 100.   

 
(a)  

 
(b)  
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(c)  

 
(d)  

Figure 7.  Magnitude response of designed low-pass FIR filter with 

F=0.7 (a) CR=0.3 (b) CR=0.5 (c) CR=0.7 (d) CR=0.9 

A close inspection of the above curves shows that the 
pass band behavior of the designed filter for different 

values of ―Crossover Probability‖ is almost similar. 

Where as the stop band behavior shows supremacy for 

CR = 0.5. This can be clearly explained by considering a 

particular frequency of 0.8 rad/pi. At this frequency, the 

stop band attenuation is around 120 dB for CR = 0.5, 

where as, for other values of CR, the stop band 

attenuation varies between 20 to 40 dB.     

The nature of the impulse responses of the FIR filter, 

designed with the optimized value of F and four different 

sample values of CR, has been depicted in Fig. 8. Each of 
the impulse responses has been obtained with a 

population size (P) of 100 and number of iterations (I) 

also of 100.  

Fig. 8 illustrates that impulse response obtained with a 

CR value of 0.5 yields the best response amongst the four 

as it includes less number of side lobes with quite 

insignificant amplitudes of them. Consequently, it will 

result in less interference amongst the succeeding and 

preceding pulses in a band limited digital communication 

system.  

 
(a)  

 
(b)  

 
(c)  
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(d)   

Figure 8.   Impulse response of  the designed low-pass filter with  

F=0.7 (a)  CR = 0.3   (b) CR=0.5, (c) CR=0.7 and (d) CR=0.9 

The above fact has also been substantiated by 

recording the In-phase Eye diagrams of the QPSK 

modulated system based on the DE designed FIR filter 

using Agilent E4438C 250 KHz–3 GHz ESG vector 

signal Generator (VSG), E4405B 9 KHz– 13.2 GHz 

ESA-E Series Spectrum Analyzer together with 89600 
Vector Signal Analyzer (VSA) version 5.30 software, for 

F = 0.5, 0.7 and 1.0 as shown in Fig. 9, each for 

Population Size (P) = 100 and number of Iterations of 

100.   

 

    During measurement, the VSG has been characterized 

in the following ways: 

Baseband data  : pn-sequence of length 63 

Symbol rate  : 25 Ksps 

Pulse-shaping filter : User defined FIR 

Modulation type  : QPSK 
Carrier amplitude  : 0dBm 

Carrier frequency  : 10 MHz 

    Following options have been set in VSA software:  

Reference filter  : user defined 

Measurement filter : off 

Symbol rate  : 25 KHz 

Modulation format : QPSK 

Result length  : 256 symbols 

Points/symbol  : 5 

 

 

 
(a)  

 

 

 
(b)  

 

 
(c)  

 

 
(d)   

Figure 9.  Eye diagram of  the designed low-pass filter with CR=0.5  

(a)  F = 0.3   (b) F=0.5, (c) F=0.7 and (d) F=1.0 

Comparison of the above figures shows that the Eye 

width and hence the Eye opening for the FIR filter with 

F=0.7 is slightly more than those with F=0.5 and F=1.0. 

Since the open part of the Eye represents the time over 

which the signal can be sampled with fidelity, larger the 

Eye opening, less the effect of ISI. It is also prominent 

that the effective crossover region of the Eye diagram and 

hence the amount of jitter present in the signal is less for 
F=0.7 as compared to others. Hence from the system ISI 

point of view, the FIR filters with F=0.7 provides the 

optimized performance. 

The effect of ―Crossover Probability‖ (CR) on the In-

phase Eye diagrams of the QPSK modulated system has 

also been demonstrated in  Fig. 10.  Fig. 10 reflects the  

fact that the best Eye diagram is obtained with CR = 0.5, 

which again supports the other measured results.   
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(a)  

 

 
(b)  

 

 
(c)  

 

 
(d)  

Figure 10.  Eye diagram of  the designed low-pass filter with F=0.7     

(a)  CR = 0.3   (b) CR=0.5, (c) CR=0.7 and (d) CR=0.9 

To study the effect of the ―Weighting Factor‖ (F) on 

the BER performance of the QPSK modulated system, 

the DE optimized filter has been used as a pulse-shaping 

filter. Table I depicts the variation of the BER with 

Weighting Factor (F) when the parameter ―Crossover 

Probability‖ (CR) has been maintained at a value of 0.5.  

 
TABLE I  

VARIATION OF BER WITH WEIGHTING FACTOR (F) 

(CR=0.5) 

Population 

Size 
F=0.3 F=0.5 F=0.7 F=1.0 

40 0.4762 0.4921 0.5079 0.4603 

80 0.4762 0.4921 0.4286 0.4556 

100 0.4687 0.4603 0.3651 0.3810 

 

Table I clearly indicates that the resulting BER value 

largely depends on the choice of the Weighting Factor. It 

is quite apparent that for the larger population size, the 

BER of QPSK modulated system attains its minimum 

value when the Weighting Factor is chosen to be 0.7. 

The effect of another control parameter ―Crossover 
Probability‖ (CR) on the BER performance of QPSK 

modulated system has been presented in Table II when 

the value of ―F‖ has been maintained at its optimized 

value i.e. 0.7.   

 
TABLE II  

VARIATION OF BER WITH CROSSOVER  PROBABILITY (CR) 

(F=0.7) 

Population 

Size 
CR=0.3 CR=0.5 CR=0.7 CR=0.9 

40 0.4762 0.4921 0.4762 0.4921 

80 0.4762 0.4286 0.4603 0.4603 

100 0.4762 0.3651 0.4762 0.4603 

 

From the numerical data presented in Table II, it is 

clear that once the control parameter ―F‖ is maintained at 

its optimized value of 0.7, the corresponding optimized 

value of ―CR‖ is found to be 0.5.   

From the detailed discussion of the above 

measurement results, the final outcome of this work i.e. 

the optimized values of the control parameters ―F‖ and 
―CR‖ have been presented in Table III. 

 
TABLE III  

OPTIMIZED VALUES OF ―F’ & ―CR‖ 

 
Different 

values of ―F‖ 

used 

Optimized 

value of ―F‖ 

Different 

values of 

―CR‖ used 

Optimized 

value of ―CR‖ 

0.3 

 

0.7 

0.3 

 

0.5 

0.5 0.5 

0.7 0.7 

1.0 0.9 

  

Finally it is now recommended that the FIR filter 

designed with a ―Weighting Factor‖ of 0.7 and 

―Crossover Probability‖ of 0.5 provides the best 

performance in terms of convergence speed, magnitude 

response, impulse response and BER performance, 

supported with practically measured Eye diagrams when 
used as a pulse-shaping filter in a QPSK modulated 

digital communication system. 

V. CONCLUSION 

DE is a very useful optimization technique that 

exhibits a very good convergence property using less 

number of control parameters. The values assigned to 

those parameters have a great impact on the convergence 

speed of the algorithm since the averaged cost function 

depends significantly on those parameter values. 

Accordingly, the right choice of these parameters is of 

paramount importance in any particular application 

utilizing this evolutionary algorithm. In this paper, we 
have investigated the effect of two control parameters of 

DE, namely ―Weighting Factor‖ (F) and ―Crossover 

568 JOURNAL OF COMMUNICATIONS, VOL. 6, NO. 7, OCTOBER 2011

© 2011 ACADEMY PUBLISHER



 
 

 

Probability‖ (CR) on the convergence behavior of the 

algorithm, applied in FIR filter design problem. 

Analyzing our simulation results, we have recommended 

the optimized value for the Weighting Factor (F) and the 

Crossover Probability (CR) for this specific design 

problem when used as a pulse-shaping filter in a QPSK 
modulated system. The optimized value of the control 

parameters have also been equally supported by 

experimentally measured Eye diagrams.   
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Abstract— In this paper, an Adaptive Receiver Power Rout-
ing (ARPR) protocol technique for Mobile Ad Hoc wireless
network is proposed. The adaptive receiver power routing
(ARPR) protocol evaluates the effect of environment, and
signal path loss on a mobile ad hoc wireless network
quality of service (QoS) and throughput performance. The
proposed technique is incorporated into Dynamic Source
Routing (DSR) protocol. Mathematical analysis supported
by computer simulations is used to validate the scalability of
the proposed technique. The simulation results showed that
when ARPR is incorporated into DSR the throughput per-
formance increased by 62.5 %, compared to the conventional
DSR protocol model, without ARPR. The simulation result
also showed that the average received power for individual
nodes was 1.0 × 10−10 watt for the proposed ARPR model
and 5.0 × 10−2 watt for conventional model.

Index Terms— adaptive receiver, DSR routing protocol, mo-
bile ad hoc networks, power-routing

I. INTRODUCTION

Power is consumed in mobile ad hoc wireless network
due to excessive utilization during network routing op-
erations. Thus, a node may cease to function as a result
of power depletion. This problem consequently leads to
mobile nodes behaving selfishly and thus affecting the
entire performance of the network [1]. In [2], [3], selfish
nodes were described as nodes that lack network resources
such as transmit power and bandwidth to carry out their
network operation. Selfish nodes are nodes participating
in routing operations but may not be willing to use their
computing and energy resources to forward packets that
are not directly beneficial to them. They may be dropping
packets instead of forwarding packets to their respective
destinations.

MANET are used in areas where infrastructured net-
work are not possible without having any centralized
administration, such as disaster areas, battlefield, emer-
gency and rescue places. These areas are severely affected
by different environmental conditions such as hill shade,
which consequently affect the received signal power
strength, network routing operation and the entire perfor-
mance of the network [4]. Different routing protocols have
been proposed, these protocols can be classified either as
reactive or proactive protocols [5]. The reactive routing
protocols sends out route request for routes-to-destination

Manuscript received January 31, 2011; revised; June 10, 2011;
accepted June 14, 2011.

if the source node have data packets to send. The proactive
routing protocols uses routing tables which are maintained
via periodic updates from all other nodes in the network,
irrespective of the fact that the network may not be active
in terms of data traffic. Yuvaraju et. al in [1], reported
that proactive routing protocols consumes more power
as compare to reactive routing protocols, which is due
to continuous periodic update of the proactive routing
protocols. Routing protocols ensures the proper routing
of packets from source to destination via intermediate
nodes. The total power consumption and the received
signal power strength depends on the distance between
mobile nodes, signal path loss, network environmental
conditions and the type of application running. Currently,
most research work carried out in the area of routing
protocols uses free space path loss model to represent
the network environment [4], [3], [2], [6]. However, free
space path loss model does not include the effects of
other environmental conditions; such as hill shade, when
evaluating the received signal power.

II. RELATED WORK

Anderegg and Eidenbenz in [7], proposed an energy-
efficient routing protocol (Ad Hoc-VCG protocol) for
detecting selfish nodes, to ensure that a packet from a
source node-to-destination gets routed along the most
energy-efficient path via intermediate nodes. The Ad
Hoc-VCG protocol works efficiently for networks where
communications session between mobile nodes does not
change frequently during a session. However, consider-
ing the nature of MANETs, where mobile nodes are
free to move randomly and network topology changes
rapidly and unpredictably. Thus, this routing protocol is
not suitable for practical applications in MANET. There
are two general techniques in detecting selfish nodes
within a network; these are Watchdog and Pathrater [8].
These techniques are combined with the standard reactive
routing protocol in MANET and the selfish nodes are
recognized by listening to the next nodes to observe if
the packets are forwarded, and if not the node is marked
as selfish node after some time. However, watchdog and
pathrater techniques are detective rather than preventive
techniques; they might not detect selfish nodes in the
presence of limited transmission power, network con-
gestions and partial dropping of packets due to link or
routing failure. Nie and Zhou in [9] proposed a model
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which detects selfish nodes and forced them to cooperate.
However, forcing a node with limited network resources
to cooperate can affect other cooperative mobile nodes
in the network. Researches carried out by Yuvaraju et.
al in [1] and Ramachandran et. al in [6], showed that as
network capacity increases, the total power consumption
increases concurrently, thus requiring more routes to reach
the destination, consequently increasing the end-to-end
delay. Routing are distributed overall the participating
nodes and this can be critical under resource consump-
tions especially when the network size increases [10].
Our research focused on designing an adaptive receiver
power routing protocol, which will improve the quality
of service and the throughput performance of MANET
routing protocols.

The rest of the paper is organized as follows. Section II
present a summary of related works. Section III gives
an overview of Dynamic Source Routing protocol. Sec-
tion IV describes the proposed ARPR power model for
Dynamic Source Routing protocol. Section V presents the
simulation; model and environment. Section VI presents
results and disussion. Finally VII presents conclusions.

III. OVERVIEW OF DYNAMIC SOURCE
ROUTING PROTOCOL (DSR)

Dynamic Source Routing is a simple, efficient and
an On-demand routing protocol designed specifically for
use in multi-hop wireless ad hoc networks of mobile
nodes that uses source routing rather than hop-by-hop
routing approach [12]. Each packet to be routed carries
in its header, a complete ordered list of nodes through
which the packet passes. The advantage of this protocol
is that, intermediate nodes do not need to maintain up-
to-date routing information in order to route the packets
they forward. Due to the on-demand characteristics of
DSR, periodic route updates and neighbor detection are
eliminated to minimize bandwidth consumption [5], [13].
DSR has two basic mechanisms of operations, Route
Discovery process by flooding the network with a route
request (RREQ) packets to all its neighboring nodes
containing the IP address of both sender and receiver in
the packet header as shown in Fig. 1(a), whilst Route
reply returns the route reply messages (RREP). The route
reply contains the list of the best routes from the source
initiator to the target destination as shown in Fig. 1(b).

Performance evaluation conducted on both proactive
and reactive protocols in [12], [14], [15], [16], [17],
showed that DSR performs better than Ad Hoc On
demand Distance Vector (AODV) and other proactive
protocols in terms of throughput, end-to-end delay, and
packets drop. The DSR performance is attributed to its
characteristics of having multiple routes to other destina-
tion. In case of link failure, it does not require a new
route discovery processes. Because of this, end-to-end
delay is reduced, less packet dropping and less energy
consumption. Reference [18], [19], [20] showed that, the
DSR has less energy consumption in the entire network as
compared to its counterpart AODV, which losses energy

due to broadcasting hello messages to update its routes.
Hence, the DSR protocol was chosen as genial candidate
for carrying out this research.

A. Conventional DSR Packet Format

To improve the communication performances and reli-
ability; traffic data sent between mobile nodes are sub-
divided into packets headers. The DSR protocol uses
specific headers to carry information. The header must
be a multiple of 4 bytes in case other headers follow the
DSR Options header. The DSR header format is shown
in Table I.

TABLE I.
CONVENTIONAL DSR HEADERS

Next Header Reserved Payload Options Data
8 bits 8 bits 16 bits 0 bits 0 bits

The packets formats are defined as follows:
• Next Header: The size of the Next Header field

is 8 bits. The Next Header field shows either the
type of the first extension (if any extension header
is available) or the protocol in the upper layer such
as TCP, UDP.

• Payload Length: Specifies the length of the payload,
in bytes, that the packet is encapsulating. The value
of the Payload Length field defines the total length of
all options carried in the DSR Options header such
as route request option, route reply option.

B. Convention DSR Protocol

Routing protocol is responsible of routing packets from
the IP datagram between mobile nodes, and also verifies if
the packet is coming from the upper layer or lower layer
of the network protocol stack and makes a decision of
where to forward the packet protocol (appendix A) [21].
Figure 2, shows the network protocol stack and the
process model for the conventional DSR routing protocol.
DSR protocol is implemented at the network layer; IP
dispatch is the root process for network layer, and has
as a child process; manet manager. Manet manager acts
as manager process for DSR and provides an interface to
DSR routing protocols.

C. Modification Cost of DSR Protocol

Sheetalkumar et. al in [3], gave the modification cost
for existing dynamic source routing protocol as shown
in Table II. The authors in [3], considered the minimum
route maintenance energy, which involved the modifica-
tion of routing software and 802.11; without considering
the proper modification of DSR routing algorithm and
transmits power control. Also to the best of our knowl-
edge this modification have not being applied to existing
version of the DSR protocol to achieve an optimized
quality of service. The routing algorithm modification
cost involves the cost of changes made to existing routing
algorithm. In our work we considered modification of the
routing software and power control.
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(a) (b)

Figure 1. Overview of DSR protocol: (a) Route request process. (b) Route reply process [11].

TABLE II.
MODIFICATION COST

Routing Routing IEEE Radio
features software 802.11 hardware
of power modification modification modification
routing
protocol
Link energy Yes No No
cost
Tx power Yes Yes Yes
control
Route Yes No No
discovery min.
energy route
Route Yes No No
maintenance
min. energy
Link cache Yes No No

IV. PROPOSED ADAPTIVE RECEIVER POWER
CONTROL PROTOCOL

Considering current MANET applications, it is impor-
tant for existing routing algorithm for MANET to be
modified to specifically accommodate power model for
better routing in the network. However the free space
path loss model only takes into account distance between
mobile nodes and the frequency of transmission. The free
space model is limited in its ability to accurately predict
signal path loss in most network environments. Our
technique takes into account the modification of existing
routing algorithm for dynamic source routing protocol
(DSR), modification of power control and the inclusion
of mathematical model to represent other environmental

Figure 2. Conventional DSR Protocol

conditions.

A. DSR Packet Format with Power Values

In this section, we describe changes made to the
conventional DSR packet format. We added four power
values to the conventional DSR packet format; which
included, transmit power level, received power level, min-
imum transmit power level and minimum receive power
level as shown in Table III.

For successful transmission and reception of data pack-
ets the minimum transmit and minimum received power
levels are required. These power values are made available
to the DSR protocol of the protocol stack.

B. DSR Protocol with Power Model

DSR protocol is implemented at the network layer, with
addition of power model process (appendix B). The Physi-
cal layer, wireless mac layer, sends the measured values of
transmit power, minimum transmit power, received signal
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Figure 3. Modified DSR Protocol with Power Model

TABLE III.
MODIFIED DSR PACKET FORMAT

Header Reserved Payload Options Data
(8 bits) (8 bits) (16 bits) (0 bits) (0 bits)

Rx Power Tx Power Min Tx Min Rx
(W) (W) Power (W) Power (W)
0 bit 0 bit 0 bit 0 bit

power and the minimum received signal power to network
routing layer (refer to figure 3) along the DSR packets,
where it is stored and used for routing decision making
process. Manet manager is responsible for spawning the
DSR child process when a node is configured for DSR
with power model

C. Power Management in DSR Protocol

The setbacks to power management in ad hoc mobile
communications is choosing transmit power. The transmit
power level determines the quality of the received signal.
Most of the transmit power is consumed during the net-
work routing processes. The idea behind power routing is
to avoid unnecessary waste of packets as well as network
resources that can make nodes to behave selfishly. At the
network layer, the routing algorithms must select the best
route that satisfies the probabilistic power condition as
describe below.

If ((PTx >= Mintx)&&(PRx >= MinRx))
{

Route Request send = True
}

Else
{

New routing search
}

D. Adaptive Receiver Power Model

We present the adaptive power model used for our
analysis. This model assist us to analyze the effect of
signal path loss, and other environmental conditions on

the received signal power and the general performance
of the network. The environmental conditions can be
in different forms depending on the network operating
environment. In urban areas, the environmental conditions
may include cars engine noise, horns, trains, construction
machines, and aircrafts noise etc. While in rural areas, it
may include sounds from farm animals, and wildlife.

For a given environmental condition, the environmental
constant Envconst, is the sum of the ambient noise level
and boltzmann constant, which is given as:

Envconst = Anoiselevel + kB (1)

where Anoiselevel is the ambient noise level, which is the
sound pressure level at a given location and kB is the
Boltzmann constant, which is the physical constant value
relating energy to individual particle level with tempera-
ture. Envconst includes noises from transport, industries,
and recreation activities.

Assuming no obstructions between a transmitting mo-
bile node and a receiving mobile node; signals will be
transmitted through free space to a receiver located at a
distance D [m]. The free space path loss model used in
our analysis is given by [22], as:

PL =
λ2

(4πD)2
(2)

where PL is the free space path loss, D is the distance
between any two mobile nodes and λ is the carrier wave
length.

The general loss (GL) over the transmission channel
is the sum of the free space path loss propagation model
and the environmental constant value and can be written
as

GL = PL + Envconst (3)

From [23], the received signal power PRx, can be written
as

PRx = Ptx + Envconst − 10PL × 10log10(D) + T (4)

where Ptx, is the transmitted signal power and T is
the terrain. However, due to frequent topology changes
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associated with movements of mobile nodes in the net-
work, the transmit power level for each mobile node is
not the same. The minimum transmit and receive power,
Mintx, MinRx for successful transmission and reception
of data/control packets requires to meet the probabilistic
power condition given in (5) and (6)

Mintx ≥ β0 × η0 × g(u, v) (5)

MinRx ≥ β0 × η0 (6)

where β0 is the signal to noise ratio, η0 is ambient noise
level strength and g(u,v) is the transmitter and receiver
antenna gain.

V. SIMULATION MODEL

OPNET Modeller (version 16.0), developed by OPNET
Technologies is used for all our simulations [21]. Details
about the simulation model and environment are presented
in the rest of this section.
OPNET Technologies, Inc. is a leading provider of so-
lutions for IT service assurance. OPNET’s best-in-class
solutions address: application performance management,
network performance management, and Network Re-
search and Development. OPNET Solution delivers broad
visibility and monitoring across infrastructure, infrastruc-
tureless domains as well as deep data collection and anal-
ysis to enable powerful root cause diagnosis. OPNET’s
solutions have been operationally proven in thousands
of customer environments worldwide, including corporate
and government enterprise, defense agencies, network
service providers, and network equipment manufactur-
ers [21].

A. Simulation Parameters

The adaptive receiver power model was computed and
incorporated into DSR protocol. We simulated a network
with 80 mobile nodes, using file transfer protocol (ftp)
applications with medium load, which are randomly se-
lected (sources and destinations) within a topology area of
700 × 500 meters. Constant Bit Rate (CBR) agents, with
packets sizes of 4096 bits were used for traffic generation
in the network. The simulation time was 3600 seconds
real time, each simulation scenario was repeated 10 times,
which enabled the simulation to converge for accurate
result. The basic parameters used for the simulations are
summarized in Table IV.

B. Performance Metrics

We use the following metrics to compare the perfor-
mance of DSR protocol with proposed adaptive receiver
power control protocol to conventional DSR protocol
without adaptive receiver power control protocol.

• Throughput: represents the total number of success-
ful packets in (bits/sec) received from all WLAN
nodes of the network.

• Bit Error Rate: is the number of bit errors divided
by the total number of transferred bits during a
simulated time.

TABLE IV.
SIMULATION PARAMETERS

Parameters Values

Simulation time 3600 seconds
Topology area 700 × 500 m
Number of nodes 80 nodes
Simulator OPNET 16.0 wireless suite version
Node Mobility Model Random Way point
Data rate (bits) 5.5 Mbps
Physical Characteristics 802.11g
Data rate (bits) 5.5 Mbps
Transmit power 0.100 W
Packet size (bits) 4096 bits
Packet inter-arrival time 0.5 seconds
Routing protocol DSR
Boltzmann constant 1.379e-23 J/K
number of trials 10
Ambient Noise Level 1.0e-26

• Bandwidth Utilization: this metric measures the
total bandwidth consumption, a value of 100.0 %
indicates full usage of bandwidth.

• Delay: represents the end-to-end delay of all the
packets received by the wireless LAN of the mobile
nodes in the network.

• Received Power (W): this measures the power that
is received by the individual nodes in the network.

VI. SIMULATION RESULTS AND DISCUSSION

Simulation results are presented in this section. Fig-
ure 4, shows the performance throughput with and without
ARPR power model. The initial rise in throughput is
due to route discovery processes initiated by the routing
protocol. This shows that more control information in the
form of route request (RREQ) and route reply (RREP)
were forwarded by all nodes in the network, which lead
to a higher throughput. As the network stabilized and
more network routes are discovered, the DSR through-
put performance with ARPR protocol was approximately
800000 bit/sec as compared to 480000 bits/sec for DSR
without ARPR power model, and both remained constant
throughout the simulation period.

The BER is an important performance metric, which
determines the success of packets transfer over a wireless
channel. Bit errors causes packets to be corrupted, re-
sulting in data segments or acknowledgments lost. When
acknowledgements do not arrive at the sender (source mo-
bile node) within a given time, the sender retransmits the
data segment, and exponentially backs off its retransmit
timer for the next retransmission. Repeated errors result in
a small congestion window at the sender and causes low
throughput as experienced by conventional DSR protocol
without ARPR power model as shown in Figure 4.
Figure 5, shows the BER curves for DSR protocol with-
and without ARPR power model. For the DSR protocol
with ARPR power model, the BER is approximately
0.009 as compared to 0.019 for the conventional DSR
protocol without ARPR. This shows the noise level in
the wireless channel affects the throughput performance
of the entire network. Transmission of packets over the
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Figure 4. The throughput (b/s); a comparison of DSR protocol with
and without ARPR
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Figure 5. The bit error rate; a comparison of DSR protocol with and
without ARPR

wireless channel has been scheduled in accordance to
probabilistic power condition and mobility models (refer
to table I), and these helps to reduces interference noise
in the wireless link channel.

The ARPR power model assist in controlling the data
traffic delivery and avoids traffic redundancy, which can
lead to channel bandwidth consumption. Figure 6 shows
that DSR protocol with ARPR power model has 14
% bandwidth utilization rate as compared to 24 % for
the conventional DSR protocol without power model. A
value of 100 % indicates full usage of the channel. The
higher rate of bandwidth consumption by DSR protocol
without ARPR model is due to packet drop by the mobile
nodes, which do not have enough power to participate in
network routing operation. Hence DSR have to retransmit
data/control packets.

Figure 7 shows the delay curves for DSR protocol
with-and without ARPR power model. The curves, shows
that the packet delay increases initially, which is due
to the DSR protocol trying to find the valid routes
to destinations. When the network stabilized, the DSR
protocol with ARPR model delay reduced and remained
constant at 0.02 seconds compared to 0.03 seconds for the
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Figure 6. The bandwidth utilization; a comparison of DSR protocol
with and without ARPR
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Figure 7. The delay; a comparison of DSR protocol with and without
ARPR

conventional DSR protocol without ARPR power model.
Figure 8 shows the power consumed at each node

after 3600 seconds real time of simulation. Each node
has an initial transmit power of 0.1 watts and the figure
shows that with ARPR power model, the received power
consumption for the individual nodes was 1.0 × 10−10

watt as compared to 5.0 × 10−2 watt for DSR protocol
without ARPR power model.

From the simulation results we conclude that using
probabilistic ARPR power model to find the routes save
mobile nodes to die away as a result of power deple-
tion during the network routing operation which con-
sequently leads to mobile nodes behaving selfishly and
thus affecting the quality of service and performance
throughput of the entire network. Our protocol performs
better in terms of power saving, bandwidth consumption,
delay reduction, low bit error rate as compared to work
in [2], [6], [24], despite the fact that they have used
different mobility parameters as well as routing protocols.
However, [24] agreed that their approach was extremely
expensive in terms of power consumption and this warrant
investigation into more approach that can save more
power of the mobile nodes.
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Figure 8. The received signal power; a comparison of DSR protocol
with and without ARPR

VII. CONCLUSION

In this paper, we have proposed an adaptive receiver
power routing (ARPR) protocol technique, which is in-
corporated into Dynamic Source Routing Protocol (DSR)
for better throughput performance. OPNET wireless suite
simulator was used to evaluate the effect of environmental
conditions, signal path loss on quality of service and
throughput performance of Mobile Ad hoc Wireless Net-
work. With the proposed ARPR power model, there is
a significant power saving. For example, for a practical
power model, our simulations show that the network life
time with the proposed ARPR model is twice better than
the conventional model.

Simulation results shows that the longevity of the
network was achieved in terms of throughput of 800000
bits/sec with proposed ARPR power model as compared
to 480000 bits/sec of conventional DSR protocol without
ARPR power model. However, the power received by
individual nodes for the proposed ARPR power model
was 1.0 × 10−10 watt as compared to 5.0 × 10−2 watt
without ARPR power model.

APPENDIX A

/∗ Create the DSR packet∗/

dsr pkptr =
dsr pkt support pkt create(IpC Protocol Unspec);
/∗Set the route request option in DSR packet header∗/
dsr pkptr =
dsr pkt support option add(dsr pkptr,dsr tlv ptr);0.1in
/∗Set the DSR packet in a newly created IP datagram ∗/
/∗The source address of the IP datagram is the ∗/
/∗node’s own IP address and the destination address∗/
/∗of the IP datagram is the limited broadcast address ∗/
/∗(255.255.255.255) for IPv4 or the all node link ∗/
/∗layer multicast address for IPv6∗/
if(inet address family get(&dest address)

==InetC Addr Family v4)
{
ip pkptr =

dsr rte ip datagram create (dsr pkptr,
InetI Broadcast v4 Addr,
InetI Broadcast v4 Addr, OPC NIL);
}
else
{
ip pkptr =
dsr rte ip datagram create (dsr pkptr,
InetI Ipv6 All Nodes LL Mcast Addr,
InetI Ipv6 All Nodes LL Mcast Addr, OPC NIL);
op ici install (ip iciptr);
}
if (LTRACE ACTIVE)
{
inet address print (dest hop addr str, dest address);
inet address to hname (dest address, dest node name);
sprintf (temp str, ”destined to node %s (%s) with ID
(%d)”,
dest hop addr str, dest node name,
route request identifier);
op prg odb print major
(”Broadcasting a route request option in packet”,
temp str, OPC NIL);
}
/∗Increment the route request identifier/∗
route request identifier++;
/∗ Access the IP datagram fields/∗
op pk nfd access(ip pkptr, ”fields”, &ip dgram fd ptr);

/∗ If the non-propagating route request feature/∗
/∗ has been enabled, set the TTL field in the /∗
/∗ route request packet to one/∗
if (non prop route request)
{
/∗ Set the TTL to one /∗
ip dgram fd ptr− >ttl = 1;
}
else
{
/∗ Set the TTL to the default /∗
ip dgram fd ptr− >ttl = IPC DEFAULT TTL;
}

/∗Insert the originating route request information in
/∗
/∗ the originating route request table/∗
dsr route request originating table entry insert
(route request table ptr, dest address,,
ip dgram fd ptr− > ttl);

/∗Update the statistic for the total traffic sent /∗
dsr support total traffic sent stats update
(stat handle ptr, global stathandle ptr, ip pkptr);

/∗ Update the statistics for the routing traffic sent /∗
dsr support routing traffic sent stats update
(stat handle ptr, global stathandleptr, ip pkptr);
/∗ Update the statistic for the total number of route
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requests sent/∗
dsr support route request sent stats update
(stat handle ptr, global stathandle ptr,non
prop route request);

/∗ Send the packet to the CPU which will broadcast
it/∗
/∗ after processing the packet/∗
manet rte to cpu pkt send schedule with jitter
(module data ptr, parent prohandle, parent pro id,
ip pkptr);

APPENDIX B

/∗ Create the DSR packet/∗
dsr pkptr =
dsr pkt support pkt create(IpC Protocol Unspec);
//Get the power levels from DSR packet
rec pow = op pk nfd get dbl (dsr pkptr, ”rx power”,
&rx power);
tx pow = op pk nfd get dbl (dsr pkptr, ”tx power”,
&tx power);
mini tx = op pk nfd get dbl (dsr pkptr, ”min tx”,
&min tx);
mini rx = op pk nfd get dbl (dsr pkptr, ”min rx”,
&min rx);

/∗ Set the route request option in the DSR packet
header /∗
dsr pkt support option add (dsr pkptr, dsr tlv ptr);

/∗ Set the DSR packet in a newly created IP datagram
/∗
/∗The source address of the IP datagram is the node’s
/∗
/∗ own IP address and the destination address of the /∗
/∗IP datagram is the limited broadcast address/∗
/∗ (255.255.255.255) for IPv4 or the all node link/∗
/∗ layer multicast address for IPv6/∗
if (inet address family get (&dest address)==
InetC Addr Family v4)
{
ip pkptr = dsr rte ip datagram create (dsr pkptr,
InetI Broadcast v4 Addr,
InetI Broadcast v4 Addr, OPC NIL);
}
else
{
ip pkptr = dsr rte ip datagram create (dsr pkptr,
InetI Ipv6 All Nodes LL Mcast Addr,
InetI Ipv6 All Nodes LL Mcast Addr, OPC NIL);

/∗ Install the ICI for IPv6 case /∗
ip iciptr = op ici create (”ip rte req v4”);
op ici attr set (ip iciptr, ”multicast major port”,
mcast major port);
op ici install (ip iciptr);
}

if (LTRACE ACTIVE)
{
inet address print (dest hop addr str, dest address);
inet address to hname (dest address, dest node name);
sprintf (temp str, ”destined to node %s (%s) with ID
(%d)”, dest hop addr str, dest node name,
route request identifier);
op prg odb print major (”Broadcasting a route request
option in packet”, temp str, OPC NIL);
}

/∗ Increment the route request identifier /∗
route request identifier++;

/∗ Access the IP datagram fields /∗
op pk nfd access (ip pkptr, ”fields”, &ip dgram fd ptr);

/∗ If the non-propagating route request feature /∗
/∗ has been enabled, set the TTL field in the /∗
/∗ route request packet to one/∗
if (non prop route request)
{
/∗ Set the TTL to one /∗
ip dgram fd ptr ttl = 1;
}
else
{
/∗ Set the TTL to the default /∗
ip dgram fd ptr ttl = IPC DEFAULT TTL;
}

/∗ Insert the originating route request information
in/∗
/∗ the originating route request table/∗
dsr route request originating table entry insert
(route request table ptr, dest address, rec pow,tx pow,
mini tx, ip dgram fd ptr ttl);

/∗ Update the statistic for the total traffic sent/∗
dsr support total traffic sent stats update (stat handle ptr,
global stathandle ptr, ip pkptr);

/∗ Update the statistics for the routing traffic sent /∗
dsr support routing traffic sent stats update
(stat handle ptr, global stathandle ptr, ip pkptr);

/∗ Update the statistic for the total number of route
requests sent /∗
dsr support route request sent stats update
(stat handle ptr, global stathandle ptr,
non prop route request);

/∗ Send the packet to the CPU which will broadcast
it/∗
/∗ after processing the packet/∗

if ((tx pow = mini tx) && (rec pow = mini rx))
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manet rte to cpu pkt send schedule with jitter
(module data ptr, parent prohandle, parent pro id,
ip pkptr);
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Abstract— This paper investigates a hybrid satellite-
terrestrial cooperative relaying communications network
(HSTCN) under independent and non-identical shadowed
Rician and Nakagami-m fading channels. It evaluates the
performance of such a network using amplify-and-forward
(AF) cooperative relaying protocol. The maximal ratio com-
bining (MRC) technique is used at the destination to com-
bine the signals received from the source and cooperating
relay nodes. An analytical approach is derived to evaluate
the performance of the system in terms of outage probability
and symbol error rate (SER). The closed form expressions
for the probability density function (PDF), cumulative dis-
tribution function (CDF) and moment generating function
(MGF) of the end-to-end signal to noise ratio (SNR) are also
derived. The derived analytical expressions are applied to
the general operating conditions with the help of satellite
channel data available from the literature. The analytical
results are compared with Monte Carlo simulations. The
results show the improvement in the performance of the
HSTCN under challenging fading conditions with the help
of fixed multiple terrestrial relay nodes.

Index Terms— Hybrid satellite-terrestrial, cooperative relay,
amplify and forward, fading channels, combined probability
density function, moment generating function, outage prob-
ability, symbol error rate.

I. INTRODUCTION

The demand for high bit rate transmission supporting
a variety of multimedia services is increasing day by day.
Satellite technology can address this concern as it can be
used to develop a global communication system. In this
scenario, the differences between terrestrial and satellite
communication systems as well as between fixed and
mobile networks will cease to exist in the global coverage
by wireless communication system.

Cooperative relaying networks are useful in the
satellite-terrestrial networks as it can extend the satellite
coverage especially in the areas where terrestrial net-
works are not able to provide services due to lack of
coverage, emergency conditions, and network overloads.
Many efficient physical layer techniques like adaptive
coding and modulation (ACM), satellite channel mod-
eling, synchronization and estimation are proposed, but
these techniques are not able to provide satellite cov-
erage inside buildings and shopping malls due to lack

Manuscript received December 1, 2010; revised May 20, 2011;
accepted Jun 12, 2011.

of signal from the satellites [1]. In such situations, a
cooperative relaying satellite-terrestrial network can play
an important role as it offers services inside covered
areas as well as supports low cost user terminals with
satellite transmission and reception capabilities. The relay
node operates in two strategies, i.e. Amplify and Forward
(AF), and Decode and Forward (DF) [2]. Hence, diversity
gain can be achieved through multiple signal paths. As
a result, a high data rate is achieved and transmission
becomes more reliable in terms of symbol error rate
(SER) and outage probability [2]. Many standardization
groups have incorporated relaying techniques into their
emerging standards such as IEEE 802.16 and IEEE 802.11
[3].

The concept of a hybrid satellite-terrestrial cooperative
system is presented in [4]–[7]. In [4], transmit diversity
technique using space time coding (STC) is proposed
and diversity gain is achieved with the use of multiple
terrestrial relay nodes with encoding capabilities, while
additional coding gain can be achieved at the destination
node by combining different parity symbols as shown in
[5]. Moreover, a comparison of AF and DF techniques in a
cooperative satellite communication network is discussed
in [6]. In [8], the architecture of a satellite based mobile
multimedia broadcasting is presented, while cooperative
relaying for DVB-SH is discussed in [9] - [10]. The
outage performance of multiple relay cooperative system
using Nakagami-m fading channel is discussed in [11] -
[12].

In a cooperative relaying satellite-terrestrial system, a
hybrid channel consisting of satellite and terrestrial com-
ponents is perceived by the destination node. Furthermore,
the conventional channel models used in terrestrial radio
propagation cannot be used to characterize the satellite
channel because of the remarkable differences observed
in the line-of-sight (LOS) and shadowing links. In order to
model such a satellite channel, a combination of different
probability distributions is necessary [13]. In [5]–[7] and
[14], a hybrid satellite-terrestrial channel is considered
in which fadings in the source(satellite)-relay (S-R) and
source(satellite)-destination (S-D) links are assumed to
be Rician distributed, while Rayleigh fading is assumed
between the relay-destination (R-D) link. In [4], [10] and
[15], lognormal distribution is considered in S-R and S-D
links. While evaluating the BER performance of single
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and multichannel reception, lognormal based models can
be complex especially for the mathematical computations.
Thus, the shadowed Rician channel model [16] which is
simple and accurate in terms of mathematical computa-
tions and much closer to the measured satellite data can
be used.

In this paper, we investigate the performance of multi-
hop AF HSTCN under non-identically distributed fading
links between S → D, S → Ri and Ri → D. To the
best of our knowledge, the performance analysis of a
HSTCN over independent and non-identically shadowed
Rician and Nakagami-m fading channels with closed
form analytical expressions has not yet been investigated.
Hence, we derive the closed form expressions to evaluate
the performance in terms of outage probability and SER
for some important modulation schemes under various
fading scenarios. We also compare the theoretical results
with Monte Carlo simulations of these different scenarios.

Section II of this paper introduces the network and
fading models. In Section III, we derive the closed form
expressions for the combined PDF, CDF and MGF of
the bounded end-to-end SNR of the relay path. The Land
Mobile satellite Channel (LMSC) parameters for various
fading conditions are used to analyze the performance of
the system in Section IV. Finally, concluding remarks are
given in Section V.

Mathematical Notations and Functions: X → Y de-
scribes the link between node X and Y , E[⋅] denotes
the expectation. Kv(⋅), 1F1(⋅, ⋅, ⋅), Γ(⋅), xy , ̄xy ,ℳ(s)
and 2F1 (⋅, ⋅, ⋅; ⋅) denote the vth order modified Bessel
function of the second kind, the hypergeometric function,
gamma function, instantaneous SNR of the X → Y
link, average SNR of the X → Y link, the MGF of
the equivalent SNR () and the Gauss hypergeometric
function, respectively.

II. SYSTEM MODEL

A. Network Model

A HSTCN with multiple cooperative terrestrial fixed
relays (Ri) where i = 1..., N and single destination (D)
is assumed as shown in Fig. 1. Independent and non-
identical fading paths exist between the source (S), N re-
lay nodes and the destination. It is assumed that each node
is equipped with single antenna. The source transmits
information signal to the relay nodes and the destination.
The independent faded copies of the information signal
are received at the destination node, one directly from
the satellite and the other through the N relay nodes.
This technique of transmitting information from different
locations makes communication possible even in bad
channel conditions and provides spatial diversity at the
destination. To explain the system in a less complex
manner, the AF cooperative protocol is used at all relay
nodes to forward information received from a source
to the destination node, where the distance between the
relay nodes and a stationary destination node is same.
Specifically, the whole transmission is accomplished in
two phases as illustrated in Fig. 1. In the first phase

Destination (D)
Source (S)

Phase I 
Phase II

sdh

1
sr
h

2
sr
h

N
sr
h

1rdh

2r dh

Nr
d

h

Figure 1. System model of a hybrid satellite-terrestrial cooperative
network

of cooperative communication, the source broadcast the
signal (information), destination and N terrestrial relay
nodes receive. In the second phase, the relay nodes
amplified the receive signal and forward the scaled version
of the signal to the destination while the source keeps
silent. The destination node combines all received signals
from the source and N relays using MRC. Further, for
the sake of mathematical tractability it is assumed that
the signals transmitted by the source and relay nodes are
perfectly synchronized at the destination node.

B. Fading Model

In the proposed system independent and non-identical
fading channels are assumed. The shadowed Rician dis-
tribution is assumed between S → D, and S → Ri,
which is a more accurate distribution for analyzing the
performance of wireless land mobile satellite communi-
cation (LMSC) systems [16]. The fading coefficient for
S → D and Ri nodes are represented as ℎsd and ℎsri
respectively as shown in Fig. 1. The channel coefficient
between Ri → D follows the Nakagami-m distribution
because there are multiple paths due to small buildings,
trees and other objects and fading coefficient is denoted
by ℎrid. The instantaneous SNR of the combined signal at
the output of MRC at the destination node can be written
as:

MRC = sd +

N∑
i=1

ri (1)

where sd =
∣∣ℎsd∣2Es/N0 is the instantaneous SNR of

the S → D and ri is the instantaneous SNR between
the source and ith relay, and between the ith relay and
destination. For the tractable analytical evaluation of
outage probability and SER, ri , can be determined by

ri =
sririd
sri + rid

(2)

where sri =
∣∣ℎsri ∣2Es/N0 is the instantaneous SNR

of S → Ri channel while rid =
∣∣ℎrid∣2Eri/N0 is the

instantaneous SNR of Ri → D channel. While Es and
Eri are the transmit power of the S and the Ri node. The
received noise at the ith relay and at the destination node
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is modeled as additive white Gaussian (AWGN) noise
with variance N0. Fading coefficients between the S → D
and S → Ri are assumed as shadowed Rician distribution
and PDF of SNR per symbol is given by [16] as

fxy() =
1

2bōxy

(
2bomo

2bomo + Ω

)mo

exp

(
−

2bōxy

)
× 1F1

(
mo, 1,

Ω

2bōxy (2bomo + Ω)

)
(3)

Here, Ω is the average power of the LOS component, 2bo
is the average power of the multipath component. Here,
mo is allowed to vary over the wider range of mo ≥ 0.
We can model different types of LOS conditions for the
land mobile satellite channels, i.e. very small values of
mo corresponds to the urban areas, while the value of
0 < mo <∞ is associated with suburban and rural areas
with partial obstruction of the LOS.

The PDF of the instantaneous SNR per symbol between
the Ri → D is distributed according to the Nakagami-
m distribution which covers a broad variety of fading
scenarios for the different values of m-fading parameter
[17],

frid() =
1

Γ(m)

(
m

̄rid

)m
m−1 exp

(
− m

̄rid


)
(4)

where m is the traditional Nakagami multipath fading
parameter which ranges from ≥ 0.5 to ∞.

III. PERFORMANCE ANALYSIS

This section presents a comprehensive performance
analysis of the proposed HSTCN. The PDF, CDF and
MGF of the end-to-end relaying SNR, ri , are derived,
and based on such statistics, we obtained exact closed
form expressions of the outage probability and symbol
error rate (SER).

A. Statistical characterization of end-to-end relaying SNR

The combined PDF of two independent and non-
identical distributions (3) and (4), can be calculated by
using [18], (as explained in Appendix A) and expressed
as the following equation,

fri () =
1

2bōsri

(
2bomo

2bomo + Ω

)mo 1

Γ (m)

(
m

̄rid

)m
× exp

[
−
(

1

2bōsri
+

m

̄rid

)


] ∞∑
x=0

1

(x!)

× Γ (mo + x)

Γ (mo) Γ(1 + x)
�x

m+x+1∑
y=0

(
m+ x+ 1

y

)

× 2m+x

(√
̄rid

2bom̄sri

)m−y
×K(m−y)

(
2

√
m

2bōsri ̄rid

)
(5)

where � =
(

Ω
2bōsri (2bomo+Ω)

)
. The average SNR be-

tween S → Ri is represented by ̄sri = Es/N0 while

̄rid = Eri/N0 is the average SNR between Ri → D.
The following are some special cases where the above
derived PDF can be applicable.
Case 1: Applying mo = 0 and m = 1 in (5), the link
from S → Ri and Ri → D is converted into a Rayleigh
distribution. The combined PDF of the independent and
non-identical Rayleigh channels can be calculated using
(6), the result of which is the same as that obtained in
[12]

fri () =
2

̄sri ̄rid
exp

[
−
(

1

̄sri
+

1

̄rid

)


] [
2K0

×
(

2
√
̄sri ̄rid

)
+

(√
̄sri
̄rid

+

√
̄rid
̄sri

)
×K1

(
2

√
̄sri ̄rdi

)]
(6)

Case 2: In this case substituting mo = ∞ in (5), the
link between S → Ri act as Rician distribution. While if
m = 1 in (5), the channel between Ri → D works as a
Rayleigh distribution and the expression (7) is obtained,

fri () =
(1 +Ksri)

̄sri ̄rid
exp (−Ksri − �)

∞∑
x=0

1

(x!)2

×
(
Ksri (1 +Ksri)

̄sri

)x x+2∑
k=0

(
x+ 2

k

)

× 2x+1

(√
(1 +Ksri) ̄rdi

̄sri

)(1−k)

×K(1−k)

(
2

√
(1 +Ksri)

̄sri ̄rid

)
(7)

where � =
(1+Ksri)

̄sri
− 

̄rid
. This is the combined PDF

of two independent and non-identical Rician and Rayleigh
fading channels as shown in [19].
An exact closed form expression for the CDF of the end-
to-end relaying SNR ri , in (2) can be derived as

Fri () = 1− 1

2bōsri

(
2bomo

2bomo + Ω

)mo m−1∑
n=0

1

n!

×
(
m

̄rid

)n
Exp

[
−
(

1

2bōsri
+

m

̄rid

)]
×
∞∑
k=0

1

k!

Γ (mo + k)

Γ (mo) Γ(1 + k)
�k

n+k∑
j=0

(
n+ k

j

)

× 2n+k+1

(√
2bom̄sri

̄rid

)k−j+1

×Kk−j+1

(
2

√
m

2bōsri ̄rid

)
(8)

Proof: The proof is provided in Appendix B
The MGF-based approach is a simple and efficient

method to evaluate the average SER and outage proba-
bility in fading conditions and the MGF can be obtained
from the expression given by

ℳri
(s) = E

[
e−s] (9)

JOURNAL OF COMMUNICATIONS, VOL. 6, NO. 7, OCTOBER 2011 583

© 2011 ACADEMY PUBLISHER



ℳri
(s) = 1

2bōsri

(
2bomo

2bomo+Ω

)mo
1

Γ(m)

(
m
̄rid

)m∑∞
x=0

1
x!

Γ(mo+x)
Γ(mo)Γ(1+x)�

x
∑m+x+1
y=0

(
m+ x+ 1

y

)
× 2

(√
̄rid

2bom̄sri

)m−y √
�(2�)m−y

(�+�)2m+x−y+1

Γ(2m+x−y+1)Γ(x+y+1)
Γ(m+x+3/2)

× 2F1

(
2m+ x− y + 1,m− y + 1

2 ,m+ x+ 3
2 ,

�−�
�+�

) (10)

In order to provide a powerful tool for calculating the
average SER and outage probability, a closed form ex-
pression for the MGF can be obtained using the combined
PDF given in (5). After some mathematical manipulations
and from [18], the MGF of ri is expressed as in (10).
where

� =

[
1

2bōsri
+

m

̄rid
+ s

]
(11)

and
� = 2

√
m

2bōsri ̄rid
(12)

After substituting (3) in (9) and using [18], the MGF of
sd can be shown as

ℳsd(s) =
(2bomo)

mo (2bos̄sd + 1)
mo−1

[(2bomo + Ω) (2bos̄sd + 1)− Ω]
mo

(13)

where ̄sd = Es/N0 is the average SNR of S → D. Using
the assumed non-identical fading channels, a closed form
expression of the moment generating function of ub can
be obtained by multiplying the MGF of the sd and ri

ℳub(s) =ℳsd(s)

N∏
i=1

ℳri
(s) (14)

B. Outage Probability

1) Without direct link: In this scenario, it is assumed
that the link between S → D is not available due to
heavy shadowing and the source is communicating with
destination node with the help of multiple fixed relay
nodes. In noise limited systems, outage probability is
an important performance measure and is defined as the
probability that the received SNR, ri , falls below a
certain threshold value tℎ. This threshold is a protection
value for the SNR, below of which the quality of service
is deemed to be unsatisfactory. The outage probability of
dual hop system without direct link can be obtained by
using (8) as follows

P
w/o
outage = Fri (tℎ) (15)

2) With MRC (direct and relaying path): Consider the
case when the destination node is receiving the signal
from multiple fixed relays and as well as from the source
node. In this case the outage probability at the destination
node is given by

Poutage = Pr [MRC < th] (16)

where th = 22R − 1. The SNR can be approximated by
its upper bound

MRC = ub = sd + ri (17)

Therefore, the outage probability can be written as

Poutage = Pr [ub < th] (18)

Moreover, the closed form expression of ℳub(s) can be
used to calculate the outage probability as

Poutage = ℒ−1

(
ℳub(s)

s

) ∣∣∣∣
th

(19)

where ℒ−1 is the inverse Laplace transform. Using MGF-
based approach, the end-to-end outage probability can be
calculated by using any of the numerical techniques [20]-
[21].

C. Symbol Error Rate

1) Without direct link: The average SER (ASER) rate
is one of the important measures of the performance
of wireless communication systems. The ASER of the
various commonly used modulation schemes at certain
SNR is shown in [17] and can be obtained as follows

P
w/o
ASER = aQ

(√
b
)

(20)

where Q(⋅) is the Gaussian Q function which is defined
as Q(�) = 1√

2�

∫∞
�

exp
(
− t

2

2

)
dt, and a and b are

constants depending upon the specific modulation type.
For example, (a = 1, b = 2) and (a = 1, b = 1) are
used to calculate the exact bit error rate (BER) of binary
phase shift keying (BPSK) and binary frequency shift
keying (BFSK), respectively. Similarly, for the SER of M-
PAM (a = 2(M − 1)/M) and (b = 6 log2M

/
M2 − 1)

are used. Further, the SER of other modulation schemes
have approximate forms such as M-PSK (a = 2, b =
2 sin2 �/M and M-ary quadrature amplitude modulation
(M-QAM) (a = 4, b = 3/(M − 1)). The results in this
study show that there is a close approximation for these
modulation schemes.

An accurate closed form expression for the average
SER approximation can be obtained by integrating Pw/oASER
over the CDF of the relaying SNR ri as follows:

P
w/o
ASER =

a√
2�

∫ ∞
0

Fri

(
x2

b

)
exp

(
x2

2

)
dx (21)

By using (8) and after some variable transformations,
and applying [18, eq.(6.619.3)], the exact closed form
expression of the relaying path can be calculated as shown
in (22), with the value of � and � given in (23) and (24)

� =
1

2bōsrib
+

m

b̄rid
+

1

2
(23)
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P
w/o
ASER =a

2 −
1

2bōsri

(
2bomo

2bomo+Ω

)mo ∑m−1
n=0

1
n!

(
m
̄rid

)n∑∞
x=0

1
x!

Γ(mo+x)
Γ(mo)Γ(1+x)

(
Ω

2bōsri (2bomo+Ω)

)x ∑n+x
y=0

×
(
n+x
y

) (√ 2bom̄sri
̄rid

)x−y+1
a√

2bn+2x−y+2

(
4
√

m
2bōsri ̄rid

)x−y+1
Γ(n+2x−y+5/2)Γ(n+y+1/2)
(�+�)n+2x−y+5/2Γ(n+x+2)

× 2F1

(
n+ 2x− y + 5/2, x− y + 3/2, n+ x+ 2, �−��+�

) (22)

and
� =

2

b

√
m

2bōsri ̄rid
(24)

Equation (22) provides a simple and efficient way of
evaluating the error rate performance of all modulation
schemes that have SER of form indicated in (20).

2) With MRC (direct and relaying path): A unified
MGF based approach which is an easy and efficient
method to evaluate the SER performance of wireless
systems, is given as:

PASER = a

∫ b�

0

ℳsd (g; ̄sd)

N∏
i=1

ℳri
(g; ̄sri , ̄rid) d�

(25)

where the parameters a, b and g are determined by
the the specific modulation type used. For M-ary phase
shift keying (MPSK) and M-ary quadrature amplitude
modulation (MQAM) these values are given as:
MPSK: a = 1

� , bPSK = M−1
M , g = sin2

(
�
M

)
MQAM:
a1 = 4

�

(
1− 1√

M

)
, b1 = 1

2 , g1 = 3
2(M−1)

a2 = 4
�

(
1− 1√

M

)2

, b2 = 1
4 , g2 = 3

2(M−1)

IV. NUMERICAL AND SIMULATION RESULTS

This section presents the numerical and simulation
results of SER and the outage probability of a hybrid
satellite-terrestrial cooperative system under non-identical
fading channels. About 107 BPSK and QPSK symbols
are randomly generated for simulation in the Matlab. The
AWGN samples are complex Gaussian variables with zero
mean and variance N0, while the three channel variables,
such as the shadowed Rician ℎsri , ℎsd and Nakagami
ℎrid are independently generated. The analytical results
are evaluated using the Mathematica program. The per-
formance curves of the direct path under the shadowed
Rician fading and the relaying path under shadowed
Rician and Nakagami-m fading with cooperative MRC
at destination are plotted in terms of outage probability
and SER versus the average SNR of the transmitted
signal. Since, the source transmits simultaneously to the
destination and to the relay nodes, the signal energy
through the links S → D and S → R is same. We
have assumed that the channel between the source and
the relay nodes has LOS communication (mo = 26)
and the channel between the relay and destination node
experience multipath fading. In this case we can allocate
equal power at both the source and relay nodes [6].
The targeted threshold rate R is chosen as 1 bit/sec/Hz

TABLE I.
LAND MOBILE SATELLITE CHANNEL PARAMETERS [16]

Channel state mo bo Ω
Frequent deep shadowing 2.56 0.0158 0.123

Moderate shadowing 7.64 0.0129 0.372
Infrequent light shadowing 26 0.005 0.515
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Figure 2. Outage probability versus the SNR performance of the
proposed system when the direct channel experience the deep fading,
mo = 2.56, S → Ri channel have LOS, mo = 26, and the Ri → D
channel experience Nakagami-m fading associated with m = 1, 2, 3

to evaluate the outage probability of the system. The
numerical values of the LMSC are taken from [16], as
shown in Table. I. The LMSC parameter mo in the direct
channel and relay channel shows the intensity of fading.
The mo values in Table. I decreases as the amount of
fading increases. We show the analytical results by the
colored curves while the simulation results are shown by
(×) mark on all the figures for comparison.

Firstly, the outage probability performance in relation
to the average SNR using different number of relay
nodes (N = 1, 2) is determined. Fig. 2 compares the
performance of the hybrid satellite-terrestrial cooperative
system at multiple relay nodes in different and non-
identical fading channels. The LMSC parameter mo =
2.56 shows deep fading in the direct path while the path
between S → Ri is under light fading (mo = 26). It
is observed from the figure that the outage probability
decreases as the number of relay nodes and m increase.
The figure further show that the system with cooperation
performs better than the system without any cooperation
in terms of outage probability. For example, at the outage
probability of 10−3, the system with (N = 1,m = 1)
and (N = 2,m = 1) offers a gain of 19 dB and 26
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Figure 3. Outage probability versus the SNR performance of the
proposed system when the direct channel experience the moderate
fading, mo = 7.64, S → Ri channel have LOS, mo = 26, and
the Ri → D channel experience Nakagami-m fading associated with
m = 1, 2, 3

dB over the system without cooperation. Similarly, the
system with (N = 2,m = 3) provides a gain of 3.5 dB
over the system with (N = 2,m = 2) at outage rate of
10−4. At m = 1 the channel between Ri → D acts as
Rayleigh fading. Fig. 3 illustrates the outage curves when
the direct link of the destination with satellite suffers from
moderate fading. It is also observed that the theoretical
results agree quite well with the Monte Carlo simulations,
confirming the accuracy of the analysis.

Fig. 4 shows the SER performance of the hybrid
satellite-terrestrial system with and without cooperation
using the BPSK baseband modulation scheme when the
direct link is under deep fading at mo = 2.56. The figure
shows that the performance of the system gets better as the
Nakagami factor m increases and the slope of the curve
gets deeper. The system with N = 2 and m = 1, N = 2
and m = 2, and N = 2 and m = 3, produces cooperation
gain of about 6 dB at the SER of 10−4, 7 dB at the SER
of 10−5, and 5 dB at the SER of 10−6 respectively, over
the system using single relay cooperative communication.

The case when the direct link is under moderate fading
at mo = 7.64 is presented in Fig. 5, where the system
with N = 2 and m = 1, N = 2 and m = 2, and N = 2
and m = 3, produce cooperation gain of about 4.5 dB,
3.6 dB , and 3 dB at 10−6 respectively, over the system
using single relay cooperative communication.

Furthermore, Fig. 6 shows the SER performance of the
system that uses the QPSK baseband modulation scheme
when the direct link is under deep fading at mo =
2.56. The multiple relay satellite-terrestrial cooperative
communication system with N = 2 and m = 1, N = 2
and m = 2, and N = 2 and m = 3, produces cooperation
gain of about 5 dB at the SER of 10−3, 4.5 dB at the SER
of 10−4, and 4.3 dB at the SER of 10−5 respectively, over
the system using single relay cooperative communication.
The case when the direct link is under moderate fading
at mo = 7.64 is presented in Fig. 7. The exact agreement
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Figure 4. Symbol error rate (SER) versus the SNR performance of
the proposed system using BPSK modulation scheme, when the direct
channel experience the deep fading, mo = 2.56, S → Ri channel
have LOS, mo = 26, and the Ri → D channel experience Nakagami-
m fading associated with m = 1, 2, 3
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Figure 5. Symbol error rate (SER) versus the SNR performance of
the proposed system using BPSK modulation scheme, when the direct
channel experience the moderate fading, mo = 7.64, S → Ri channel
have LOS, mo = 26, and the Ri → D channel experience Nakagami-
m fading associated with m = 1, 2, 3

between the SER curves and the Monte Carlo simulation
results validates the computational accuracy of our anal-
ysis.

V. CONCLUSION

In this paper, a rigorous analysis is carried out to
derive the closed form expressions for the combined PDF,
CDF and the MGF of non-identical relaying channel with
bounded SNR. The results obtained are examined by eval-
uating the outage probability and the SER performances
under various scenario of multiple relay hybrid satellite-
terrestrial cooperative network using an AF protocol.

Using land mobile satellite channel statistical experi-
mental data of different fading conditions obtained from
literatures, the analyses of the study are verified using
the results of the numerical computations and simulation.
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Figure 6. Symbol error rate (SER) versus the SNR performance of
the proposed system using QPSK modulation scheme, when the direct
channel experience the deep fading, mo = 2.56, S → Ri channel
have LOS, mo = 26, and the Ri → D channel experience Nakagami-
m fading associated with m = 1, 2, 3
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Figure 7. Symbol error rate (SER) versus the SNR performance of
the proposed system using QPSK modulation scheme, when the direct
channel experience the moderate fading, mo = 7.64, S → Ri channel
have LOS, mo = 26, and the Ri → D channel experience Nakagami-
m fading associated with m = 1, 2, 3

The results show that the multi-hop cooperative satellite-
terrestrial communication has a diversity of advantages.
The proposed system can provide a stable improved
performance of future 4G services even in covered areas.
The performance of the proposed system may also be
extended to the DF cooperative communication scenario.
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APPENDIX I
DERIVATION OF THE COMBINED PDF OF RELAY PATH

fri ()

The combined PDF of two independent and non-
identical distributions is given in [12] as

fri () =

∫ ∞


z2

(z − )2
fsri

(
z

z − 

)
fri (z)dz (26)

After applying fsri
and frid from (3) and (4) in the

above equation and carrying out some variable transfor-
mations, (26) can be written as

fri () =
1

2bōsri

(
2bomo

2bomo + Ω

)mo 1

Γ (m)

(
m

̄rid

)m
× exp

[
−
(

1

2bōsri
+

m

̄rid

)


] ∫ ∞
0

(
z + 

z

)m+1

× zm−1 exp

[
−
(

2

2bōsriz
+
mz

̄rid

)]
× 1F1

(
mo, 1,

Ω(z + )

2bōsri (2bomo + Ω) z

)
dz

(27)

Now substituting 1F1(⋅, ⋅, ⋅) with series expression by
using [18, eq.(9.14.1)], (27) can be written as

fri () =
1

2bōsri

(
2bomo

2bomo + Ω

)mo 1

Γ (m)

(
m

̄rid

)m
×
∞∑
x=0

1

x!
x

Γ (mo + x)

Γ (mo) Γ(1 + x)
�x

×
∫ ∞

0

(
z + 

z

)m+x+1

zm−1

× exp

[
−
(

2

2bōsriz
+
mz

̄rid

)]
dz (28)

Upon expanding the term
(
1 + 

a

)m+x+1
according to

[18, eq.(1.111)], we can reach

fri () =
1

2bōsri

(
2bomo

2bomo + Ω

)mo 1

Γ (m)

(
m

̄rid

)m
× exp

[
−
(

1

2bōsri
+

m

̄rid

)


] ∞∑
x=0

1

x!

× Γ (mo + x)

Γ (mo) Γ(1 + x)
�x

×
m+x+1∑
y=0

(
m+ x+ 1

y

)
x+y

∫ ∞
0

zm−y−1

× exp

[
−
(

2

2bōsriz
+
mz

̄rid

)]
dz (29)

Now with the help of [18, eq.(3.471.9)], the combined
PDF of fri () can be shown as (5).

APPENDIX II
DERIVATION OF RELAY PATH CDF Fri ()

The PDF of SNR per symbol of S → Ri link is given
in (4) and the CDF of Ri → D link for the integer values
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of m is given by

Γ

(
m,

m

̄rid

)
= 1− exp

(
−m
̄rid

)m−1∑
n=0

1

n!

(
m

̄rid

)n
(30)

Then, the CDF of the relaying path can be calculated with
the help of (2) as

Fri () = Pr (ri ≤ ) = Pr

(
sririd
sri + rid

≤ 
)

=

∫ 

0

Pr

(
rid ≥

sri

sri − 

)
fsri

(sri) dsri

+

∫ ∞


Pr

(
rid ≤

sri

sri − 

)
fsri

(sri) dsri

= 1−
∫ ∞


Pr

(
rid ≥

sri

sri − 

)
fsri

(sri) dsri

= 1− 1

2bōsri

(
2bomo

2bomo + Ω

)mo m−1∑
n=0

1

n!

(
m

̄rid

)n
×
∫ ∞


exp

[
−
(

sri

2bōsri
+

msri

̄rid (sri − )

)]
×
(

sri

sri − 

)n
× 1F1

(
mo, 1,

Ωsri

2bōsri (2bomo + Ω)

)
dsri

(31)

After integral substitution x = sri− and applying [18,
eq.(9.14.1)] and [18, eq.(1.111)] we can reach

Fri () = 1− 1

2bōsri

(
2bomo

2bomo + Ω

)mo m−1∑
n=0

1

n!

×
(
m

̄rid

)n
exp

[
−
(



2bōsri
+
m

̄rid

)]
×
∞∑
k=0

1

k!

Γ(mo + k)

Γ(mo)Γ(1 + k)

(
Ω

2bōsr (2bomo + Ω)

)k
×
n+k∑
j=0

(
n+ k

j

)
n+j

×
∫ ∞

0

exp

[
−
(

x

2bōsri
+
m2

x̄rid

)]
xk−jdx

(32)

Now with the aid of [18, eq.(3.471.9)] and solving the
above integral, we can get the closed form CDF expres-
sion in (8).
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