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Abstract— Group work is widespread in education. The growing use of online tools supporting group work generates huge 
amounts of data. We aim to exploit this data to support mirroring: presenting useful high-level views of information about the 
group, together with desired patterns characterizing the behaviour of strong groups. The goal is to enable the groups and their 
facilitators to see relevant aspects of the group’s operation and provide feedback if these are more likely to be associated with 
positive or negative outcomes and where the problems are. We explore how useful mirror information can be extracted via a 
theory-driven approach and a range of clustering and sequential pattern mining. The context is a senior software development 
project where students use the collaboration tool TRAC. We extract patterns distinguishing the better from the weaker groups 
and get insights in the success factors. The results point to the importance of leadership and group interaction, and give 
promising indications if they are occurring. Patterns indicating good individual practices were also identified. We found that 
some key measures can be mined from early data. The results are promising for advising groups at the start and early 
identification of effective and poor practices, in time for remediation.  

Index Terms— Data Mining, Clustering, Sequential Pattern Mining, Learning Group Work Skills, Collaborative Learning, 
Computer-Assisted Instruction.  
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1 INTRODUCTION

roup work is commonplace in many aspects of life, 
particularly in the workplace where there are many 

situations which require small groups of people to work 
together to achieve a goal. For example, a task that re-
quires a complex combination of skills may only be pos-
sible if a group of people, each offering different skills, 
can work together. To take just one other example, it may 
be necessary to draw on the combined efforts of a group 
to achieve a task in the time available. However, it is often 
difficult to make a group operate effectively, with high 
productivity and satisfaction within the group about its 
operation. Reflecting the importance of group work, there 
has been a huge body of research on how to make groups 
more effective and how to help group members build 
relevant skills. In one meta-analysis of this body of work, 
a set of five key factors and three enablers has been iden-
tified [1]. For example, this work points both to the im-
portance of leadership as one of the five key factors and 
to the effectiveness of training in leadership. 

The importance of group work skills is reflected in 
education systems, where students are given opportuni-
ties to develop these valuable skills. Often, and increas-
ingly, such groups are supported by software tools. This 

may be in the context of distance learning, where the 
groups are distributed and the members must use soft-
ware to support their collaboration. In addition, even 
when student groups work in the same classroom or 
campus, they may be supported by a range of online 
tools, such as chat, message boards and wikis. For small 
groups that need to collaborate on substantial tasks over 
several weeks, such tools can amass huge amounts of in-
formation and generate large electronic traces of their 
activity. This has the potential to reveal a great deal about 
the group activity and the effectiveness of the group.  

Our goal is to improve the teaching of the group work 
skills and facilitation of effective team work by small 
groups, working on substantial projects over several 
weeks by exploiting the electronic traces of group activ-
ity. Our approach is to analyse these traces to create mir-
roring tools that enable the group members, their teachers 
or facilitators to see useful indicators of the health and 
progress of their group. We consider it important that our 
work should be in the context of standard, state-of-the-art 
tools for supporting groups. This means that we should 
be able to exploit the data from a range of tools and me-
dia that are valuable for small group management. These 
include wikis, issues tracking systems and version control 
software. The key contribution of our work is an im-
proved understanding of how to use data mining to build 
mirroring tools that can help small long-term teams im-
prove their group work skills. 

Our work is situated at the intersection of three main 
areas: Machine Learning and Data Mining, especially as 
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they apply to educational contexts; Computer Supported 
Collaborative Learning (CSCL); the body of knowledge 
about small group skills and effectiveness. While our re-
search has been informed by all of these, it is important to 
distinguish just how our work differs from previous work 
in them. We now briefly discuss this in terms of each of 
these areas. 

The emerging research community of Educational 
Data Mining [2] exploits data from learners' interaction 
with e-learning tools, particularly web-based learning 
environments. The recognition of the huge potential value 
of such data has led to a series of ten workshops and a 
new conference [3]. There have been recent promising 
results using a range of techniques [4-7]. There is good 
reason for this new research area, primarily because it 
needs to deal with issues that differ from those that had 
previously had most attention in the wider data mining 
and machine learning research. For example, educational 
data presents several difficulties for the data mining algo-
rithms as it is temporal, noisy, correlated, incomplete and 
may lack enough samples for some tasks. In addition, 
there is a need for understandable and scrutable presenta-
tions of the data mining results appropriate for the non- 
data mining savvy users. This area is establishing the new 
requirements for effective mining and analysis of learning 
data. This paper continues this exploration of foundations 
for this area, taking account of the particular demands of 
one important class of educational context. 

CSCL is an established and active research area. How-
ever, much of the focus of that community is based upon 
the value of collaboration for improved learning across 
many disciplines. This is rather different from our focus. 
So, for example, the CSCL community has done consider-
able work on the use of discussion boards. This is relevant 
to our work in that it does explore ways to improve par-
ticipation rates as in the work of Cheng and Vassileva [8]. 
They created an adaptive rewards system, based on 
group and individual models of learners. This had ele-
ments of mirroring but significantly differs from our goal 
of supporting small groups for whom learning group 
work skills is one of the learning objectives and the group 
work is the key focus.  

Some research has brought together CSCL and data 
mining. Notably, Talavera and Gaudioso [9] applied clus-
tering to student interaction data to build profiles of stu-
dent behaviours. The context of the study was a course 
teaching the use of Internet and the data was collected 
using a learning management system from three main 
sources: forums, email and chat. Their goal was to sup-
port evaluation of collaborative activities and although 
only preliminary results were presented their work con-
firmed the potential of data mining to extract useful pat-
terns and get insight into collaboration profiles. Soller [10, 
11] analysed conversation data where the goal was 
knowledge sharing: a student presents and explains new 
knowledge to peers; peers attempt to understand it. Hid-
den Markov models and multidimensional scaling were 
successfully applied to analyse the knowledge sharing 
conversations. However, Soller required group members 
to use a special interface using sentence starters, based on 

Speech Act Theory. The requirement for a special inter-
face, limited to a single collaboration medium, with user 
classified utterances has characterised other work, such as 
Barros and Verdejo [12] whose DEGREE system enabled 
students to submit text proposals, co-edit and refine 
them, until agreement was reached. By contrast, we 
wanted to ensure that the learners used collections of con-
ventional collaboration tools in an authentic manner, as 
they are intended to be used to support group work: we 
did not want to add interface restrictions or additional 
activities for learners as a support for the data mining. 
These goals ensure the potential generality of the tools we 
want to create. It also means that we can explore use of a 
range of collaboration tools, not just a single medium 
such as chat. 

The notion of mirroring has been discussed in a similar 
context to ours [13]. In the current state of research, the 
goal of mirroring that is effective is a realistic starting 
point. Moreover, it has the potential to overcome some of 
the inherent limitations of data mining that does not 
make use of a deep model of the group task and the com-
plex character of each particular group. So, it offers prom-
ise for powerful and useful tools that are more generic, 
able to be used by many different groups working on dif-
ferent tasks. We have already found that mirroring of 
simple overall information about a group is valuable [14]. 
The work on social translucence [15, 16] has also shown 
the value of mirroring for helping members of groups to 
realise how they are affecting the group and to alter their 
behaviour. Our experience with these tools has pointed to 
their particular power in the context of long-term small 
groups: the mirrored information serves as valuable start-
ing point for both discussing group work, as part of the 
facilitation process, and it can serve as an excellent basis 
for exploring the information within the collaboration 
environment. 

The paper is organised as follows. The next section 
states our goals of mining group logs, identifies the main 
stakeholders and how they can benefit from the extracted 
patterns. Section 3 describes in more detail the context of 
our study: the learner population, TRAC online system 
and nature of the data collected. Section 4 presents the 
initial data exploration performed and discuses its limita-
tions. Then the actual data mining is presented, with Sec-
tion 5 describing the clustering work and Section 6 pre-
senting the frequent sequential pattern mining. We dis-
cuss the results, problems encountered, and how the dis-
covered patterns can be used to improve teaching and 
learning. Section 6 concludes the paper. 

2.  GOALS OF MINING GROUP WORK LOGS 
We set our primary goal for the data mining as providing 
mirroring tools that would be useful for helping improve 
the learning about group work. This goal is realistic in the 
context of the highly complex and variable nature of long-
term, small group activity, especially where the learners 
undertake a diverse range of tasks, such as creating a 
software system for an authentic client. Our mirroring 
goal means that we aim to extract patterns and other in-
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formation from the group logs and present it together 
with desired patterns to the people involved, so that they 
can interpret it, making use of their own knowledge of 
the group tasks and activities. 

To underpin our work, we have used the Big Five the-
ory of group work [1]. It is based on a broad meta-
analysis of research on small group interaction, drawing 
on the large body of literature reporting studies of vari-
ous aspects of group work and determinants of success. It 
has established five key factors: leadership, mutual perform-
ance monitoring, backup behaviour, adaptability and team ori-
entation. Backup behaviour involves actions like reallocat-
ing work between members as their different loads and 
progress becomes recognised. Adaptability is a broader 
form of changing plans as new information about internal 
group and external issues are identified. Team orientation 
covers aspects such as commitment to the group as a 
whole. It also has identified three supporting mecha-
nisms: shared mental models, especially shared understand-
ing of how the group should operate; mutual trust; and 
closed loop communication, which means that, regardless of 
the medium, a person communicating a message receives 
feedback about it and confirms this. This theory provides 
a language with which to discuss group work and guides 
our data mining.  

Given our goal, it is important to distinguish the key 
stakeholders because the information relevant to each is 
somewhat different. We distinguish four classes of stake-
holders:  

• individual learner: each has a good knowledge of 
their own goals and activities but may be unaware 
of what others in their group have been doing and 
how well they have been performing as a team 
member and what they should be doing to be more 
effective in their allocated roles; 

• individual group: the group as a whole is aware of 
some aspects of their performance but is less aware 
of how they could improve their performance and 
how well they are doing on the various dimensions 
of the Big Five elements; 

• group facilitator: this person works with the groups, 
meeting them regularly and helping them see how 
to improve their performance. This person is more 
knowledgeable about group processes and has an 
outsider view of the group. However, they need 
help in seeing just what the group members have 
been doing and how they have been interacting; 

• course co-ordinator: this person needs to teach the 
group skills and to monitor the progress of all the 
groups. They have least knowledge of the details of 
the individual groups and are most in need of sup-
port in seeing a big picture overview of the large 
amounts of log data to understand what the groups 
are doing. 

We were able to refine the goals of mirroring into the 
following three sub-goals: 

• timely problem identification: All stakeholders should 
be keen to know about indicators of problems in the 
group work, especially if these indicators can be 
provided in time for remedial action to have a sig-

nificant effect. In particular, if the group facilitator, 
can see patterns that are suggestive of potential 
problems in some key aspects, such as leadership or 
effective closed loop communication, they can dis-
cuss these issues with the group and work with 
them to find ways to improve the learning about 
group work and to ensure the success of the group. 

• support for self-monitoring: This is particularly impor-
tant for the individual. For example, the leader 
should have distinctive behaviours and we would 
like to provide high level mined results reflecting 
the effectiveness of their interaction, as a leader; 

• improved understanding of how effective groups make 
use of the online collaboration tools: this is most impor-
tant for co-ordinators as it can inform their teaching 
and organisation of the learning environment. 

We will refer to our identified stakeholders and the 
sub-goals of the data mining in the discussion of the data 
mining and the value of different results for the different 
stakeholders. 

3 CONTEXT OF THE STUDY 
3.1 Learners 
The learners were students completing a senior software 
development project course. Over 12 weeks, and working 
in groups of 5-7 students, they were required to develop a 
software solution for a client. The topics varied from cre-
ating a computer-based driving ability test to developing 
an object tracking system for an art installation. The 
groups were required to use Extreme Programming (XP) 
[17], including use of user stories, small releases, and col-
lective code ownership.  

We have collected data over three semesters, for co-
horts in 2005 and 2006. This paper reports the last 2006 
cohort because our teaching changed markedly in 2006 
and that cohort was given much more support and in-
struction in group work skills. This means their data is 
richer and more meaningful, and is also not comparable 
with the data from 2005.  
 
3.2 Online Learning Environment: TRAC 
Student teams were required to use TRAC [18] for online 
collaboration. TRAC is an open source, professional soft-
ware development tracking system. It supports collabora-
tion by integrating three tools:  

• A group wiki for shared web pages. It is a collabora-
tive authoring tool, allowing the group members to 
add, remove or edit web pages, linked from the 
main group page. 

• A task management system also known as a ticket-
ing system. A ticket is created for each task that the 
team has to do. For example, if the team needs to do 
research on e-learning, one person (often the leader) 
should create a ticket for this task, which is then al-
located to a person for completion. Team members 
can add comments on a ticket, reassign it to some-
one else or close it.  
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• Subversion (SVN) control system. It provides a re-
pository for the software created by the group and 
manages the changes made over time. It allows re-
covery of older versions of the software and a view 
of the history of how the files and directories were 
changed.  

We have enhanced this professional tool with artefacts 
which extract information from learners’ data in the form 
of student models: 1) for students to peruse and reflect on 
and 2) for teachers to have a bird’s eye view of what stu-
dents are doing and where to focus their teaching efforts 
[19]. 

3.3 Data 
We collected data from the students’ use of TRAC; essen-
tially, all the traces of their actions. This includes captur-
ing data whenever a user: 1) created a wiki page or modi-
fied it, e.g. added or removed text, 2) created a new ticket 
or modified an existing, e.g. by closing it, reassigning it, 
changing its priority or severity, or adding a comment, 3) 
committed a file to the SVN repository or modified an 
existing one, or added and reorganised the directories in 
the repository. Information about each of these events 
was stored, including the time of the event and the group 
members and resources involved.  

In addition to these electronic traces, we also had the 
progressive and final marks, together with a very good 
understanding of the quality of each group’s processes 
and product throughout the semester. The groups were 
ranked based on their performance from 1 to 7 where 
Group 1 denotes the strongest and Group 7 the weakest 
group.  

It should be noted that in addition to TRAC, the stu-
dent teams collaborated and communicated via other 
media to which we don’t have access, such as instant 
messaging, telephone conversations, SMS. Most impor-
tantly, they had face-to-face meetings, typically at least 
twice a week. These meetings play a critical role in the 
group co-ordination.  

4 DATA EXPLORATION 

Before any data mining was carried out, the data was ex-
amined to see whether any simple statistics could distin-
guish the stronger from the weaker groups.  

Firstly, we checked the total number of ticket events 
for each group, as shown in Fig. 1. Intuitively we expect a 
large number to be associated with strong groups as the 
tickets allow group members to keep track of their work, 
including to allocate and accept tasks. Indeed the results 
show that the top group had the highest number of ticket 
events. However, the performance of the other groups 
does not seem to correlate with the number of ticket 
events. For example, Group 2 had one of the lowest num-
bers. Upon interviewing members from this group (after 
the completion of the course), we found that they were 
reluctant to use the system as they felt it to be too cum-
bersome, and hence preferred to communicate their pro-
gress by other means.  
 
 

Fig. 1. Total number of ticketing events per group 

Secondly, we looked at the distribution of the individ-
ual ticketing events (ticket created, accepted, reopened 
and closed), see Fig.2. As tickets must be accepted by the 
assignee before they are recorded as being assigned, we 
expect the better groups to have near equal proportion of 
created and accepted tickets, which was the case. In con-
trast, some of the poorer groups had a much lower pro-
portion of accepted than created tickets. Again, this statis-
tic is not very useful on its own: the poorest group dis-
played similar patterns to the top groups. It should also 
be noted that Group 4 admitted at the interviews that one 
person logged in as the other team members and entered 
all group contributions, which explains their ideal distri-
bution of the ticketing events. 

 

Fig. 2. Distribution of ticket actions per group [%]  

Thirdly, we examined the usage span of the wiki 
pages, i.e. the time between the first and last event on the 
page, see Fig.3. Group 1 has the lowest number of wiki 
pages but they were, on average, active for the longest 
period of time. This pattern is also evident for the next 
best group (Group 2), and the opposite pattern is dis-
played by the two poorest groups. There are several pos-
sible interpretations for this result and more work is 
needed to validate them. It could be that the better groups 
used the wiki for more “active” purposes, such as group 
discussion or a logging of personal progress, while the 
poorer groups used the wiki for more “static” purposes 
such as posting research and guidelines. Considering 
groups were required to post assessable work (such as 
reports) on the wiki, it could also be that the better groups 
started this work earlier, while the poorer groups worked 
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in a more compressed timeframe. However again, as 
shown by Group 5, this measure alone was not predictive 
of the quality of the group. 

 

Fig. 3. Usage span of wki pages 

Lastly, we studied our SVN data and found that it was 
problematic for two reasons. First, as files were identified 
by their pathnames, we could not track unique files as 
they were often moved to different locations within the 
group repositories. Second, differences between SVN cli-
ents meant that data which was recorded on the number 
of lines added and deleted to committed files was not 
reliable. Thus, the only reliable SVN data was the time 
each commit took place. We use it to count the number of 
days on which SVN activity occurred for a group, Fig. 4. 
The top group again was ranked highest on this measure: 
however, there was no obvious pattern in this statistic for 
the other groups.  

 

Fig. 4. Number of different days on which SVN event occurred for 
each group 

5 CLUSTERING 
As shown in the previous section, simple statistical explo-
ration of the data was quite limited. The results suggested 
the need to consider multiple data attributes simultane-
ously. Clustering allows us to use multiple attributes to 
identify similar groups in an unsupervised fashion. In 
addition, it provides the opportunity to mine the data at 
the level of individual learners (i.e. to find groups of simi-
lar learners) and then to examine the composition of each 

group.  
An application of clustering in an educational setting is 

presented in [4], where students using an intelligent tu-
toring system were clustered according to the types of 
mistakes made. The authors suggested that through the 
use of clustering, teachers could identify different types of 
learners and apply different remedial methods. A similar 
goal can be transferred to the current context, with clus-
tering possibly identifying different styles of groups 
which may benefit from different styles of intervention. 
However, it must be noted that with a small number of 
groups, such analysis could be performed by the teachers 
alone, without the aid of clustering results. Therefore, our 
primary goal was simply to assess whether our data con-
tained features which could be translated through cluster-
ing into meaningful information about groups and indi-
vidual learners. 

As a main clustering algorithm we selected k-means 
which is the most popular. It is also simple, effective and 
relatively efficient [20, 21]. We used the WEKA [22] im-
plementation with Euclidean distance measure.  

The data consisted of TRAC usage traces for 43 stu-
dents working in 7 groups. Its size was 1.6 mega bytes in 
mySQL format and it contained approximately 15000 
events as shown in Table 1. 

 

TABLE 1. NUMBER OF EVENTS FOR EACH GROUP 
Group Number of Events 
1 2460 
2 1416 
3 1499 
4 2156 
5 3395 
6 1639 
7 2462 
Total 15027 

 

5.1 Clustering Groups 
The most important problem was attribute selection. The 
performance of clustering algorithms is very sensitive to 
the quality of the attributes.  

Initially we chose a set of 8 numeric attributes repre-
senting ticketing behaviour such as the number of tickets 
and ticket events; the number of days on which tickets 
were opened, closed, or a ticket event occurred; and the 
ticket usage span (number of days between first and last 
event).  

We firstly ran k-means with k=3 clusters. The number 
of clusters was set to 3 based on expert knowledge, i.e. 
consultation with teaching staff and also considering stu-
dents’ final marks in the course. As mentioned before, we 
had a very good understanding of the quality of the proc-
esses followed by each group and their final product. We 
also experimented with k=2 and 4 but the results were 
most meaningful for k=3.  

Table 2 shows the clustering of the groups, together 
with the extracted distinguishing characteristics of each 
cluster. The first cluster consists of Groups 2, 3, 4 and 7 
and is characterised by overall low ticketing activity. 
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While low ticketing activity is typically associated with 
weaker groups, Group 2, the second best group, also 
showed this characteristic as it was reluctant to use the 
ticketing system as discussed in Sec. 3. The separation of 
Group 1 from Groups 5 and 6 shows that the way the 
tickets were used, as opposed to just the ticketing activity, 
was important. More specifically, the results show that 
tickets are most beneficial when they are actively updated 
(e.g. through posting comments on progress or adjusting 
their priority) as opposed to simply being created and 
closed. However, we found that many of these attributes 
were correlated (some as high as 0.918, p=0.004). It was 
also felt that the simultaneous use of the wiki, ticket and 
SVN behaviours will be more informative than the ticket-
ing activity alone.  

 

TABLE 2. CLUSTERING TICKETING BEHAVIOUR USING K-MEANS 
(K=3) AND 8 ATTRIBUTES  

Clusters Distinguishing characteristics 
Groups 2, 3, 4 & 7 Overall low ticketing activity 

Groups 5 & 6 Many tickets 
Fewer ticketing events 
Greater percentage of trivial and minor 
ticket priorities 
Less accepting events 

Group 1 Many tickets 
Many ticketing events 
Lowest percentage of minor ticket priorities 
More events where ticket priorities were 
changed or comments posted 

 
This motivated the manual creation of composite at-

tributes that seemed to capture essential aspects of team 
performance. Attributes that measured total activity were 
excluded in favour of those that gave an indication of how 
TRAC was used when it was used. Through this process, 
the 11 attributes listed in Table 3 were selected. It is inter-
esting to note that 5 of them (the ones marked with *) 
were automatically ranked favourably when three of the 
WEKA’s [22] supervised attribute selection algorithms 
were used together (Information Gain, Relief and Support 
Vector Machines) with two slightly different group per-
formance rankings. 

 

TABLE 3. THE 11 ATTRIBUTES SELECTED FOR CLUSTERING OF 
GROUPS 

-Average number of events per ticket 
-Number of different days ticketing occurred 
-Average number of ticket events per active ticketing day * 
-Percentage of ticket events not involving an ‘action’ on the ticket 
(i.e. the ticket was either updated with a comment or a priority 
change) * 
-Percentage of ticket ‘action’ events where a ticket was accepted 
-Average number of events per wiki page 
-Average wiki page usage span (days between first and last edit) * 
-Average number of edit days per page * 
-Average number of lines added per wiki edit 
-Average number of lines deleted per wiki edit * 
-Number of different days an SVN activity occurred 

 

The k-means clustering results using the above 11 attrib-
utes are shown in Table 4. Comparing Tables 2 and 4, we can 
see that the results are similar; only Groups 6 and 7 are in 
different clusters (swapped). Group 1 was again clearly 
separated from the others.  

As k-means is sensitive to the seed initialization and also 
does not deal well with clusters with non-spherical shape 
and different size, we also ran the EM clustering algorithm 
[20] using its WEKA’s implementation [22]. As a mixture 
model clustering, EM is a more general algorithm than k-
means and doesn’t suffer from the limitations listed above. 
Using the same settings (k=3 clusters and 11 attributes), we 
obtained the same results as with k-means (Table 4). 

 

TABLE 4. CLUSTERING TRAC ACTIVITY USING K-MEANS (K=3) 
AND 11 ATTRIBUTES 

Clusters Distinguishing characteristics 
Groups 
2, 3, 4 & 

6 

-Moderate events per ticket 
-Infrequent TRAC activity (tickets and SVN) 
-Moderate % of ticket update events 
-Moderate number of lines added/deleted per wiki edit 

Groups 5 
& 7 

-Moderately frequent TRAC activity (tickets and SVN) 
-High edits per wiki page 
-Low number of lines added/deleted per wiki edit 
-Low number of events per ticket 
-Low % of ticket update events 

Group 1 -Very frequent TRAC activity (tickets and SVN) 
-High events per wiki page and per ticket 
-High wiki page usage span 
-High % of ticket update events 
-High % of ticket accepting events 

 
To get better insight into the group similarities we also 

ran hierarchical agglomerative clustering [20] with 
Euclidean distance using Cluster [23]. The algorithms 
initially places all examples in a cluster of their own and 
then iteratively merges the closest two clusters, until all 
examples form one big cluster. The results are shown in 
Fig. 5 using TreeView [24]. At level 3 (i.e. 3 clusters con-
sidered), the results are the same as using k-means (Table 
4). Thus, we obtained the same clustering results for k=3 
using k-means, EM and hierarchical agglomerative clus-
tering. 

Such results are useful for the course co-ordinator. 
They highlight that Group 1’s behaviour is distinguished 
from the others. The co-ordinators had some sense that 
this group was well managed but this cluster analysis 
pointed to the particular behaviours that distinguished 
this group. We only noticed these after the results of the 
data mining prompted us to look at particular parts of the 
TRAC sight and to see the way they used tickets. It 
turned out that they made extensive use of the wiki on 
each ticket for communication about the task associated 
with it. The course co-ordinators discovered this, more 
effective way to use TRAC, only because of the results 
just reported. This new understanding was used in sub-
sequent teaching and was judged by the facilitators to be 
helpful. 
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Fig. 5. Hierarchical agglomerative clustering using the 11 attributes 

5.2 Clustering Students 
We also performed clustering of the individual students, 
with the hope that the group composition would reveal 
information that was missed when all individuals in a 
group were considered together. The attributes we se-
lected are listed in Table 5; they are similar to the ones in 
Table 3 but characterise individual not group activity.  

 

TABLE 5. THE 14 ATTRIBUTES SELECTED FOR CLUSTERING OF 
INDIVIDUAL STUDENTS 

-Number of ticket events 
-Number of tickets in which the individual was involved 
-Number of different days in which a ticket event occurred 
-Average number of ticket events per active (individual) ticket-
ing day * 
-Number of wiki events 
-Number of wiki pages edited 
-Number of different days on which a wiki event occurred 
-Average number of wiki events per active (individual) wiki day 
-Average lines added per wiki edit 
-Average lines deleted per wiki edit 
-Number of SVN commits 
-Average number of files per SVN commit 
-Number of different days in which an SVN commit occurred 
-Average number of SVN commits per active (individual) SVN 
day 

 
Table 6 shows the clusters obtained with k-means for k=4, 
together with their distinguishing characteristics. Again 
the number of clusters was set empirically using expert 
knowledge and by looking for meaningful grouping. 
Based on our interpretation of the characteristics in Table 
6, a cluster label was assigned (“Managers”, “TRAC-
oriented developers”, “Loafers” and “Others”). The dis-
tribution of students from each group into these 4 clusters 
is presented in Table 7, with asterisks showing the cluster 
in which each group’s designated manager (leader) was 
placed. This role was allocated to one person after the 
initial start-up period. For example, Group 5 consisted of 
7 students; 3 of them were clustered as “Managers”, 1 as 
“TRAC-oriented developers”, 0 as “Loafer” and 3 as 
“Others”; the designated group manager was clustered as 
“TRAC-oriented developer” 

 

TABLE 6. STUDENT CLUSTERS OBTAINED USING K-MEANS 
Cluster size Distinguishing Characteristics Cluster label 
8 students High ticketing activity 

Involved in many tickets 
High wiki activity 
Involved in many wiki pages 
Moderate SVN activity  

“Managers” 

9 students Moderately high ticketing activity 
Ticketing occurring on many dif-
ferent days 
Moderate wiki activity 
Very high SVN activity 

“TRAC-
Oriented 

Developers” 

11 students Low ticketing activity 
Low wiki activity 
Low SVN activity 

“Loafers” 

15 students Moderately low ticketing activity 
Moderately low wiki activity 
Many wiki events on days which 
wiki events occurred 
Many SVN events on days which 
SVN events occurred 

“Others” 

 

TABLE 7. DISTRIBUTION OF STUDENTS FROM EACH GROUPS 
INTO THE CLUSTERS FROM TABLE 6 

 

Managers 

TRAC-
Oriented 

Developers 
Loafers 

 
Others 

 
Group 1 *1 3 1 1 
Group 2 *1 0 1 3 
Group 3 0 1 2 **3 
Group 4 *1 3 2 0 
Group 5 3 *1 0 3 
Group 6 *1 1 3 1 
Group 7 *1 0 2 4 
 
Some differences between previous groupings began 

to emerge. For example, Groups 2 and 3 differ by Group 
3’s lack of a manager. This was consistent with our 
knowledge of the leadership problems this group encoun-
tered, with the original manager leaving the course and 
another group member taking over. The lack of TRAC-
oriented developers in Group 2 was validated in a group 
interview where the main developers expressed a reluc-
tance to use TRAC. Group 5 is also distinctive in its excess 
of managers, perhaps suggesting too many managerial 
and organisational processes were occurring at the ex-
pense of actual work being done. This is further compli-
cated by their designated manager being placed in the 
cluster which performed more technical than managerial 
work. One possibility is that this weak leadership re-
sulted in others reacting to fill the manager’s role, with 
their technical work subsequently being compromised. 
This is a pattern to be aware of in future groups. 

We also conducted another experiment. We ran the 
clustering using the data only from the first seven weeks 
of data and found that, already, some of these key results 
had already emerged. For example, the Group 5 leader 
was already showing the developer’s behaviours. Had the 
group facilitator been aware of this, they may have been 
able to help this group deal with this problem, early 
enough to have made a difference. The presence of three 
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loafers was also apparent in Group 6. The early data also 
showed leadership’s behaviours by all other leaders at 
that stage. These results also have great value for the in-
dividuals so that they could, as needed, alter their behav-
iour. 

In conclusion, we found clustering to be useful, reveal-
ing interesting patterns characterising the behaviour of 
the groups and individual students, when using TRAC. 
Frequent use of the 3 media, with high number of active 
events (such as ticket update and ticket accepting, wiki 
page edits and SVN commits) is associated with positive 
outcomes. Effective group leadership and monitoring are 
also linked with positive outcomes. In future work, we 
would like to make a better use of the SVN data as it is an 
important data source conveying the “real work” done by 
the students in producing software.  

5.3 Limitations of Clustering 
The main limitation was the small data sample, especially 
in the first task, clustering of groups. Although the data 
contained more than 15000 events, we had only 7 groups 
and 43 students. Nevertheless, we think that the collected 
data and selected attributes allowed for uncovering use-
ful patterns characterising the work of stronger and 
weaker students as discussed above. The follow-up inter-
views were very helpful for interpreting and validating 
the patterns.  

How to select the most appropriate clustering algo-
rithm and how to set its parameters is another important 
issue. There are methods for determining a good number 
of clusters and evaluating the clustering quality in terms 
of cohesion and separation of the clusters found [20]. We 
believe that in this application the expert knowledge of 
the course co-ordinators and facilitators is essential to 
find meaningful number of clusters and extract meaning-
ful characteristics, and then use them on new cohorts. For 
larger datasets, hierarchical clustering may not be appli-
cable due to its high time and memory requirements; k-
means may be still a good choice, especially some of its 
modifications, such as bi-secting k-means [20] which is 
less sensitive to initialization and is also more efficient. 

6 SEQUENTIAL PATTERN MINING 
An important aspect of our data which is ignored by min-
ing techniques such as clustering is the timing of events. 
We believe that certain sequences of events distinguish the 
better groups from the weaker ones. In particular, we 
expected that we should be able to use these to gain indi-
cations of closed loop communication, one of the enablers 
in the Big Five Theory. Such sequence may represent a 
characteristic team interaction on a specific resource, or 
group members displaying specific work patterns across 
the three aspects of TRAC. A data mining technique 
which considers this temporal aspect is sequential pattern 
mining [25]. It finds sequential patterns that occur in a 
dataset with at least a minimal level of frequency called 
support [26]. Sequential pattern mining has been previ-
ously used in e-learning although for different goals than 
others: to support personalised course delivered based on 

the learner characteristics [7] and to recommend se-
quences of resources for users to view in order to learn 
about a given topic [27]. We first present the algorithm 
we used and then the data pre-processing we applied. 

6.1 Algorithm 
The goal of sequential pattern mining is to discover all 
frequent sequences of itemsets in a sequence dataset. An 
example of a sequence dataset is shown in Table 8 which 
contains 3 sequences: S1, S2 and S3. A sequence is an or-
dered list of elements. These elements are collections of 
one or more events (items), in our case an element consists 
of one event. The length of a sequence is the number of 
elements in it; a sequence of a length k is called a k-
sequence. A sequence a=<a1,a2,...,an> is a subsequence of 
b=<b1,b2,...,bm>, if there exist integers 1<=i1<i2<…< in <=m 
such that a1=bi1, a2=bi2, an=bin. The support sup(s) of a se-
quence s is the number of sequences of which s is a sub-
sequence. So, for our example, the sequence <a,d> is a 
subsequence of S1, S2 and S3 and its support is 3, while 
<c,d> is a subsequence of S2 and S3, and thus its support 
is 2.  

TABLE 8. EXAMPLE OF DATA USED BY A SEQUENTIAL PATTERN 
MINING 

SeqID Sequence 
S1 <a,b,b,d,c> 
S2 <a,c,d> 
S3 <a,c,c,d> 

 
There are two main approaches to sequential pattern 

mining: apriori-based [25] and pattern-growth methods 
[28, 29]. Both of them find the same results but the pattern 
growth approach is much faster. We used an appriori-
based algorithm for two reasons. Firstly, as our data is in 
the order of ten thousands of events, the speed perform-
ance was not a critical criterion. Secondly, apriori-based 
algorithms are easier to understand and modify than pat-
tern-growth based algorithms. More specifically, we used 
a slightly modified version of the Generalized Sequential 
Pattern Mining (GSP) algorithm. GSP is based on the so 
called apriori (or antimonotony) property which states 
that if a sequence is frequent then all its sub-sequences 
must be frequent as well. Based on this heuristic, GSP [25] 
adopts a multiple-pass, candidate generation-and-test 
approach in sequential pattern mining. We have modified 
it as we consider sequence of items, not itemsets.  

Our GSP modified algorithm is described below:  
• First pass: The first pass determines the support of 

each item, that is, the number of data sequences that 
include the item. At the end of the first pass, the al-
gorithm knows which items are frequent, that is, 
have minimum support. 

• Candidate generation pass: These frequent se-
quences are used to generate new potential pat-
terns, called candidate sequences. Given the set of all 
the frequent k-1 sequences found in the previous 
pass, we generate new k-sequence candidates. Can-
didates are generated in two steps: 
• Join step: A sequence s1 joins with s2 if the sub-
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sequence obtained by dropping the first item of 
s1 is the same as the subsequence obtained by 
dropping the last item of s2. For example 
<a,b,c,d> is a candidate 4-sequence of  the 3- se-
quences <a,b,c> and <b, c, d>. 

• Pruning step: We remove all the candidates that 
have a contiguous (k-1) subsequence whose sup-
port is less than the minimum support. 

• Test pass: All the candidate sequences in a pass 
have the same length (i.e. number of items). The scan 
of the database in one pass finds the support for 
each candidate sequence. All the candidates whose 
support is above the minimum support, form the set 
of the newly found sequential patterns. This set 
then becomes the seed set for the next pass.  

The algorithm terminates when no new sequential pat-
tern is found in a pass, or no candidate sequence can be 
generated. 

 

6.2 Data Pre-processing 
Data pre-processing is a very important step needed be-
fore the sequential data mining can be performed. Firstly, 
the raw data needs to be represented in a more abstract 
form, e.g. as a long, unique, chronological sequence of 
events for a student group. Secondly, this long sequence 
needs to be split into a dataset of several meaningful se-
quences. Thirdly, the events need to be suitably encoded 
to facilitate data mining.  

Abstraction of raw data 
The raw data for each group is first transformed into a list 
of events, which are defined as: 

Event = {eventType, Resource, Author, Time}, where 
EventType is either T (for Ticket), S (for SVN) or W (for 

wiki), Resource is the identifier of the ticket number, 
source code file or wiki page, Author is the name of the 
user who performed the action and Time is the absolute 
time when the event occurred. 

Generation of a Dataset of Sequences 
The original sequence obtained for each group was from 
1416 to 3395 events long. We then needed to break down 
this long sequence into several meaningful sequences to 
form a dataset of sequences of events. We considered the 
following three ways. 

• A sequence per resource, where a separate sequence is 
obtained for the events on each ticket, wiki page, 
and SVN file. Therefore, the number of sequences in 
the dataset (for a group) will be equal to the number 
of resources used. 

• A sequence per group session, where sessions are 
formed by cutting up the group’s event list where 
gaps (of no activity) of a minimum length of time 
occur (we used 7 hours). A related sequence forma-
tion method is a sequence per author session: the event 
list for each group member is extracted and then 
sessions are formed as above. 

• A sequence per task, where the task is defined by a 
ticket. The task sequence includes: 1) all ticket 
events on that ticket, 2) all SVN and wiki events re-

ferring to the ticket and occurring between the 
ticket open and close dates, and 3) all events on 
SVN and wiki pages referred to by the ticket and 
occurring between the ticket close and open dates. 
Therefore, the number of sequences in the dataset 
(for a group) will be equal to the number of tickets 
for the group. 

Encoding the Events into Items 
To compare events and find frequent sequences in the 
dataset, we need to suitably encode the events using a 
higher level of abstraction. For instance, when the group 
members collaborate on a wiki page the actual identifica-
tion number of this page is not relevant for our analysis; 
what is important is the fact that the same page was 
modified several times by different authors. Thus, we 
need to remove certain author and resource identification 
information, as well as to combine similar consecutive 
events into single alphabet items. We propose three al-
phabets which are summarised in Table 9. 

 

TABLE 9. THREE ALPHABETS USED 
Alphabet type Captures: A new item 

is generated 
when an 
event ap-
pears in the 
sequence: 

Alphabet 1 
 
items in the 
form (iXj) 
 
Used in per 
session se-
quencing 
 

the number of consecutive 
events i occurring on a par-
ticular TRAC medium type X 
and the number of individuals 
j involved in the events. 
 
Example:  
(2t1) – 2 ticket actions by the 
same author 
(5w3) – 5 wiki actions by 3 
different authors 

from a differ-
ent TRAC 
medium 

Alphabet 2:  
 
items in the 
form (AiX) 
 
Used in per 
resource se-
quencing 
 

the number of consecutive 
events i performed by a single 
author with a role A, on a 
TRAC medium of type X. 
 
Note: The author’s role A is: L 
(leader), T (tracker) or a, b, c 
etc. for other non-leader and 
non-tracker authors in order 
of their appearance in the 
sequence.  
 
Example:  
(L3t) – 3 ticket actions by the 
leader of the group 
(b2s) – 2 SVN actions by 
person b who is not a leader 
or tracker 

by a different 
author 

Alphabet 3:  
 
items in the 
form (iXA)  
 
Used in per 
task sequenc-
ing 

As in Alphabet 2 
 

from a differ-
ent TRAC 
medium OR 
by a different 
author 
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Alphabet 1 was developed for use with the per session 

sequencing (group or author). Note that when it is used 
with the per author sequencing, j is always 1. Alphabet 2 
was developed for use with the resource sequencing, and 
Alphabet 3 - for the task sequences.  

Alphabets 2 and 3 were specifically developed to pro-
vide a tighter integration of the research with psychologi-
cal theories of group work. These choices of alphabet 
were also inspired by elements of the Big Five Theory: for 
example, we expected that leaders behaviour would be 
very important and patterns that identified the activities 
and interactions of the leader would be important. In XP 
the manager has the role of leader and in our context this 
role was allocated to one person after a start-up period. In 
addition, the role of tracker in XP was thought to corre-
spond to the Big Five function of performance monitor-
ing. For these reasons, author role (A) in these alphabets 
were identified as: L (leader), T (tracker), and all other 
(non-leader and non-tracker) authors identified as a, b, c, 
etc. in order of appearance in the sequence.  

Alphabet 2 also allowed us to examine whether earlier au-
thors returned to edit the resource after it was edited by an-
other author, representing a group interaction on the resource. 
In addition, leaders and trackers, though always displayed 
with the same symbol, were still placed in the ordered author 
list, allowing us to identify resources which were created by 
group members other than the leader or tracker. 

6.3 Pattern extraction process  
We ran the GSP modified algorithm on the data, using 
each of the 3 alphabets described in the previous section. 
We found large numbers of patterns of various length 
and support. The patterns found were manually ana-
lysed. For each set of results, we sorted the patterns firstly 
on support, then on length, and compared the results 
across groups. That way we identified which patterns 
were most frequent in certain groups and least frequent 
in others. We ran the GSP algorithm with a very low sup-
port threshold because when patterns are found to be 
frequent in one group, we need to compare this with the 
exact frequency in other groups where they are not fre-
quent. Hence, the need to also compute patterns with a 
low frequency (support). Although the overall number of 
patterns found was very high (up to 40,000), only the ones 
that are frequent in at least one group and low in at least 
one other were retained, reducing easily that number 
down to a humanly manageable size of about 50.  

A support of a sequential pattern is the number of 
dataset sequences in which it occurred. As the groups had 
different numbers of sequences (when group and author 
sequencing was used), we calculated percentage support 
to allow comparison across groups. For example, when 
sequencing per group was used, percentage support of a 
sequential pattern is the number of sequences for the 
group in which the pattern occurred over the total num-
ber of sequences for this group. 

Following this conversion to percentage support, the 
average support for each pattern was also computed. The 
patterns were then sorted by support for each group, with 

a secondary sort by average support or support for a con-
trasting group performed in order to identify characteris-
tic and contrasting patterns. Patterns for which a group 
had noticeably higher or lower than average support 
were noted, as were patterns which distinguished groups 
with different levels of success. Table 10 shows some of 
the results we obtained. 

TABLE 10. PERCENTAGE SUPPORT FOR SOME OF THE PAT-
TERNS FOUND ALTERNATING SVN AND WIKI EVENTS, AND SVN 

AND TICKET EVENTS 

group 

patterns 1 2 3 4 5 6 7 

(1s1)(1w1)(1s1) 12.9 5.5 8.0 8.0 17.0 7.1 2.9 

(1s1)(1w1)(1s1)(1w1) 6.5 3.7 0 3.2 8.8 4.4 0 

(2s1)(1w1)(2s1) 5.2 0 0 2.4 0 0 0 

(1s1)(1t1) 27.7 11.0 18.0 16.0 22.6 31.0 15.7 

(2s1)(1t1) 9.0 2.8 5.0 8.8 6.9 3.5 4.3 

(1s1)(1t1)(1s1) 10.3 7.3 7.0 8.8 12.0 16.8 5.0 
 
These patterns are only a small subset of the ones 

found. We looked at how often a particular pattern oc-
curred, but also at the frequency of related patterns, such 
as those involving similar sequences of the three media, 
and those differing slightly on the number of events, au-
thors, or items involved. For instance whereas Group 1 
shows the second highest occurrence of the pattern 
(1s1)(1t1)(1s1), on the last row of table 10, it had far more 
related patterns overall showing an alternation of wiki 
and ticket events.  

We will now present some of the patterns found. 
 

6.4 Patterns Observed in Group and Author 
Sessions 

From data such as the one shown in Table 10, we found 
that the best groups had many alternations of SVN and 
wiki events, and also SVN and ticket events whereas 
weaker groups had almost none. We hope these patterns 
correspond to documentation in the wiki about the SVN 
commits and to tickets being updated following SVN 
commits. Although we now have the ability to store the 
supporting events for each pattern, it is still difficult to 
trace events back to the actual TRAC actions to test such 
suspicions. 

Through additional analysis of individual behavior 
(using sequences per author), we observed that individu-
als in the top group displayed a higher than average level 
of alternating SVN and wiki events. The top group also 
had the highest proportion of author sessions containing 
many consecutive ticket events (matching their high use 
of ticketing) and SVN events (suggesting they committed 
their work to the group repository more often). Armed 
with this information, the course co-ordinators examined 
some of the detailed actions on the TRAC site for this 
group to confirm the meaningfulness of results suggested 
by the data mining. This provided concrete examples of 
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good practice and these were used in teaching the next 
class. 

In contrast, the least successful group displayed a high 
level of alternating wiki and ticketing events, but also had 
a distinctive lack of sequences containing SVN events. 
Although this group had frequent consecutive wiki 
events, their lack of SVN events seem to suggest that their 
wiki and tickets were not being used in support of soft-
ware development. This was validated by the course co-
ordinators, who described this group as technically less 
proficient. This, too, served as a basis for the course co-
ordinators to identify concrete examples of practices that 
are associated with poor group work. 

A more detailed analysis of these patterns revealed 
that the top group used the ticketing system more than 
the wiki, whereas the weakest group displayed the oppo-
site pattern. The use of the ticketing system may be in-
dicative of actual work being done, as it is more task-
oriented than the wiki. This trend was even stronger 
when we exclusively considered the sessions of the group 
leaders. This suggests that the work of the group leaders 
clearly influences the success of the groups, with the 
leaders of the top groups using tickets more than the 
other leaders. Note that this does not just include leaders 
assigning work to other group members (i.e. tickets being 
created), but also leaders commenting on tickets and fol-
lowing up assigned work. In addition, the data suggested 
these group leaders were much less involved in technical 
work, suggesting work was being delegated properly and 
the leader was leading rather than simply doing all the 
work. In contrast, the leaders of the poorer groups either 
seemed to use the wiki (a less focused medium) more 
than the tickets, or be involved in too much technical 
work. Such patterns are useful for facilitators who can use 
them as a basis for targeted exploration of the TRAC site 
and as a basis for counselling individuals and groups. 

6.5 Patterns Observed in Task Sequence 
A task sequence can be more informative than a session 
sequence because it only contains events that are related, 
as opposed to events that occurred in the same window 
of time. Task sequence mining also shows how the differ-
ent groups used the three tools of TRAC in completing 
project tasks. 

Note that by using Alphabet 2 we distinguish between 
all group members. Thus, a sequence (1tL)(1ta)(1tb) is 
different from (1tL)(2tb): the second sequence does not 
mean a ticket opened by the leader followed by two ac-
tions of 1 or 2 group members but a ticket opened by the 
leader followed by 2 ticketing actions by group member 
b. In this way we do not lose information about the se-
quence in which the group members interacted while 
collaborating. 

We found that the two top groups had by far the great-
est percentage support for the pattern (1tL)(1tb), which 
were most likely tickets initiated by the leader and ac-
cepted by another team member. The fact that this oc-
curred more often than (1tL)(2tb), suggests that the better 
groups were distinguished by tasks being performed on 
the wiki or SVN files before the ticket was closed by the 

second member. Notably, the weakest group had higher 
support for this latter pattern than the former.  

As a validation to this interpretation, we also found 
that the best group was one of only two groups to display 
the patterns (1tb)(1sb) and (1sb)(1tb) – the first likely be-
ing a ticket being accepted by a team member and then 
SVN work relating to that task being completed and the 
second likely being work being done followed by the 
ticket being closed. The close coupling of task-related 
SVN and wiki activity and ticket events for this group 
was also shown by relatively high support for the pat-
terns (1tb)(1tb)(1tb), (1tb)(1sb)(1tb) and (1tb)(1wb)(1tb). 
Interestingly, the poorest group displayed the highest 
support for the last pattern, but no support for the former, 
again indicating their lack of SVN use in tasks. 

Another series of patterns which characterised the best 
groups were tickets being initiated by non-leader group 
members. These tickets were evidently not created just for 
the sake of the course requirements, as this group also 
showed high support for wiki and SVN patterns by these 
team members. An example is (2ta)(1sa)(1ta), which may 
likely be a ticket being created by a team member for 
him/herself, the ticket being accepted, work being com-
mitted related to the ticket, and the ticket finally being 
closed. 

A pattern which characterised the poorest group was 
the tracker creating and editing many tickets, for example 
in the patterns (1tT), (1tT)(1tb) and (2tT). As it is the 
tracker’s role to follow up tasks, their general involve-
ment in tickets should not be a matter of concern. In the 
poor groups these patterns may be due to weaker leader-
ship, resulting in trackers performing a share of the 
leader’s role. Conversely, in the better groups, the tracker 
might have been less involved due to prominent leaders 
who were also able to perform tracker duties. An alterna-
tive explanation may be that group problems lead to 
greater tracker activity. These patterns are of particular 
value for the manger and tracker in monitoring their own 
behaviour. It is valuable for the facilitators in identifying 
these problematical behaviours early. The patterns also 
point to concrete examples that the course co-ordinators 
used in their teaching, linking the abstract theory of 
group work to concrete examples of good, as well as 
poor, practices. 

6.6 Patterns Observed in Resource Sessions 
Apart from good individual practises, such as SVN com-
mits being documented on wiki pages, another aspect of 
good group work which we hoped the original sequence 
generators and alphabets captured was interaction be-
tween team members. For example, it was hoped that 
events such as (3w2) would be indicative of two group 
members interacting on the wiki. However, we cannot be 
certain about this conclusion because the pattern does not 
tell us that the three events occurred on the same wiki 
page. To better capture interactions between group mem-
bers we decided to examine sequences across specific re-
sources.  

By forming new alphabet items when a new author 
appeared in the resource’s event sequence, and by identi-
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fying the managers and assigning within-resource roles to 
other group members, we were better able to track these 
group interactions. We found that the top group had very 
high support for patterns where the leader interacted 
with group members on tickets, such as (L1t)(b1t)(L1t). 
The poorest group, in contrast, lacked these interaction 
patterns, and had more tickets which were created by the 
tracker rather than the leader, suggestive of weaker lead-
ership. The importance of leadership and leadership style 
has been emphasised by the Big Five theory and other 
classic psychological studies [1, 30, 31], and the success of 
our data mining in detecting differences in leadership is 
especially promising. This is important for leaders and 
facilitators. 

In addition, the best group displayed the highest sup-
port for patterns such as (b3t) and (b4t), suggestive of 
group members making at least one update on tickets 
before closing them. In contrast, the weaker groups 
showed support mainly for the pattern (b2t), most likely 
indicative of group members accepting and closing tickets 
with no update events in between. These extra events on 
tickets may be important in allowing the team to monitor 
each other (one of the other Big Five aspects) and also 
indicates the presence of frequent task-focused communi-
cation in successful groups. 

Patterns indicative of interaction on tickets in the best 
group were not just limited to the group leader and one 
other member. Significantly, this group also displayed 
higher than average support for patterns of interaction 
involving multiple team members, such as (b1t)(c1t)(L1t). 
This is especially notable on tickets, which usually only 
directly involve two individuals (the assigner and the 
assignee). The involvement of a third person may be in-
dicative of a number of desirable group characteristics, 
such as mutual performance monitoring, team orientation 
(two elements of the Big Five), or collective code owner-
ship (an Extreme Programming practice). It should also 
be noted that the second best group (Group 2) displayed 
similar patterns of long interactions on wiki pages rather 
than on tickets. This may suggest that the interactions 
themselves are more important than the medium on 
which they take place. 

Another pattern with above average support in the 
best group was consecutive events on SVN files by an 
individual author, for example (a2s) and (a3s). These may 
have been caused by group members committing to files 
more frequently, or group members requiring less inter-
vention from others in work being completed by them. 
Regardless of the interpretation, it is interesting to note 
that the poorest group, despite lacking these patterns, 
also lacked the pattern (a1s)(b1s), where a second team 
member commits to the file. Instead, we found that in this 
group it was more common for the group leader to be 
involved in a file after just one commit by the original 
author. Again this suggests that the leader intervened on 
technical aspects of the project and may be a sign of 
group problems. However, because of our noted prob-
lems with identifying unique files by pathname, it may 
also simply be that the group leader moved files around 
in the repository frequently. In either case, this deserves 

follow up by facilitators. 

6.7 Limitations of Sequential Pattern Mining 
A number of issues emerged during the use of this tech-
nique, ranging from limitations in the data to how output 
was interpreted. Currently our data contains only modifi-
cation and creation events. The common situation where 
a team member views another’s work but does not feel 
the need to modify it was thus effectively ignored. This 
emphasises the need to incorporate data from sources 
such as web logs. A problem with our mining program 
itself is the lack of gap constraints – as noted in [25], a 
frequent subsequence of (X)(Y) may not be meaningful if 
many other events occur between X and Y. Another issue 
is the need for more automated methods of processing 
output which go beyond manual sorting techniques. 
Emergent pattern mining [32] and contrast sets [33] may 
be possible solutions. Finally, there still remained the 
need to assign meaning to the patterns in order to learn 
about group work in general. The importance of finding 
the right balance between alphabets that are too abstract 
(limiting interpretation) and those which are too specific 
cannot be understated.  

7 CONCLUSION 
We performed mining of data collected from students 
working in teams and using an online collaboration tool 
in a one-semester software development project. Our goal 
was to support learning group skills in the context of a 
standard state-of-the art tool. Clustering was applied to 
find both groups of similar teams and similar individual 
members, and sequential pattern mining was used to ex-
tract sequences of frequent events. The results revealed 
interesting patterns characterising the work of stronger 
and weaker students. Key results point to the value of 
analysis based on each resource and on individuals, 
rather than just the group level. We also found that some 
key measures can be mined from early data, in time for 
these to be used by facilitators as well as individuals in 
the groups. Some of the patterns are specific for our con-
text (i.e. the course requirements and tool used). Others 
are more generic and consistent with psychological theo-
ries of group work, e.g. the importance of group interac-
tion and leadership for success.  

This knowledge can be used in several valuable ways. 
Firstly, we already lecture students on various aspects of 
group work. This work will enable us to give concrete exam-
ples of the patterns associated with some of the general prin-
ciples, such as effective leadership and monitoring activity, 
and illustrating them with actual wikis and tickets. Secondly, 
we can automate the identification of the most salient patterns 
described above and present them as a form of formative 
feedback to students. Students can use these patterns in their 
own group discussions or in the discussions with facilitators. 
This may help to rectify ineffective patterns of group opera-
tion and consolidate effective ones. Thirdly, we can discover 
new efficient ways of using the collaboration system to 
achieve effective group work (as shown in Section 5.1) that 
can be explicitly taught to students. 
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Essentially, this work will enable us to provide regular 
feedback to students during the semester if their current work 
behaviour is more likely to be associated with positive or 
negative outcomes and where the problems are. The patterns 
are also a starting point of facilitator discussions with the 
groups. The importance of specific, regular and timely feed-
back for helping students’ learning is widely recognised [34, 
35]. Course facilitators can also greatly benefit from such feed-
back. Although more work is needed before such formative 
and timely feedback can be provided, students and facilitators 
could be made aware of the current findings and limitations, 
to encourage better group practice and teaching and learning 
experience. We are currently developing a TRAC plug-in 
which stores the patterns found interesting by the course 
coordinator and allows facilitators and students to search 
for them within the current data. Corresponding feedback 
including links for further exploration and remedial ex-
amples will also be displayed to the user.  

This work also highlights some of the data mining chal-
lenges posed by educational data; more specifically, the data is 
temporal, noisy, correlated, incomplete and may lack enough 
samples for some tasks. We addressed some of these chal-
lenges by providing specific solutions for our task. The qual-
ity of the data is essential, e.g. one of the groups was re-
luctant to use the ticketing system which resulted in non-
representative ticketing data; this can be alleviated by 
better linking of the course assessment to the use of the 
system. 

There are many avenues for future work. Both the data 
mining and the data itself could be extended and enriched. 
For example, the addition of a chat module can increase the 
student usage of TRAC and generate useful data. Clustering 
can be improved by the collection of data for more groups 
and individuals. New alphabets could also be developed 
for the sequential pattern miner to reveal as-yet hidden 
work behaviours and group interactions.  
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