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Abstract—Trust is an important yet complex and little under-
stood dyadic relation among actors in a social network. Thez are
many dimensions to trust; trust plays an important role in the
formation of coalitions in social networks, in assessing cality
and credibility of information as well as in determining how
information flows through the network.

In this paper, we present algorithmically quantifiable measires
of trust which can be determined from the communication beha-
ior of the actors in a social communication network. The bas for
our study is a proposition that trust results in likely communication
behavior patterns which are statistically different from random
communication in a network. Detecting the statistically sgnificant
realizations of this trust-like behavior allows us to devedbp a
quantitative measure of who-trusts-whom relation in the network.

Since our measure of trust is based on quantifiable behavior,
we call it behavioral trust. We develop algorithms to efficiatly

or not trust. 2) Our relationship and past ex-
periences with the person and with his or her
friends, including rumors and gossip. 3) Our
opinions of actions and decisions the person
has made in the past. Thus, the problem of
estimating trust in social networks is a very
interesting and challenging one, because it is
not yet well understood or defined. To be able
to capture and/or quantify trust, we must focus
on some specific properties of trust, which may
have to be simplified, so that these properties

compute behavioral trust and we validate these measures orné
Twitter network.

may be captured algorithmically. In this paper,
we aim to quantitatively measure dyadic trust
(trust between two entities) based on observed
Trust is an important aspect of the relationshigommunication behaviors in social networks —
between two entities. The trust landscape ®fe call thisbehavioral trust. A useful analogy
a social network (who trusts whom) plays atp keep in mind is the saying “imitation is the
important role in the intelligence and securitypest form of flattery” — imitation is a behavior
domain. Trust forms a basis for formation ofvhich is indicative of some dyadic relationship.
coalitions (strong communities are formed by A typical social network consists of actors (in-
entities which “trust” each other); it can servelividuals) and some form of communication be-
to identify influential nodes in a network; andtween them, which could be phone calls, emails,
it determines how information will flow in ablog posts, etc. Increasingly, a great deal of
social network: whether nodes will believe insocial relationships take place predominantly in
formation they receive, choose to transmit the form of electronic communications. People
to some other node. The reverse is also trugeet and form trust relationships, participate in
communities can induce greater trust among thetivities without any face to face contact. As
members; continued information flow betweea result, the interactions between individuals in
members can enhance the trust relationship like social network is a good indicator of their
tween them. social relationships with these individuals. An
Trust is a complex relationship. In generakspect of trust is based on the notion of embed-
when we are deciding whether or not to trustedness [1] which shows that the interactions
a person, we are all influenced by a host dfetween individuals form a basis from which
factors, such as: 1) Our own predisposition ta trust relationship may grow. Sometimes these
trust, which is linked to our psychology, whichnteractions may not require trust. However,
itself was influenced by various events ovedhey establish a relationship that can be used to
our lifetime; these events can be completeluild trust. The various characteristics of these
unrelated to the person we are deciding to trustlationships such as the balance in participa-
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tion, the persistence of communications mayn [5], Aberer and Despotovic present scal-
signal the formation of a trusting relationshipable algorithms that require no central control
The social mechanisms with which people forrand allow for estimating trust by computing
trusting relationships in online communities is an agents reputation from its interactions with
fairly new topic with a lot of unknowns. In this other agents. In [6], Gray, Seigneur, Chen and
paper, we study a number of social behaviodensen develop trust-based security mechanisms
that take place in this space: conversations anding small world concepts to optimize forma-
propagation of information from one person ttion and propagation of trust among entities in
another. We develogtatistical measures baseda massive, networked infrastructure of diverse
on the timing and sequence of communicationspits. They summarize that, in a very large mo-
not the textual content. We give efficient albile ad hoc network, trust, risk, and recommen-
gorithms for computing our measures, makindations can be propagated through relatively
them scalable to social networks on millions ashort paths connecting entities. In [7], Kuter
nodes. We show that these behaviors correlaed Golbeck describe a different approach for
strongly with each other in terms of the indiestimating trust in various computing systems.
viduals involved and the communities formedThey give an explicit probabilistic interpretation
We also show that they correlate with actudbr confidence in social networks. They describe
forwarding behavior indicative of trust. Thes&UNNY, a new trust inference algorithm that
results give us a new set of behavioral measuneses a probabilistic sampling technique to quan-
that can be used to measure existence, emiy confidence and trust. SUNNY computes an
gence or dissolution of trusting relationships iestimate of trust based on only those informa-
social networks. tion sources with high confidence estimates.

All the methods proposed above use semantic
tljﬁls?tiend c?/c\)/r?ﬁﬁ t:: ?G;rgehnacse: bazer:sz) ;ks Oi'gnseo((:’ir?nformation in some way and/or focgs on a static
science. In [2], Beth et al. present a methog apshot of a social netw.ork,. which dqes not

’ : X pture all of the communication behavior and

forr:(/alulitlosn %f trlijsrt]wodr_thlness n ropen Neynamics. Conversely, we study the problem
WOTKS. [3] Buskens discusses p OPOSES € hehavioral trust purely from the observed
planations for the emergence of trust in SQ;

cial networks when actors can label others ommunication statistics, using no semantic in-
#Srmation. We give measures of behavioral trust

untrustworthy, and when actors are informe hich apply to dynamic, streaming communica-

regularly about trustwor.thy behavior of other Oilon networks, for example the Twitter network.
Abdul-Rahman and Hailes [4] and Aberer an : !
We adopt the notion of interpersonal trust as

Despotovic [5] study reputation based trust andropose d in [8] by Wallace et al., which treats
trust management. Abdul-Rahman and Hailgs .7
; ) , fust as a social tie between a trustor and a
present a model in which agent’s tune thejt
rustee [9]. Trust develops as part of an emo-
measures of trust based on observed repuia- . . ) .
. C Ional relationship between a pair of people akin
tions, and Aberer and Despotovic discuss ,a ; .
i : t0 the concepts of emotional and relational trust
trust model that is grounded in real-world so-
. 2 10], [11].
cial trust characteristics, and based on a rep-
utation mechanism, or word-of-mouth. Their
proposed model allows agents to decide which
other agents opinions they trust more and allows_et us formally define the problem now. The
agents to progressively tune their understandingput is the communication dynamics of a social

of another agents subjective recommendatiomsetwork, specified by a set obmmunication 3-
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tuples, work, we focus on measuring dyadic trust. We
(sender, receiver, time); will focus on two particular behaviors as an ex-

note that we do not use communication Contergressmn of trust: conversation and propagation.

only the sender-receiver-time data. The outp lbecifically, If two nodes converse, then they are

is a behavioral trust grapgh induced from these more I'k.EIy to tht each other. If one npde prop-
gates information from another then it suggests

inputs. The nodes in this graph are the sendﬁ tth tor trusts the inf i
and receivers. The edges are weighted, and gt the propagator trusts the information.

edge weightw;; is the strength of the trust
relationship from node to node; (trust can | Conversation Propagation
generally be an asymmetric, directed relatiol

- x)
i) A
The basis for this work is the observation that 0

trust between two node$ and B will result in
certain typical behaviors. These behaviors el and B trust each B trusts A
not only an expression of trust, but can also other
facilitate the development of further trust. Th@©ur goal is to develop algorithmic measures
simplest such behavior is just conversation. Twsf conversation and propagation, and validate
people who trust each other are likely to conthese as measures of trust in the Twitter net-
verse; in addition, continued conversation cagork.
lead to an enhancing of their trust relationship.
Note that such behavioral expressions are rfptConversational Trust
guaranteed expressions of trust. It is possiblene postulate that the longer and more bal-
to have a conversation with someone who yanced a conversation is between two nodes, the
do not trust; it is also possible to trust somemore likely it is that they have a trust relation-
one but not converse with them. Thus, sucthip; in addition, the more conversations there
behavioral expressions of trust should be moege between such a pair of nodes, the more
viewed as noisy indicators. The more often thejghtly connected they are. The basic task is to
occur, the more likely that a trust relationshifirst identify when two nodes are conversing.
is likely to exist or to develop. Further, since Let A and B be a pair of users, and let
our measures are statistical, they ignore someo{ = {t,,t,,...,t.} be a sorted list of times
the contextual aspects of trust. For example ygthen a message was exchanged betwden
trust your doctor for medical advice and youand B. We define the average time between
accountant for tax advice. From the behaviorahessagesr = (¢, — t1)/k. We would like
point of view, you would converse with bothto construct, from the message skt, a set
your doctor and accountant, however, they aeg disjoint conversations. To do this, we say
distinct forms of trust. The contextual aspechat two consecutive messages,.; are in the
could be added back through the notion of “trusfame conversationif,, —t; < S-7 (S is a user
communities” but our present goal is to simplylefined “smoothing” factor). A straightforward
measure whether there & trust relationship algorithm can be used to construct the set of
between two entitiesl and B. conversationg = {C4,...,C,} using a single

It is also possible to measure distrust throughass throughM using the following observa-
typical behaviors expressed by distrust. For eken. Suppose we are working on conversation
ample, the seeking of a second opinion is @ = {t;,,...,t;.}; if t;,4y1 —t;, < S -7, then
measure of distrust. For the scope of this presemé addt; ., to the conversatiord’, otherwise
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we start a new conversation. We only used COB- Propagation Trust
versations of size at least 2 in our experiments,

in which casé& may not be a complete partition

of M.

The measure of conversational trust will be Our second measure of trust is based on the
based on the conversations @ obeying the Propagation of information. If a persohsends
following properties: a message to persafi and if B within some

time intervalj propagates the message to some

. Longer conversations |mp|y more trust. third personX, this is indicative of trust. If

« More conversations imply more trust. B propagates information froml often, then
. Balanced participation byl and B implies We propose thatB must be trustingd. As
more trust. with conversational trust, propagation trust is

measured using only statistical communication

Note that one could add other requirements, féata without semantic information. Each tirRe
example, if people who did trust each othdpropagates information from, it may be to a
stop keeping in touch, their trust will likelydifferent person; each such propagation signi-
deteriorate over time - i.e. more spaced apdi€s trustinA even though it may be to different
conversations implies less trust. However, tHeeople. Note that this measure of trust (unlike

above three properties are a good starting poiﬂ‘ﬂ_e conversational trust measure) is directed. It
is possible forB to be propagating information

We define the conversational trds{ A, B) as from A but not vice versa.

follows:

! We now describe how to get the propagation
T.(A,B) =Y _|Cill - H(C:) trust graphZ, = (V, E,). We need to discuss
i=1 how to construct the directed edge — B,
Where H(C;) is a measure of the balance inhich means thatl trustsB. We begin with two
the conversation. We use the entropy functicsorted time lists of messages incomingxpand
to measure balance: messages sent by. We wish to associate pairs
o of messages (one from each list) as propaga-
H(C:) = —plogp — (1 = p)log(1 = p), tions. Based on communication statistics alone,
wherep(C;) is the fraction of messages in thgve cannot definitely determine which messages
conversationC; that were sent byl. One can from B are propagating; however, we can iden-
verify that many, long and balanced conversgéfy “potential propagations”. Specifically, we
tions lead to high trust as measuredRyGiven say that a message; received byB was po-
the stream of communications, we construct thentially propagated by a message sent by
conversation trust graptt,.(V, E.), where the B if their times are close enough to satisfy the
weight between a pair of agentsd, B} is propagation constraint:
T.(A, B); we normalize so that the maximum
weight is 1 and only keep edges with weight Tmin
at least 0.01 (this choice is arbitrary, and lead® we would like to find the maximum number
to roughly the same order of edges as in thd potential propagations by3, and in par-
propagation trust graph as we describe belovticular, the number ofd’'s messages whicli
The complexity of the algorithms for computpotentially propagated. To do this, we need to
ing conversational trust 9(| D| log | D|), where match messages incoming B with messages
| D| is the size of the communication stream. outgoing fromB; such matches are the potential

S tmg - tm1 S Tmax-
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propagations, as illustrated below. The first measure captures how much 6
propagation energy is spent propagating mes-

r— B B —
Y sages from4; the second captures the fraction

2 T~ z; of A’s messagess _considers_, worthy of propa-
s 5 gating. We have tried both in our experiments,
_ _ and they vyield similar results. We only report

: : the results of (i). In extremely heterogeneous
tn — Sm networks, these two measures could capture dif-

The first step is to find the maximum numbeierent aspects of trust, however in homogeneous
of potential propagations; this corresponds fagtworks they behave similarly.

finding a maximum sized matching, where eachNext we discuss the Twitter data followed by
match satisfies the propagation constraint. THegperiments to study and validate the conversa-
matching problem can be solved efficiently ition and propagation trust measures.

linear time [12]. A subset of messages in this
maximum matching will be from#; these mes-

1. TWITTER DATA

. P Twitter is a popular online free service that
sage pairs are the ones we tak propaga enables you to broadcast short messages to

tions of information fromA. We only consider our friends or “followers”. or enaade in di-
as avalid propagation the paitd, B) for which y . o >Ngage |
rected conversations with specific individuals.

there were a statistically significant number g weets” are text-based posts of up to 140 char-

propagations, as compared to a random commu- . ) X
nication data stream with the same in and Ouz%_cters Q|splayed on the author's prqﬂle page that
degree distributions, as in [12] are delivered to the author’s subscribers (follow-

i : o ers). Senders can restrict delivery to those in
Notice that in the matching illustrated aboveygir circle of friends or, by default, allow open

none of the links cross. This corresponds t0 &ess.
causality constraint, namely that 8 propa- \ye constructed a dataset by collecting the
gated two messages which he received at timgsyicly  available communications between
ti < fy, the times of the propagations Musyeeters. We reduced it into our standard input
also satisfy this ordering. One can show thal nat Gender, receiver, time). The dataset
some maximum matching satisfies this coRgnsists of more then 2 million distinct users,
straint. Given that the maximum matching €ags yhich about 1,910,000 are senders (not all of
be computed in linear time, the entire algope ysers are active). There are about 230,000
rithm t_o find propagations (after sorting MeSublic directed messages (tweets) per day.
sage times) takeS(| D[ log | DI). Twitter allows the ability to conveniently and
Given the valid propagation§4, B), define explicitly identify that you are propagating a
the quantitiesm 4, the number of messagels message through the notion ofeiweet. When
sent to B; propg, the number of propagationsye gather retweets, we only gather the informa-
by B (the size of the matching above); prgp  tion about the original sender of the message
the number of messagessent toB that were and the person who retweeted it. There are
propagated (the subset of the matching contaifvo types of retweeting: directed and broadcast:
ing messages fromt). We consider two intu- directed retweeting is to a particular receiver,
itive ways to measure the directed trust weighind a broadcasted retweet goes to all followers
T,(B,A) from B to A: of the retweeter. Short of interviewing people
_ prop,gs . __ proppgl asking who they trust, a retweet (a true

() To(B, 4) = propg ’ (@) T,(B, 4) mREopagation) is the next best construct within
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Twitter for users to explicitly indicate trust in Node set overlap

another user. Thus, retweeting gives us a way to | T, T,
validate our behavioral trust measures. T, 82,947 69,203 (83%)
T, | 69,203(70%) 99,534
IV. EXPERIMENTSON TWITTER DATA Edge set overlap
T T,

c P
We first ran some experiments to compare 1. 202,058 173,638 (86%)
the conversation and propagation trust graphs. 7, | 173,638(70%) 323,820

In many aspects, they are similar. We the{ie treat the undirected edges i as two
used Twitter retweets to validate our measurggected edges for purposes of comparing edge
of trust, and we show that our measures fakts. We note that there is significant similarity
better than random and prominence based ngltweerir, andT,, which is significantly above
hypotheses. random considering that there are over 2 million
users in our data. This says that the type of
relationship the two trust graphs are capturing
is similar.

A. Computing Conversation and Propagation Trust Graphs

We used messages over a 10 week periqg,trust Based Communities in 7. and 7,

containing 15,563,120 directed messages anchust Is the foundation of communities, and

34,178,314 broadcast messages. We use O|rt]|)§hould be possible to discover communities

directed messages to identify conversations for . . o
: n the Twitter network identifying cluster
the conversation trust graph.; for the prop- € er network by identifying clusters

) . h that there is high tr ithin the cl r.
agation trust graph/,, we use directed andSuc that there is high trust within the cluste

broadcast messages (broadcasts are onl uTgi can be done by defining a cluster density
9 Y Usfferms of the trust-weights on the edges, and

for outgoing messages). then using local optimality together with iter-

We built a random graph model for the TWityiye search to identify clusters (see [13]). For

ter data to determine how many propagationgmyjicity, we treat the graphs as having undi-
are a significant number. We found that OVegcteq edges for clustering, though the directed
M = 1000 random data sets, 4 propagation§ystering method could also be used. Some

of the foomA — B — 2 never happened,pasic statistics of the communities are shown
which (using standard Chernoff bounds) givesia, o,y

greater than 99% p-value at the 95% confidence
level that 4 propagations in the Twitter data

# of Groups | Max. Group Sze | Avg. Group Sze

would not happen under the null hypothesis
that Twitter is a random graph without dyadi I 82947 280 7.06

relationship structure. We now summarize somgp 81340 316 8.17

of the properties of the computed trust graph4gain, notice that the two trust-graphs give sim-
and how they relate to each other. ilar results, having roughly the same number of
communities, as well as a very similar average
_Tc ‘ Ty community size. Indeed this similarity can be

Smoothing  par{ Twin = L Tmax = 120 more quantitatively measured by comparing the
S =4 | (min) . sets of clusters arising froffi. versusT},. To do

202,058  undir| 323,820 dir. edges this we use the best match method in [14]. The
edges best match method takes every cluster arising




from T, and compares it with the best matclas a proxy for directed truge — A (x could
cluster from7},, and vice versa. The similar-be an individual or group of individuals, eg.
ity between the two sets of clusters is thefollowers) — thus, we may consider directed as
the average best match similarity. We can alseell as broadcasted retweets. A broadcast prop-
consider the similarity between tl-clusters agation is not as significant a trust indicator as
and a random set of clusters with the same siaalirected propagation, since a directed retweet
distribution as thel,-clusters; this serves as andicates that the user has carefully processed
null distribution for determining whether thethe information and deemed it appropriate to
observed similarity is significant. We comparé&rward to some specific friend. Thus, we con-
the set of trust based communities to 1,000 di§ider the broadcast retweets as less significant
ferent random sets of clusters to get an averageasures of trust than directed retweets. We

similarity. The results are shown below. therefore build theretweet-trust graph 7, as
T. 7T, Random follows. If there is at least one directed retweet
T. 1.00 0.79 0.42 A — B — z, then the directed Eng — A
T, 0.79 1.00 exists in7,; if there are at least two broadcast
Random! 0.42 1.00 retweets by a nod®& of two different messages

from A, then the directed edgé — A exists in
99. The choice of 1 for the number of directed
retweets to indicate trust aridfor the number

We see that the trust-based communities comi
from 7, and 7, have a similarity larger than

WOUId d'b(ta %xegcteqrthr r?‘”do'];“ ?ﬁts O.f g_ns fan(]ﬁ broadcast retweets to indicate trust are some-
size distribution. This IS a further ndication,, ., arbitrary and chosen for illustration. For
that both the conversational and progation trusty 10 weeks of Twitter datal. had 90,057

graphs are capturing a similar dyadic relatiorh-odes and 103,279 directed edges. About 20%

ship. of the node set iff}. overlapped with the node

The main goal of this section is to study SOME g of . andT, (recall that the node sets &f

of the properties of the conversation and pro%;ndTp are very similar).

agation trust graphs. In particular, to establis o : . tal It is that the b
that though they are measuring different behay- ur- main experimental resuft 1S that the: be-
vioral trust graphs do indeed represent trust

iors, both these behaviors result in establishi  loast tured by retweets). E dae i
similar relationships between nodes, both at €ast as captured by retwee s). Every edge in
local edge and node level, as well as on € behawo_ral tru_st graph& and7, repres_ent

’ & trust relationship. If the retweet graph is our

collective level as seen through the lens of tru
based communities. Thus, both measures seBRXY for trust, we should therefore expect that

to be capturing at least some part of the sa yery edge.in the behavioral trust graphs should
phenomenon. We would like to now provid e present in the retweet graph. In fact the frac-

some evidence that this phenomenon is indegan of behavioral trust edges which are present
trust In the retweet graph is a measure of how well

the behavioral trust is capturing “retweet” trust,
C. Validating 7. and 7;, Using Retweets which in turn is a proxy for trust. These results
A retweet is a definite propagation; we makere shown in the table below.
the assumption that when a user propagates _
information from some other user, there must Convers‘alg%]cattilo'l;]r%?te\as. éﬁ%"eets
be some element of trust between the two users. g -

T 11.6%
Thus, we take a retweet of the form v
retweet Trandom 2.5 %

A — B — Tdegree 2.7%




About 12% of the edges ih. are also present inperformance than random nodes, and impor-
the retweet graph. To understand whether thsntly, the behavioral trust measure performs
is significant, we consider two alternate nulinore than 4 times better than random.

models for building “trust” graphs. The first is

just a random model. So we select a set of

nodes randomly; the number of nodes we selecirhe main contribution of this paper is to

is exactly the number of nodes .. We now presentmeasurable behavioral metrics for trust.

consider all the communications incident WitIn this way we can quantify dyadic trust (a

this random set of nodes to construct the ramdohI hly complex relationship) through observ-

I mmunication havior in ial net-
Ut graphTianson AS can be seen above, only, & SEHTRRAEN PEIETE B SRR T
2.5% of these edges dfangom are present in -np '

the retweet graph. Another plausible null modéﬁge;mriggggegnlrictiserco?&l;n';ﬁgogoterzﬁfot
for trust is the prominence model. Thus, on ' : :

might hypothesize that nodes which send ma 0ok at semantic contents of the messages. We

. L ' Mal¥ve used Twitter data to illustrate our meth-
messages (i.e. hodes with high communication

degree) might be trusted nodes. Indeed thiscl)gs’ which can be applied to very dynamic

the type of hypothesis consistent with preferer?—OCIaI communication networks. We were able

tial attachment type models. So, we construE: use retweet data available from Twitter to val-

e g dee gapleye  STAr WaY o 1% O TECSES o bt 1 hoeuse
the random graph. Instead of selecting rando@ P propag

V. CONCLUSIONS

nodes, we select the highest degree nodes ( oen which indicate a trust in the information.

ur results indicate that our behavioral trust

same number as are presentip), and the : o
o . . measures correlate well with retweets (signif-
communications incident with these nodes are

the edges. As we see above, the high degrlé:gntly better than a random null hypothesis),

nodes are no more trusted (with respect to e d better than a simple measure of trust based

edges appearing in the retweet graph) than {Ra Prominence. The surprising result is that
random set of nodes. A similar picture arises i%romlnence based trust does not fare better than

. random.
the propagation trust graph. We emphasize that our measures of trust do
Propagation Trust vs. Retweets not have access to retweet data, and so are
? Fraction of edges iff;, applicable to general social networks where all
Ty 14.4% one can observe are communications. The ad-
Trandom 3% vantage of only using statistical communication
Tegree 2.9% data (as opposed to semantic data) is that our

We conclude that the fraction of edgesTh algorithms are scalable to larger networks (the
or T, which appear in the retweet graph igwitter data we analyzed contained 2 million
significant when compared to random nodes opdes). These results are preliminary in the
the prominent nodes (as measured by comngense that there is a lot more information in
nication degree). This means that behaviortile behavioral trust graphs than is presented
trust links are capturing something more sophigere, and so there are many directions for future
ticated than simply links to prominent nodesyork:

Several low degree nodes are also picked. THis The conversation graph can be thresholded
is to be expected as trust is not a phenomenonat higher values to yield a much larger graph
restricted to voluminous users. The surprising than the propagation graghj,. It would be
thing is that prominent nodes do not yield better interesting to study the behavior 6f and its



relationship tdl;, as we increase this thresh- value content, it is probably a better indica-
old. We believe this relationship is interesting tor of trust. Similarly, if a propagation is a
because we hypothesize that conversation is apropagation of high value information, it is
beginning of a trust relationship and informa- probably an indication of a stronger trust re-
tion propagation relies on a pre-existing trust lationship. Thus, value analysis of messages
relationship. Thus, we expect conversation could considerably enhance the behavioral
trust to precede propagation trust. Hence, it trust measures.

would be very interesting to study how, in
the real data, edges in the conversation trust

graph7. transition from low to high weight, This material is based upon work partially
ane perhaps eventually into propagation trustipported by the U.S. National Science Foun-
edges. If this was indeed observed, it woulgation (NSF) under Grant Nos. 11S-0621303,
verify the hypothesis. 11S-0522672, 11S-0324947, CNS-0323324, NSF
. The intersection of the conversation angls-0634875 and by the U.S. Office of Naval
propagation graphg, N 7), would be also Research (ONR) Contract N00014-06-1-0466
interesting to study, as it provides a morgnd by the U.S. Department of Homeland
stringent measure of trust — not only is therSecurity (DHS) through the Center for Dy-
conversation but also propagation. namic Data Analysis for Homeland Secu-
. The advantage of statistical algorithms aifty administered through ONR grant number
that they are efficient, but they ignore muciypp014-07-1-0150 to Rutgers University. This
information. For example after building theesearch is continuing through participation in
statistical propagation trust graph, we hayge Network Science Collaborative Technol-
a set of candidate edges. We may now figgy Alliance sponsored by the U.S. Army Re-
ter these edges using semantic analysis €darch Laboratory under Agreement Number
content to see which edges correspond {§911NF-09-2-0053.

real propagations oinformation. Thus, we  The content of this paper does not necessar-
would be identifying the “retweets” throughjly reflect the position or policy of the U.S.

semantic information — this is important forigoyvernment, no official endorsement should be

networks where the retweet functionality isnferred or implied.

not available.

. Trust is a contextual relationship. In our trust

graphs, all the tr_USt relatlonshlps are homo[-l] M. Granovetter, “Economic action and social structureerob-

geneous. In reahty, a node may trust one set lem of embeddednessAmerican Journal of Sociology, vol. 91,
. . : pp. 481-510, 1985.

of nodes in one_context (eg medical adwce}z] T. Beth, M. Borcherding, and B. Klein, “Valuation of trugn

and another setin another context (eg. movie open nlftworkss," irPIroceedingks of EdSORICS %?194N ertand

. . . .- . - ) trust,” et 3

advice). Semantic analysis of the Statistical” \i e werenc obieere soop - oo e Neheriands

behavioral trust graphs could add the conte)tl A. Abdul-Rahman and S. Hailes, “Supporting trust in vétu
. communities,” inProceedings of the 33rd Hawaii International

to behavioral trust.
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