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Abstract—In contrast to holistic methods, local matching
methods extract facial features from different levels of locality and
quantify them precisely. To determine how they can be best used
for face recognition, we conducted a comprehensive comparative
study at each step of the local matching process. The conclusions
from our experiments include: 1) additional evidence that Gabor
features are effective local feature representations and are robust
to illumination changes; 2) discrimination based only on a small
portion of the face area is surprisingly good; 3) the configuration
of facial components does contain rich discriminating informa-
tion and comparing corresponding local regions utilizes shape
features more effectively than comparing corresponding facial
components; 4) spatial multiresolution analysis leads to better
classification performance; 5) combining local regions with Borda
count classifier combination method alleviates the curse of dimen-
sionality. We implemented a complete face recognition system
by integrating the best option of each step. Without training,
illumination compensation and without any parameter tuning, it
achieves superior performance on every category of the FERET
test: near perfect classification accuracy (99.5%) on pictures taken
on the same day regardless of indoor illumination variations,
and significantly better than any other reported performance on
pictures taken several days to more than a year apart. The most
significant experiments were repeated on the AR database, with
similar results.

Index Terms—AR database, face recognition, FERET database,
local matching method.

I. INTRODUCTION

OVER the last decade, face recognition has become one
of the most active applications of visual pattern recog-

nition due to its potential value for law enforcement, surveil-
lance, and human-computer interaction. Although face recogni-
tion systems show striking improvement in successive competi-
tions [35], [36], the face recognition problem is still considered
unsolved. Modern face recognition methods can be generally di-
vided into two categories: holistic matching methods and local
matching methods.
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After the introduction of Eigenfaces [21], [44], holistic
matching approaches, that use the whole face region as the
input to a recognition system, were extensively studied. The
principle of holistic methods is to construct a subspace using
principal component analysis (PCA) [21], [44], [46], linear
discriminant analysis (LDA) [4], [13], [26], [41], [48], or in-
dependent component analysis (ICA) [3]. The face images are
then projected and compared in a low-dimensional subspace in
order to avoid the curse of dimensionality.

Recently, local matching approaches have shown promising
results not only in face recognition [2], [15], [16], [20], [29],
[33], [42], [47], [53] but also in other visual recognition tasks
[45]. The general idea of local matching methods is to first locate
several facial features (components), and then classify the faces
by comparing and combining the corresponding local statistics.

Heisele et al. compared component (local) and global
(holistic) approaches and observed that “the component system
outperformed the global systems for recognition rates larger
than 60%” [18]. Due to increasing interest, in recent surveys
stand-alone sections were specifically devoted to local matching
methods [43], [54].

Careful comparative studies of different options in a holistic
recognition system have been reported in the literature [38]. We
believe that a similar comparative study on the options at each
step in the local matching process will benefit face recognition
through localized matching. Although several stand-alone local
matching methods have been proposed, we have not found any
studies on comparing different options. The aim of this paper
is to fill this blank by presenting a general framework for the
local matching approach, and then reviewing, comparing and
extending the current methods for face recognition through lo-
calized matching.

Illumination compensation is an important issue in face
recognition. The most common approach is to use illumination
insensitive features, such as Gabor features and local binary
pattern features. However, as pointed out by Adini et al.,
illumination insensitive features are insufficient to overcome
large illumination variations [1]. Prompted by the work of
Belhumeur and Kriegman [5], the second approach, modeling
illumination variations, has received increasing attention [17],
[24]. We consider illumination compensation as an independent
preprocessing step. Better illumination compensation methods
will help every classification method. In this comparative study,
we concentrate on classification. Modeling illumination is
beyond the scope of this paper.

We adopt FERET frontal face images [34], [35], the most
widely adopted benchmark, to conduct this comparative study.
Even though impressive progress has been made on frontal face
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Fig. 1. Diagram of local matching face recognition.

recognition, the best reported recognition accuracy of FERET
Dup1 and Dup2 probes is still below 75%, far from adequate
for many practical applications. This relatively low recognition
accuracy allows us to compare the performances of different
options in the local matching process. Most of the important
experiments are also duplicated on the AR face database [28].
Results from these two databases agree with each other.

Based on the results of the comparative experiments, we im-
plement a complete local matching face recognition system by
integrating the best option in each step of the local matching
process. The resulting face recognition system achieves supe-
rior performance on the FERET test.

The rest of the paper is organized as follows. In Section II, we
review the existing local matching face recognition methods. In
Section III, the general framework of the local matching process
is divided into three steps: alignment and partition, local fea-
ture extraction, and classification and combination. We list and
discuss different options in each step. A set of hypotheses is
also raised. They are empirically justified in Section V. In Sec-
tion IV, we briefly describe the FERET and the AR databases.
Section V is the detailed comparative experimental study, which
answers the questions raised in Section III. Discussion and con-
clusions constitute Section VI.

II. LITERATURE REVIEW OF LOCAL MATCHING

FOR FACE RECOGNITION

In the mid 1990s, researchers began to pay attention to local
facial features and proposed several local matching approaches
to face recognition. Pentland et al. extended the eigenface
technique to a layered representation by combining eigenfaces
and other eigenmodules, such as eigeneyes, eigennoses, and
eigenmouths [33]. This modular eigenface approach was also
studied and extended by several other researchers. Gottumukkal
and Asari argued that some of the local facial features did not
vary with pose, direction of lighting and facial expression
and, therefore, suggested dividing the face region into smaller
subimages [16]. A similar approach, named subpattern PCA
or SpPCA, was studied by Chen and Zhu [8]. Tan and Chen
realized that different parts of the human face may contribute
differently to recognition and, therefore, extended SpPCA to
adaptively weighted subpattern PCA [42]. Geng and Zhou
made a similar observation, but chose to select several regions
from all possible candidates instead of weighting them [15].

Wiskott et al. achieved good performance with the elastic
bunch graph matching (EBGM) method [47] in the FERET test
[35]. The elastic bunch graph is a graph-based face model with a
set of jets (Gabor wavelet components) attached to each node of
the graph. The algorithm recognizes new faces by first locating

a set of facial features (graph nodes) to build a graph, which is
then used to compute the similarity of both jets and topography.

Martinez warped the face into a “standard” (shape free) face,
and divided it into six local regions. Within each local region,
a probabilistic method was used to determine how “good” the
match was. The final classification was based on the linear com-
bination of the probabilities of the six local regions [29].

Local binary pattern (LBP) was originally designed for tex-
ture classification [31], and was introduced in face recognition
in [2]. The face area was divided into 49 small (7 7) win-
dows. Several LBP operators were compared and the
operator in 18 21 pixel windows was selected because it was
a good tradeoff between recognition performance and feature
vector length. The chi square statistic and the weighted chi
square statistic were adopted to compare local binary pattern
histograms.

Zhang et al. proposed local Gabor binary pattern histogram
sequence (LGBPHS) by combining Gabor filters and the local
binary operator [53]. The face image was first filtered with
Gabor filters at five scales and eight orientations. The local
binary operator was then applied to all 40 Gabor magnitude pic-
tures (Gabor filtering results) to generate the local gabor binary
pattern histogram sequence. The LGBPHS of the unknown face
was compared with the LGBPHS of the reference faces using
histogram intersection and weighted histogram intersection.

III. GENERAL FRAMEWORK FOR FACE RECOGNITION

WITH LOCAL MATCHING

As shown in Fig. 1, the local matching process can be di-
vided into three major steps: alignment and partitioning, feature
extraction, and classification and combination. Existing local
matching systems adopt different methods in each of these three
steps. Besides comparing overall system performance, we com-
pare the different options in each step, so that their advantages
and disadvantages can be analyzed in detail.

A. Alignment and Partitioning

As in the holistic approaches, the first step of most local
matching methods is to align the face images. The aligned faces
are then partitioned into local blocks. The alignment and parti-
tion steps are usually related, so we discuss them together.

The alignment and partition methods can be divided into three
categories. The methods in the first category locate a few local
facial components, such as eyes, nose, mouth, and so on. The
face is partitioned into these facial components and in the subse-
quent recognition process the corresponding facial components
are compared. This category of methods abandons the shape in-
formation (the geometric configuration of facial components),
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and compares only the appearance (photometric cues) of the
corresponding components. We believe that the configuration
of facial components is very valuable and should play a part in
automated face recognition.

The second category of alignment methods warps the face
into a “standard” (shape free) face. Warping the face to a stan-
dard face is reported to benefit the holistic methods [10] be-
cause most holistic methods stack the face pixels into 1-D vec-
tors. Precise registration of corresponding pixels is required in
the following dimensionality reduction process. After warping,
shape information can be incorporated into identification by
separating shape and appearance features and then comparing
them independently. For example, in [23], the shape of a new
face is fitted by the active shape model [9]. The face is then
warped into a “standard” (shape free) face to extract shape and
appearance (gray-level) features separately. These two kinds of
features are fed into shape and appearance classifiers, and the
final classification combines the two.

Although warping is beneficial for holistic methods, applying
it to local matching methods requires careful reconsideration.
As will be discussed in the following several paragraphs,
misalignment of local patches usually reflects the fact that the
two faces have different global shape, and, therefore, misalign-
ment can be utilized in the recognition. Additionally, although
warping is designed to transform only the global shape of the
face into a “standard” face, it also deforms the local facial
components. These local features, such as eye corners, mouth
corners, nostrils, and eyebrows, carry important discriminating
information; therefore, we consider deforming them counter-
productive.

The third category of approaches aligns the face into a
common coordinate system (instead of warping it into a stan-
dard face) by a similarity transform (translation, rotation and
scaling) based on certain detected fiducial points. The face is
then divided into local regions. The recognition step compares
the corresponding local regions (centered at the same coordi-
nates), instead of corresponding facial components.

We emphasize the difference between local components and
local regions. Local components are areas occupied by the fa-
cial components, such as eyes, noses and mouths, and centered
independently at the component centers. Local regions are local
windows centered at designated coordinates of a common coor-
dinate system.

Although for a given face image, the local component, e.g.,
left eye, and the corresponding local region, the left eye region,
may be only a few pixels from each other, we will show that
comparing local regions is better than comparing local compo-
nents. The corresponding local regions of faces with different
shapes (facial component configurations) often cover different
facial features; therefore, good false matches are rare. This is
illustrated in Fig. 2, where the four pictures of two faces are
aligned based on two eye centers. The faces are divided into
local regions by the white grids. We can see that local regions
of the same person cover the same facial components, but it
is clear that the top of the eyebrows and mouths of these two
faces are in different grid cells (local regions). Comparing cor-
responding local regions implicitly utilizes the geometrical con-
figuration of facial components, i.e., holistic shape informa-

Fig. 2. Four pictures of two faces are aligned based on two eye centers. Com-
paring corresponding local regions instead of corresponding facial features uses
shape information implicitly (see text for explanation).

tion, and helps to eliminate many invalid candidates. Align-
ment by similarity transform does not alter local facial com-
ponents, which further contributes to accurate classification. In
Section V, we will verify the conjecture that comparison of cor-
responding local regions is better than comparing corresponding
facial components.

In many existing face recognition methods (both holistic and
local), face images are cropped, keeping only internal compo-
nents, such as eyes, nose, and mouth, and abandoning external
features, such as cheek contour and jaw line. Perhaps most re-
searchers assume that internal components and their mutual spa-
tial configuration are the critical constituents of a face, and the
external features are too variable. However, a remarkable illu-
sion presented by Sinha and Poggio suggests that the human
visual system makes strong use of the overall head shape [40].
In the example in Fig. 2, the regions marked with thick boxes
don’t cover much of the right face, but they are useful for distin-
guishing thin faces from round faces. We shall test in Section V
how much these “external” local regions contribute to the final
classification.

The alignment of the faces depends on the accuracy of the
fiducial points, which will, therefore, affect the recognition
performance. We shall study experimentally how the displace-
ments of fiducial points affect the recognition performance in
Section V.

B. Local Feature Representation

We discuss three commonly used local feature representa-
tions: eigen (PCA) features, Gabor features, and local binary
pattern (LBP) features.

Eigen features are probably the most widely adopted local
features, possibly due to the early success of the holistic eigen-
face method. However, as has been clearly articulated both for
general pattern classification problems [11] and specifically for
face recognition [4], PCA is designed for representing patterns,
while classification requires discriminative features. Another
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drawback of eigen features is that they require a training set to
construct a subspace.

Gabor filters, which are spatially localized and selective to
spatial orientations and scales, are comparable to the receptive
fields of simple cells in the mammalian visual cortex [27]. Be-
cause of their biological relevance and computational proper-
ties, Gabor filters have been adopted in face recognition [26],
[47], [49]. Since Gabor filters detect amplitude-invariant spatial
frequencies of pixel gray values, they are known to be robust to
illumination changes.

Local binary patterns, which have been successfully ap-
plied in texture classification [31], are, by definition, invariant
under any monotonic transformation of the pixel gray values.
However, LBP is significantly affected by nonmonotonic gray
value transformations. Unfortunately, in contrast to the flat
surfaces where texture images are usually captured, faces are
not flat; therefore, nonmonotonic gray value transformations
(manifested by shadows and bright spots) occur, and change
their positions depending on the illumination. LBP can be
expected to have problems dealing with illumination variations
in face recognition.

Local features at different spatial scales carry complemen-
tary discriminating information, and should be utilized to im-
prove the classification performance. Gabor filters adopted in
face recognition are usually computed at five different scales
and, therefore, already analyze local features at multiresolution.
LBP is also able to represent local features at multiresolution.
However, multiresolution LBP has not yet been adopted in face
recognition. We shall study how local features at different spa-
tial scales contribute to the final classification.

A separate issue is the role of facial components in helping
to identify faces. Psychophysical experiments typically indicate
the importance of eyes followed by the mouth and then the nose.
Sadr et al., on the other hand, emphasize the importance of eye-
brows [39]. It is, therefore, of interest to find out how automated
systems rank facial components.

In Section V, we compare experimentally the three local fea-
tures, investigate the effectiveness of multiscale analysis, and
determine which parts of the face are most discriminative.

C. Classification and Combination

In most face recognition applications, there are many classes,
but very few training samples per class. It is also common for
some classes to have only gallery (reference) samples and no
training samples at all. In view of the difficulty of estimating
the parameters of sophisticated classifiers, the simple nearest
neighbor classifier is usually adopted. The key to classification
then is the similarity or distance function. Many similarity mea-
sures for both histogram and vector features have been proposed
and studied [6], [37]. Instead of duplicating comparative studies
of these distance functions, we will pick the ones adopted and
recommended by previous comprehensive studies.

Since in local matching approaches, faces are partitioned into
local components or local regions, an unavoidable question is
how to combine these local features to reach the final classifica-
tion. Nearly all of the existing local matching methods choose

to combine local features before classification. The local fea-
tures are either simply concatenated into a longer global feature
vector or combined linearly by assigning weights to them.

An alternative approach for combining local features is to
let them act as individual classifiers and to combine these
classifiers for final classification. Many classifier combination
methods have been studied in the literature, from static com-
biners, such as majority vote, sum rule, and Borda count to
trainable combiners, including logistic regression and the more
recent AdaBoost [14], [19], [22].

Kittler et al.compared several static combiners and showed
that the Sum Rule outperformed others [22]. In face recogni-
tion, the posterior probabilities of the classes required in the
sum rule are usually unavailable. if the posterior probabilities
are assumed to be proportional to the rankings (rank orders), the
sum rule becomes the Borda count. The Borda count has been
long studied in political science as an election scheme [7], and
has also been applied in pattern recognition by Ho et al. [19].
Although thorough theoretical justification in general cases is
difficult to reach, empirical studies show that Borda count is a
simple and effective method for combining classifiers [19].

Trainable classifier combination schemes require a large
number of training samples, which are usually unavailable in
face recognition. Therefore, only a few trainable combiners
have been studied in face recognition [25], [52]. Even static
classifier combination is more computation intensive than
feature combination because classification must be performed
with each individual local feature before combining them.

Comprehensive comparison of all classifier combination
schemes is beyond the scope of this paper. We compare only
the feature vector/histogram concatenation (a typical static
feature combination method) with the Borda count (a static
classifier combination method). This comparison sheds some
light on the respective advantages and disadvantages of feature
combination and classifier combination. An extreme paradigm
of trainable combining methods is feature/classifier selection.
We shall also briefly examine whether classifier selection
benefits the final classification.

IV. FERET AND AR DATABASES

The FERET database [34], [35] is the most widely adopted
benchmark for the evaluation of face recognition algorithms.
For ease of replicating our experiments and comparing our re-
sults to the other reported results, we adopted the FERET data-
base and followed the FERET face recognition evaluation pro-
tocol. We briefly introduce the FERET database and the FERET
tests. Please refer to [35] or [54, Section 5.1] for detailed infor-
mation about the database and terminology.

In the FERET database, all frontal face pictures are divided
into five categories: Fa, Fb, Fc, Dup1, and Dup2. Fb pictures
were taken at the same day as Fa pictures and with the same
camera and illumination condition. Fc pictures were taken at
the same day as Fa pictures but with different cameras and il-
lumination. Dup1 pictures were taken on different days than Fa
pictures but within a year. Dup2 pictures were taken at least one
year later than Fa pictures.

Gallery is a set of labeled images of individuals. An image of
an unknown face presented to the recognition algorithm is called
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a probe. The algorithm compares the probe to each of the gallery
samples and labels the probe as the most similar gallery sample.
Training samples are another set of images, which may be used
to train the classifiers. In the FERET tests, 1196 Fa pictures are
gallery samples. 1195 Fb, 194 Fc, 722 Dup1, and 234 Dup2 pic-
tures are named as Fb, Fc, Dup1, and Dup2 probes, respectively.
There are 736 training samples. In the FERET tests, there is only
one image per person in the gallery. Therefore, the size of the
gallery, 1196, indicates the number of classes. Four series of
tests of different degrees of difficulty are conducted, one with
each set of probes.

Thanks to the CSU Face Identification Evaluation System [6],
[55], we can easily collect the metadata of the FERET database
and duplicate the FERET tests. FERET provides the positions
of two eyes, nose and mouth for every picture. The nose and
mouth coordinates of nine pictures are missing, so we manually
assign their coordinates.

The cumulative match curve is used in the FERET tests to
compare the performance of different algorithms. The hori-
zontal axis of the graph is the rank, and the vertical axis is the
percentage of the correct matches. The cumulative match curve
shows the percentage of correctly identified probes within
rank n. The usual definition of classification accuracy is the
percentage of correct matches of rank 1.

We follow exactly the protocol of the FERET test, except for
a slight modification for Dup2 probes. In the original FERET
test, the gallery for Dup2 probe was a subset of 864 Fa pictures.
In our experiment, we use all 1196 Fa pictures as the gallery.1

Therefore, our test on Dup2 probes is more difficult than the
original FERET test.

In order to test results across different databases, we dupli-
cate most of the important experiments on another well-known
database, the AR face database [28]. The AR database, created
by Martinez and Benavente, contains over 3000 mug shots of
135 individuals (76 males and 59 females) with different fa-
cial expressions, illumination conditions and occlusions. Each
subject has up to 26 pictures in two sessions. The first session,
containing 13 pictures, named from 01 to 13, includes neutral
expression (01), smile (02), anger (03), screaming (04), dif-
ferent lighting (05–07), and different occlusions under different
lighting (08–13). The second session exactly duplicates the first
session two weeks later.

We used 135 “01” pictures, one from each subject, as gallery.
Our experiments are conducted on three probe sets: AR2–3
(“02” and “03” pictures, different expressions), AR5–7 (“05,”
“06,” and “07” pictures, different lighting conditions), and
AR14–16 (“14,” “15,” and “16” pictures, different expressions
taken in two weeks later). No fiducial points are provided in
the AR database. We manually entered the coordinates of two
eyes, nose and mouth for every picture.

V. EXPERIMENTAL COMPARATIVE STUDY

A. Which is the Best Local Feature Representation?

In Section III, we discussed three local feature representa-
tions: Eigen (PCA) features, Gabor features and local binary
pattern (LBP). Here, we experimentally compare them. We

1We are not aware which 864 Fa pictures were selected.

Fig. 3. Aligned face image. The four white boxes indicate the four 37 � 37
facial components.

align the faces based on eye and mouth positions (three fidu-
cial points) with a similarity transform. The original image
is cropped to 203 251 pixels (Fig. 3). After alignment, a
37 37 local patch for each of four local components (two
eyes, nose, and mouth) is cropped. The comparison of local
feature representations is conducted on these four 37 37 local
patches (components).

In the commonly adopted PCA representation, histogram
equalization is first conducted on each block, and then the
pixel grey values are normalized to have a mean of zero and a
standard deviation of one. Eigen vectors are computed with 736
FERET training samples. 60% of the leading eigen vectors are
kept to construct the PCA subspace. The faces are compared
with the cosine of the angle between the images after they
have been projected into the PCA space and have been further
normalized by the variance estimates (i.e, MahCosine reported
in CSU face recognition evaluation [6]).

In Gabor feature representation, only the Gabor
magnitudes are used because the Gabor phases
change linearly with small displacements. Five scales

(in pixels) and eight orientations
of Gabor

filters are adopted. We call the eight Gabor filters with the same
wavelength and position , but different orientations

, a Gabor jet. Because Gabor magnitude changes only
slowly with displacement, we space the Gabor jets of the same
wavelength uniformly one wavelength apart. In a 37 37
local area, there are 110 Gabor jets: 64 jets for , 25 jets
for , 16 jets for , four jets for , and
one jet for . Corresponding jets are compared with the
normalized inner product and the results are combined by the
Borda count.

In LBP representation, following the recommendation of
Ahonen et al. [2], the operator in 19 19 windows is
adopted. Four windows can be placed in a 37 37 local area
and, therefore, generate a histogram of 236 (59 4) bins. The
histograms are compared with the chi square statistic.

The FERET test is conducted with the four local facial
components, and the classification accuracies of these three
local feature representations are reported in Table I. The PCA
feature generally yields the worst accuracies. LBP is a very
good local feature representation for Fb probes. However,
as expected, it performs very badly on Fc probes. Except
for illumination changes, Fc probes are nearly identical to
their Fa counterparts. The experimental results on Fc probes,
especially the nose, which probably is the most vulnerable
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TABLE I
CLASSIFICATION ACCURACIES (%) OF LOCAL

COMPONENTS ON THE FERET DATABASE

TABLE II
CLASSIFICATION ACCURACIES (%) OF LOCAL

COMPONENTS ON THE AR DATABASE

facial component under varying lighting conditions, clearly
indicate that LBP is inadequate for nonmonotonic illumination
changes. The Gabor features achieve a slightly lower accuracy
on Fb probes compared to LBP features, but are much more
robust to illumination changes and achieve significantly better
performance on the other three kinds of probes than any of the
other feature representations.

The experimental results on the AR database, shown in
Table II, confirm the findings from the FERET database. If
there are no significant lighting condition changes, LBP is an
excellent local feature, achieving high accuracies for AR2–3
(same day, different expressions, no lighting changes) and
AR14–16 (two weeks later, different expressions, but similar
lighting) probes. However, the accuracies drop significantly
for AR5–7 probes, where the only variation, compared to AR1
gallery pictures, is lighting conditions. On the other hand,
Gabor features are robust to lighting condition changes.

B. Which Facial Component is the Best for Machine Face
Recognition?

As mentioned in Section III, psychophysical experiments in-
dicate that eyes or eyebrows are the best facial components for
face recognition by humans, followed by the mouth, and then
the nose. Our experiments on machine classification rank them
differently. In the FERET experiments, for Fb probes, the nose
consistently achieves the best classification accuracy with all
three methods (although the tip of the nose may be less clearly
defined than eye centers and, therefore, likely to be more error
prone in manual marking of the fiducial points). Even for Dup1
and Dup2 probes, where the lighting is similar to that of Fa
gallery pictures, the nose does not seem to be a bad choice. On
the other hand, for Fc probes, the nose consistently results in
the worst accuracy with all three methods. Similarly, in the AR
experiments, the nose achieves the best classification accuracy
for AR2–3 and AR14–16 probes, but worst for AR5–7 probes.

This suggests that human face recognition and current ma-
chine face recognition are quite different. It is well known that
humans are good at gestalt tasks, apply to recognition a rich
set of contextual constraints, and have superior noise filtering

TABLE III
CLASSIFICATION ACCURACIES (%) OF LOCAL

REGIONS ON THE FERET DATABASE

abilities [32]. However, our ability to quantify features is lim-
ited to approximately seven scales [30]. Machines are the oppo-
site: very bad on using contextual information, and on dealing
with noise, such as illumination, pose and expression changes,
but able to evaluate facial features in nearly unlimited fine de-
tail. Machines, therefore, favor facial components which con-
tain least noise. Although the nose may not be the most dis-
criminating facial component, it is probably less noisy than eyes
and mouth when there is not much illumination change (people
cannot easily move their nose after all). Machines can use their
excellent feature quantification ability to detect the subtle dif-
ference between two noses.

We are surprised to see that machines can achieve 88% accu-
racy on a face recognition problem of 1196 classes based only
on a small 37 37 local patch of the nose (less than 5% of the
head region). Although we are not able to find pertinent psy-
chophysical experiments in the literature, it is hard to believe
that humans can do as well.

C. Local Facial Components versus Local Facial Regions

As suggested in Section III, it is preferable to compare local
regions instead of local components, because region compar-
ison implicitly uses shape information. The following experi-
ment justifies this argument.

After face alignment in the common coordinate system, the
average positions of left eye, right eye, nose and mouth fidu-
cial points of 736 FERET training samples are approximately
at coordinates (67, 125), (135, 125), (101, 153), (101, 197). We
call the local regions centered at these four coordinates left eye
region, right eye region, nose region, and mouth region. An ex-
periment similar to that described in Section V-A is conducted
on these four local regions. The classification accuracies on the
FERET and the AR databases are shown in Tables III and IV,
respectively. Again, LBP achieves good performance on Fb,
AR2–3 and AR14–16 probes, but the Gabor feature has better
overall performance.

Many of the 48 classification results in Table III are signifi-
cantly better than the corresponding results in Table I, except 4
(bold) that are slightly worse. Similarly, most numbers, except 4
(bold), in Table IV are also larger than the corresponding num-
bers in Table II. We believe that the improvement is due to the
discriminating power of the geometric configuration of facial
components or shape features. Comparing corresponding local
regions appears to be an effective way to utilize it.

D. Should we Abandon “External” Regions?

As mentioned in Section III, Sinha and Poggio suggested
that the human visual system makes strong use of the overall
head shape [40]. The local regions centered at (35, 197) and
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TABLE IV
CLASSIFICATION ACCURACIES (%) OF LOCAL REGIONS ON THE AR DATABASE

TABLE V
CLASSIFICATION ACCURACIES (%) OF CHEEK CONTOUR

EXTERNAL REGIONS ON THE FERET DATABASE

TABLE VI
CLASSIFICATION ACCURACIES (%) OF CHEEK CONTOUR

EXTERNAL REGIONS ON THE AR DATABASE

TABLE VII
CLASSIFICATION ACCURACIES (%) WITH MULTIRESOLUTION

LBP FEATURES ON THE FERET DATABASE

(163, 197) correspond to left and right cheek contour segments.
Table V shows the classification accuracies of the two local re-
gions with the three local feature representations on the FERET
database.

The most discriminating features in these two “external” local
regions are the cheek edges (positions and orientations). Com-
paring Tables III and V, PCA features do not seem to be able to
capture these kinds of edge features effectively, and the accura-
cies of these two “external” local regions are significantly worse
than those of the “internal” local regions. On the other hand,
both Gabor and LBP features are sensitive to high gradients and
their orientations. When these two features are used, these “ex-
ternal” local regions also achieve good classification accuracies
(comparable to that of the mouth region for Fb probes). The ac-
curacies for Dup1 and Dup2 probes gradually drop, indicating
that human faces do change their external shapes as time passes,
and the longer the time interval, the more significant the change.
Similar conclusions can also be drawn from the experimental re-
sults on the AR database (Table VI). We still see no justification
to ignore “external” local regions, especially when it is known
that the gallery pictures and probe pictures were taken at about
the same time.

E. Local Features at Different Spatial Scales

We suggested in Section III that local features at different
spatial scales carry complimentary discriminating information.

TABLE VIII
CLASSIFICATION ACCURACIES (%) WITH MULTIRESOLUTION

GABOR FEATURES ON THE FERET DATABASE

TABLE IX
CLASSIFICATION ACCURACIES (%) WITH MULTIRESOLUTION

LBP FEATURES ON THE AR DATABASE

TABLE X
CLASSIFICATION ACCURACIES (%) WITH MULTIRESOLUTION

GABOR FEATURES ON THE AR DATABASE

Fig. 4. Recognition accuracies (%) with respect to displacements of fiducial
points. (a) with LBP features; (b) with Gabor features.

We test the recognition accuracy of Gabor filters at each of
the five usual scales, and in combination. Although LBP is ca-
pable of multiresolution analysis, it has not been studied in face
recognition yet. In the previous experiments, we use the
operator. We now compare it to the operator and the
combination of and . (The two histograms are
simply concatenated). Tables VII and IX show the recognition
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Fig. 5. Comparison between feature vector concatenation and Borda count combination with 165 Gabor jets on the FERET database.

Fig. 6. Comparison between histogram concatenation and Borda count combination with 108 LBP histograms on the FERET database.

accuracies of , and the two together on four
local regions for the FERET and the AR databases, respectively.
Tables VIII and X show the recognition accuracies of Gabor fea-
tures with , , , , , and the
combination of these five on four local regions for the FERET
and the AR databases.

Combining multiscale Gabor features or multiresolution
LBP features generally achieves higher classification accuracy
than the individual feature sets, with the exception of seven
cases in Tables VII and IX (bold numbers). This confirms
that local features at different scales do carry complementary
discriminating information; therefore, multiresolution analysis
is recommended.

Before we leave this section, we add an explanation of the
seemingly anomalous Gabor feature results. In Tables VIII and
X, it seems that the longer the wavelength, the worse the per-
formance. This is actually not the case; there are merely fewer
Gabor filters in a 37 37 local region when their wavelength is
longer. For example, there is only 1 Gabor jet for , but 64
jets for . Combining more jets leads to higher accuracy.

F. Sensitivity to the Displacements of Fiducial Points

Local matching, like all face recognition methods, depends
on the accuracy of the location of the fiducial points. In order
to test sensitivity to displacements of the fiducial points, we add
Gaussian random noise with mean 0 and standard deviation 1, 2,
3, 4, or 5 to the - coordinates of the FERET provided eye and
mouth positions. The standard deviations of the perturbations
are , , , , and , or about 2%, 4%, 6%,
8%, and 10% of the distance between the eyes. Fig. 4 shows the
inverse relationship of the recognition accuracy with the pertur-
bation of the LBP and Gabor features on Fb probes.

Fig. 4 also compares the performance of local components
and local regions. In general, the accuracies of local compo-
nents drop faster than those of their corresponding local re-
gions. This is due to the fact that corresponding local regions
are aligned based on all fiducial points, which effectively atten-
uates errors introduced by individual fiducial points. In prac-
tical applications, we, therefore, recommend detecting as many
fiducial points as possible, and then aligning the faces using all

Fig. 7. Comparison between feature vector concatenation and Borda count
combination with 165 Gabor jets on the AR database.

Fig. 8. Comparison between histogram concatenation and Borda count combi-
nation with 108 LBP histograms on the AR database.

Fig. 9. Cumulative match curves on FERET (a) Fb, (b) Fc, (c) Dupl, and
(d) Dup2 probes. FERET average and upper bound performance is estimated
from the printouts of [35, Figs. 7 and 8].

available points. This not only utilizes the shape information (cf.
Section V-C), but is also more robust to the displacements of in-
dividual fiducial points.
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Fig. 10. Errors made by local matching method with Gabor features on (a)–(f) Fb and (g) Fc probes. Left is the gallery Fa picture; right is the probe. The rankings
the algorithm assigns to the correct candidates are (a) 2, (b) 3, (c) 2, (d) 20, (e) 2, (f) 21, and (g) 3. FERET-provided eye positions for (a) and (b) are not very
accurate. Most of the errors are due to significant pose and expression changes.

G. Feature Combination versus Classifier Combination

In this section, we compare a static feature combination
method (feature vector/histogram concatenation) with a static
classifier combination method (the Borda count).

In order to combine more local regions, we now conduct the
experiment with the whole face area. We use Gabor jets with

to conduct this experiment. 165 Gabor jets are placed
uniformly on the face area, at one wavelength intervals. Each
Gabor jet produces a feature vector of eight Gabor magnitudes.
We randomly shuffle the order of all available 165 Gabor jets.
For feature combination, we concatenate the feature vectors and
then compare them with the MahCosine distance measure. For
classifier combination, we combine them with the Borda count.
The experiment is repeated five times. Fig. 5 shows the average
classification accuracy with respect to the number of Gabor jets
combined for all four probes. Observing carefully the initial
parts of the curves, we can see that feature concatenation is
(slightly) better than Borda count when only a few Gabor jets
are combined. However, its performance is soon saturated and
outperformed by the Borda count.

We conducted a similar experiment with LBP features to test
histogram feature combination. The face area is divided into
108 local windows of 19 by 19 pixels. is applied on
each window and produces a histogram feature of 59 bins. The
order of all 108 histograms is randomly shuffled. For feature
combination, we concatenate the histograms and then compare
them with the chi square statistic. For classifier combination, we
combine them with the Borda count. The experiment is repeated
five times, yielding similar results (Fig. 6) as the Gabor features.
The same experiments are duplicated on the AR database, and
similar results are obtained as shown in Figs. 7 and 8.

The saturation of feature concatenation is due to the curse of
dimensionality. Borda count classifier combination is much less
vulnerable to this problem, especially for the difficult Dup1 and
Dup2 probes. On the other hand, Borda count classifier combi-
nation does increase the computational load.

H. Overall Performance Comparison

Guided by the results of the above comparative studies, a
complete local region matching face recognition system can
be implemented by integrating the best option in each step. To
make a fair comparison to the FERET evaluation and other re-
ported performances, only the two FERET-provided eye po-
sitions are used for aligning faces. The original face image is
similarity transformed to place the two eye centers at (67, 125)
and (135, 125), respectively. The image is cropped to 203 251
pixels. We again space the Gabor jets uniformly one wavelength
apart. This produces 4172 local regions in the available face area

at five scales: 2420 at , 1015 at , 500 at ,
165 at , and 72 at . These Gabor jets are com-
pared with normalized inner product and combined with Borda
count.

We duplicate the FERET test to evaluate the algorithm’s
performance. Twelve algorithms were reported in the FERET
test, most of them holistic. Fig. 9 shows the cumulative match
curves. Our method (local matching Gabor) achieves signif-
icantly more accurate classification than the best of the 12
participating algorithms.

Fb probes are considered as the easiest probes. The FERET
average and upper bound accuracies are about 85% and 96%.
Our algorithm achieves 99.5% accuracy. The six errors (out of
1195 probes) are shown in Fig. 10(a)–(f). Three of them are just
barely missed by the algorithm (the correct candidates are in the
second place).

Fc probes test the algorithm’s robustness against illumination
variations. Most algorithms in the FERET test do not compen-
sate well: the average accuracy is only about 30%. The upper
bound accuracy, achieved by EBGM algorithm, is about 82%.
Our algorithm achieves 99.5% accuracy. The only error (out of
194 probes) is shown in Fig. 10(g), and the correct candidate is
in the third place. We used Gabor jets without any preprocessing
for illumination compensation. This suggests that Gabor filters
are robust against indoor illumination changes.

Dup1 probe and Fa gallery pictures were taken at different
days but within a year. The FERET average and upper-bound
accuracies are about 40% and 59%, respectively. Our method
achieves 85.0% accuracy (108 errors out of 722 probes).

Dup2 probe and Fa gallery pictures were taken at least one
year apart, and were considered as the most difficult test. The
FERET average and upper-bound accuracies are about 23% and
52%, respectively. Our method achieves 79.5% accuracy (48
errors out of 234 probes) in a more difficult experiment than
the original FERET test.

We also collected all the classification accuracies reported by
recent local matching face recognition methods on the FERET
probes and listed them in Table XI. Similar to our findings,
the accuracies on the Fc probes of the LBP method reported
in [2] are relatively low, which is due to the fact that LBP fea-
tures are inadequate in dealing with nonmonotonic illumination
changes. Our method achieves much higher accuracies, espe-
cially on more difficult Dup1 and Dup2 probes.

I. Component Classifier Selection

There are 4172 component classifiers (Gabor jets) in the
above Gabor local matching method. It is natural to ask how
many component classifiers we really need and whether we can
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TABLE XI
CLASSIFICATION ACCURACIES (%) OF SEVERAL LOCAL

MATCHING METHODS ON THE FERET PROBES

Fig. 11. Accuracies on (a) Fb probes, (b) Fc probes, (c) Dup1 probes, and
(d) Dup2 probes with respect to the number of Gabor jets combined.

select a set of “optimal” component classifiers to achieve even
better performance.

We tried a simple sequential forward wrapper approach to se-
lect a set of Gabor jets. Initially, the Gabor jet with the highest
classification accuracy is selected. At each step, we select the
Gabor jet which, when combined with the already-selected jets,
achieves the highest classification accuracy. The process is it-
erated until all the Gabor jets are ordered. The ordering is con-
ducted on the FERET-provided 736 training samples.

The ordered Gabor jets are then combined one by one to clas-
sify the probes. Fig. 11 plots the accuracies on four kinds of
probes with respect to the number of Gabor jets combined. For
comparison, the accuracies with respect to combining randomly
ordered Gabor jets (averaged over five random trials) are also
plotted.

Evidently, the number of Gabor jets required for good clas-
sification depends on the difficulty of the task. Dup1 and Dup2
probes are much more difficult than Fb and Fc probes. Accord-
ingly, Fb and Fc probes require combining fewer than 200 Gabor
jets to reach the peak accuracy, while Dup1 and Dup2 probes re-
quire about 1000 Gabor jets.

The sequential forward algorithm does help to find many
“good” Gabor jets at the beginning. This could be very useful
for practical applications, where computation time is also a crit-
ical factor. However, the sequential forward curve of Fb probes
is quite different from the curves of the other three probes,
and only for Fb probes does sequential forward ordering reach
peak accuracy sooner than random selection. Furthermore,
after combining about 150 local regions, the accuracies of the
randomly selected local regions are about the same as those of

the sequential forward selected local regions. Because many
FERET training samples are Fa and Fb pictures, it is not sur-
prising that sequential forward ordering is better than random
ordering for Fb probes, but does not generalize well to other
probes.

There are of course other more sophisticated feature selec-
tion techniques, e.g., floating algorithm, but with only a few
(and not necessarily representative) training samples, selecting
a subset of “optimal” component classifiers, applicable to all
probes, is not an easy task. An alternative approach is to se-
lect different subsets for different probes. For example, when
the lighting condition of the probe is significantly different from
that of the gallery samples, the nose region should be avoided
or at least weighted less than the eye regions. Probe-dependent
feature selection has not been explored much [12]. In any case,
trainable local region selection or weighting is certainly valu-
able and worth careful study.

VI. CONCLUSION

Although several psychophysical experiments suggest that
human face recognition is a holistic process, we believe that
at the current state of the art, local region matching is more
appropriate for machine face recognition. Compared to holistic
methods, local matching methods can extract facial features
with different levels of locality and take advantages of fine
feature quantification. On the other hand, local matching does
require relatively high resolution images. There is certainly
no point to partitioning a 7 10 pixel face image into local
regions, even though such low resolution pictures are adequate
for human recognition of familiar faces [50]. Our study is the
first comprehensive comparative analysis of the details of face
recognition through localized matching.

Among the three local feature representations, the eigen
(PCA) feature cannot be recommended. Local Binary Pattern
is a good local feature, but it is inadequate for nonmonotonic
illumination changes, which often appear in facial regions such
as the nose. The Gabor jet is our choice for local feature repre-
sentation because of its robustness to illumination variations.

Machine discrimination based on only a small portion of the
face area is surprisingly good, far better than human. However,
machine filtering of “noise,” such as pose, expression, and il-
lumination, is still rudimentary. Although psychophysical ex-
periments suggest that the configuration of facial components
is at least as important as their appearance in human face recog-
nition [51], current programs concentrate more on appearance
than on facial component configuration. Our comparative study
demonstrates that comparing corresponding local regions in-
stead of corresponding local components is an effective way
of exploiting variations of facial component configuration (al-
though it may not be what the human vision system does).

Spatial multiresolution analysis may be part of human vision:
Gabor filters have been shown to be comparable to the receptive
fields of simple cells in the mammalian primary visual cortex.
Although this has not been emphasized in the literature on auto-
mated face recognition, we demonstrate that multiscale analysis
does improve the overall recognition accuracy.

Simply concatenating all local features is prone to the curse
of the dimensionality. Classifier combination, such as the Borda
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count, alleviates this problem, especially for difficult probes, at
the expense of additional computation. Trainable combination
methods require many training samples, which are seldom avail-
able in face recognition. We showed that a simple sequential
forward selection method helps to identify some discriminating
local regions. However, it exhibits overfitting when the training
samples are not representative, and it is not very successful when
accuracy is the primary goal. Feature selection or weighting
with a limited number of training samples remains an interesting
and important research topic in machine face recognition.

We built a local region matching face recognition system by
assembling the best choices at each step. Without training and
without any illumination compensation and parameter tuning,
our system achieves superior performance on the FERET tests:
near perfect (99.5% accuracy) on Fb and Fc probes, 85.0% accu-
racy (26% higher than the FERET upper bound performance) on
Dup1 probes, and 79.5% accuracy (28% higher than the FERET
upper bound performance) on Dup2 probes. This, to our knowl-
edge, is the best performance ever reported in the literature.
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