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Abstract— There are many advantages of deploying an all- function of the number of wavelengthi® that are provisioned
optical network. Unfortunately, there are still few guidelines on  on each fiber link. In general, there is a tradeoff betwéen
how to properly design the physical topology for such a netw&. 54 117__more I, will translate into les$¥ and vice versa.

We propose an efficient physical topology design algorithm rad . . L
we use the asymptotic growth rate of the provisioned capagit One can design the physical topology to use the minimum

as a metric to compare various design alternatives. A higher @mount of fiber by connecting the nodes using a minimum
asymptotic growth rate translates directly into higher dedoyment  spanning tree. Even though the link (fiber) cost is at the
cost for large networks. Our study shows that taking fiber legth  minimum, the node (wavelength) cost will be very high.
into consideration can lead to lower capacity requirement.We Alternatively, one can connect all node pairs using direct

also find that a sufficiently large fiber-to-node ratio is necesary fib Th d | th tis at it - .
in order to minimize the asymptotic growth in the provisioned Ibers. e node (wavelength) cost is at its minimum since

capacity, increase capacity utilization and minimize the eed for W = 1. However, the link (fiber) cost will be very high. The
wavelength conversion. We study a real network and find that optimum design with the minimum total (link and node) cost

its fiber-to-node ratio is too low. As a result, large provisoned ill be between these two extreme solutions.
capacity is required and less than 55% of the capacity is usdb. 4 pick the best topology with the minimum total cost, one
By increasing the ratio, we can rgduce the provisioned capéy has t e th bl f desiani hvsical t |
and achieve close to 80% utilization. as _0, 59 ve the problem or designing a p .y5|ca. opology
to minimize the number of wavelength® required given a
|. INTRODUCTION budget onL. We will present a comprehensive treatment of

Compared to the broadcast-based optical network architéite design problem, including both a mathematical problem
tures [1][2][3][4][5], Wavelength Routed All-optical Nebrk formulation and an efficient heuristic algorithm. Using the
(WRAN) utilizing the WDM technology promises to greatlydesign algorithm we proposed, one can design the topology
increase the transport capacity at much reduced cost.wkh the minimum total (link and node) cost by repeatedly run
connection, also known as a lightpath [6], only occupies ottlee algorithm for differenf., comparing the resulting solutions
wavelength on each fiber link along the physical route usédsed on the actual cost functions, and then picking the one
to connect the two end nodes. Thus, the same wavelengthvath the lowest total cost. In order to be independent of the
other fiber links could be reused for other lightpaths togase actual cost functions, we study the tradeoff betwéeand V.
the utilization of the provisioned wavelengths. In addition, we also derive design principles and guidaljne

Besides the increased utilization, WRAN has many otherich are unfortunately nonexistent as of now.
advantages. Since a lightpath is routed transparenthugiro  To evaluate the various design alternatives—some use more
the WRAN, that is, bypassing intermediate nodes withofiber but fewer wavelengths and some use less fiber but more
packet processing or costly opto-electronic conversiomghm wavelengths—we propose to use the provisioned capacity
of the queuing delay and electronic equipment cost can be= LW (capacity for short in the following) as a metric.
eliminated. The cost savings in electronic equipment wall bC' essentially is the bandwidth-distance product. It is used
significant [7], especially when the line speed is very higtilo measure the amount of network resources that have to be
Furthermore, WRAN can be easily and cheaply upgradedovided for a given set of lightpath demands. Since there
when the interface speed is increased. This is becauseabptis a cost associated with providing the network resources,
switching is agnostic to the underlying data rate of an gpticnaturally, it is desirable toninimizethe provisioned capacity.
channel (up to a certain limit because the channel bandwiddlote that our use of the term “capacity” may be different
limits the maximum data rate), and thus, the intermediafie®m the literature in other contexts, where some fixed ngtwo
optical switches do not have to be upgraded when the linesources are assumed given and the goal imdgimizethe
speed increases. capacity, i.e., the throughput.

Given the high cost of deploying a WRAN, it is important C is a more fair metric compared to other metrics such
to design the physical (fiber) topology to minimize the totads MW, where M is the number of fiber links. Consider a
capital investment. The total cost of deploying a WRAN isample network as shown in Fig. 1, where 6 nodes lie on a
the sum of two cost components—the link cost and the nodtaight line with an internodal distance of 1. Let us assume
cost. The link cost, i.e., the cost of laying down fibers tthat the traffic demands are uniform all-to-all, i.e., we dché®
interconnect nodes, is a function of the total fiber lengtifhe establish a lightpath between every pair of nodes. Two plessi
node cost, i.e., the cost of the all-optical wavelengthdwis a physical topologies are depicted in the figure. Topologyiga)



a linear topology, and it requires 9 wavelengths. To see thike exponent is an indicator of the actual cost for large-siz
we just need to consider link 3—4. Since there are three nochetworks.

on either side of this link, there are a total of 9 lightpaths Throughout this paper, we will assume that all fiber links
crossing this link; hence, 9 wavelengths are needed. Tggolowill support the same number of wavelengths. This is a realis
(b) requires 8 wavelengths. To see this, we can considegreittic assumption because it is necessary to ensure the maximum
link 3—4 or 4-5. Since there are 4 and 2 nodes on either sideimteroperability between neighboring nodes. Having défe
these two links respectively, there are a total of 8 lighipat1¥ on each link may make sense currently because WDM
crossing these two links; hence, 8 wavelengths are needgystems are used primarily as transmission systems anel ther
Since both topologies have 5 edges, it may be tempting doe many opto-electronic conversions at a node. However,
choose topology (b) because it requires fewer wavelengtsgice there is no opto-electronic conversion in the WRAN,
However, the total fiber length in topology (b) is 7 units lpnghaving different?” not only will require unsymmetrical optical
and therefore, 56 units of capacity is required. In contrastoss connects, but also will limit the flexibility in rougn
topology (a) only uses 45 units of capacity. The reason fer tlightpaths.

high capacity in topology (b) is because the demands betwegn

AN Traffic model
nodes 1,2 and 1,3 are not routed along the direct line between

the two end nodes. In particular, both demands take a detour—/Ve first consider WRANs that support full-mesh connec-

going to node 4 first and then to the destination nodes. DemdhdY: i-€., there arel lightpaths to establish between every
1, 2 wastes 4 units of capacity and demand 1, 3 wastes 2 uRgdl Of nodes, wherg" is a constant that is the same for all

of capacity. node pairs. Our design algorithm could be easily genedlize
to other lightpath connection patterns. We will present our
O results on non-uniform lightpath connections at the end.
1 2 3 4 5 6
@ B. Prior work
The physical topology design problem has been studied
g o o 0 before in the literature. However, most of these works agrsi
1 2 3 ) 4 5 6 only the case where the cost is proportional to the number

of fiber links regardless of their lengths[8] [9]. The work in
Fig. 1. 6 nodes lie in a line with an inter-nodal distance ofPhysical [2] considered only broadcast-based optical networks,thad
topology (a) requires 9 wavelengths and physical topoldgy réquires 8 topology is restricted to a tree. The work in [10] takes fiber
wavelengths. length into consideration. They considered a differenbjm
. . . wherelV is given and the goal is to minimize the total cost of
_The capacity metric measures how efficiently the provier The algorithm proposed runs much slower. A problem
sioned network resources are utilized—higher capacityffer j,siance with 100 nodes requires 11 hours. This is not daitab

same set of lightpaths means that the provisioned capatitydy 5 tradeoff study like ours, where hundreds of thousarids o
less efficiently utilized. Unfortunately, the capacity metloes problem instances have to be solved.

not directly reflect the cost of deploying a WRAN. A design There have been several related studies on the wavelength
with & higher capacity may have lower cost than a design Wit yirements in an optical network. The first work on wave-

a lower capacity simply because of the differences in thé cqgngih requirements to support full-mesh connectivity was

functions forL andW. reported in [11]. The authors found that the ensemble aeerag
To derive design guidelines independent of the actual cQsimper of wavelengthsiX() required is only dependent on

functions, we focus on the asymptotic growth rate of the \inereq — —2M _ is the ratio between the number of
’ -~ N(N-1

capacity, which can be used to determine the lower-cosgdes}yges in the network and the number of edges required to
alternative whenV is large, whereV is the number of nodes in 1y connect all node pairs. The result only applies whea th
the network. Consider two design alternatives. Design /A USfher jinks are picked randomly, i.e., when short fibers and
1 unit of fiber, and the resulting capacity can be expressgghy finers have an equal chance of being picked. If many
asa;N'. Design B uses 2 units of fiber, and the resulting, ot fipers are picked, thei’ could be much higher. Also,
'(;apauttz C%n fk.Je_t.exprefssed @ivez‘ Let us assutnr:etl S €2- the work in [11] did not answer the question of whatone
rom the definition Oalf,?f)ac' Y, we ce:n S?ﬁ tha [()asgn hould use in designing a network.
more wavelengtns than DesIgn | [12], the authors gave an approximate equation for

uses a factor ot = 2815
B. WhenN is small,c is small (slightly more thag7%). If the  yhe required number of wavelengtfi§. Unfortunately, the
cost of the fiber is a lot more than the cost of the wavelengthfs ivation of the equation was not shown. In section II, we

Design A will be the lower-cost solution. However, whniS  4iye an equivalent derivation for a more accurate resuttitha
large,c will be large because of the exponential term. At SOMe ~onstant factor away from the one given in [12].
point, the cost of the wavelengths will dominate, and De&gn

becomes the lower-cost solution. As longeass greater than C. Organization of paper
e, even ifey is only slightly larger thar,, Design Bwillbea  The rest of the paper is organized as follows. In section I,
lower-cost solution when the network is large enough. Henage first give a lower bound and an approximate equation for




C. In section Ill, we present our physical topology desigare made in order to derive an equation that approximates the
algorithm. In section 1V, we evaluate our algorithm and shoaverage of that of a large ensemble of random networks.

the tradeoff betweeh andWV. In section V, we consider one

real-life network and show how our design guideline could be e o o o o
applied. Lastly, we conclude in section VI.

‘ (\(7 »Q \r ‘Onerow

[I. LOWER BOUND AND APPROXIMATE EQUATION
A. Lower bound
The most capacity-efficient way to establish a lightpath

Cut

between two nodes and j is to lay down a direct fiber e s s
between the two nodes and using one wavelength on that fiber _ ' o '
for the connection. The capacity used for this connection is Fig. 2. N nodes uniformly distributed in a square.

d;;-1 = d;;, whered;; is the physical distance between the two ) ) .
nodes. Another way to establish the lightpath is by hopping Our goal |s.to compute the number of lightpaths that will
through one or more other nodes and use one wavelength®@@ss the cut in the middle of the square and also the number
each fiber link along the way. Hopping through other nod& fiber links that will cross the cut. The minimum number
will take strictly more capacity unless the intermediatelem Of wavelengths required will simply be a ratio of these two
lie on the direct (straight) line between nodl@and j. In the Nnumbers.
following, we say a lightpath uses direct-line routing ifeth Since we are considering the cut right in the middle of the
lightpath only hops through zero or more nodes along tffguare, there are exactly/2 nodes on either side of the cut.
direct line. We say the lightpath uses non-direct-line irgut Therefore, it is easy to see that there aNg/2)T" lightpaths
if otherwise. crossing the cut.

Summing up the minimum capacity required for each TO compute the number of fibers crossing the cut, we first

lightpath, we can derive the lower bound on the provisioné@mpute the number of nodesin the row right above the
capacity for full-mesh connectivity as follows: cut. Since the area of the square is 1, each side of the square

is exactly 1 unit long. Each node will take up a square area of

N N roughly1/N with each side of it being /v N long. Dividing
Cop=T» > di (1)  the length of the row, the number of nodes in the row is then
=i n=1/(1/VN) = VN.

Note that this lower bound holds regardless of the relative If the average node degreedsthere arewd edges originat-
positions of the nodes (e.g., not necessarily uniformiggdd. ing from thesen nodes in the row. Among them;, edges go
It also holds even ifl;; is not the Cartesian distance betweelp nodes in the same row, and the reéf — ) go to nodes in
the nodes. For example, there may be a physical constrdft¢ neighboring rows. Because of the uniform link placement
that forces a fiber link not to be laid along the direct lin@ssumption, the number of edges staying in the same row
(e.g., mountains, rivers). In such casésg, denotes the actual should be proportional to the number of nodes in the row,
length of the fiber that has to be laid down. i.e.,h/d = n/N. Since the number of edges going to the row
This lower bound cannot be achieved unless many fibeelow (across the cut) is half the number of edges leaving the
links are laid down. If only a few fiber links are availableps® row, it can be expressed as:
lightpaths will not be able to use direct-line routing, eith 1 1 1
because there is no fiber link on the direct line or because ~ 57(d —h) = gnd(N —n)/N = §d(\/ﬁ— 1)
there is no wavelength left on the fiber links on the direct

line If the average fiber length ¢ is more than the average node

distanceL,,, some fiber links originating from rows above

B. Approximate equation could also cross the cut. Adding these fiber links, the number

In [12], an approximate equation fé¥ was given. Unfor- of efjge_s crossing the cut WiI_I increase by a factorL@t/Ln.
tunately, the derivation of the equation was not shown aad th Pviding the number of lightpaths crossing the cut by
steps cannot be easily reproduced. In this section, we givet§® number of fiber links crossing the cut, we will get the
equivalent derivation for a result that is only a constaotda Minimum required number of wavelengthi§ as follows:
away from that in [12].

To be consistent with the rest of the paper, we assume that N2T/4
the V nodes of a network are uniformly distributed in a square W= Ld(V/N = 1)Ly /Ly,
area, as opposed to a circular disk area used in [12], with uni

) g . 1 N3/2TL
size as shown in Fig. 2. We note that the choice of a square = n
area is arbitrary, and any bounding area could be chosen. We 2-2/VN dLg
also assume that the fiber links are uniformly distributelte T B BN3/2TLn @

assumptions on uniform node placement and link placement dLy¢



where B = —X—— is almost a constant, especially whah can be determined as follows. We take the areaf the
2-2/VN ; o
is large. bounding box of the topology and divide it by the number of
Since the total fiber length i = NdL;/2, we can nodesN, we will get the average area of each node tolléy.
rearrange the terms in equation (2) to get the expression f@r derive the average node distance, we assume these nodes

the provisioned capacity. are uniformly located and each node will take up a square
area with each side being’A/N long, and then the distance
C=WNdL;/2 = EN"’/QTL,L (3) between two neighboring nodes will Bg, = \/A/N. If the
2

fiber distanced;; is not the Cartesian distance (e.g., physical
If a circular disk area is assumed, the same derivatigonstraint forces some fiber to be laid along non-direcs)ine
will yield a result that differs from the one in [12] by ar,, can be adjusted proportionally according to the actual fiber
constant o@. We believe our result is more accurate becauskistance. Again, using a different value bf will only change
our result matches the lower bound for the same netwattke constant term, not the exponential term. For simpliofty
(nodes uniformly distributed in a square) almost perfedthe discussion, we lef.,, = 1 without loss of generality for the
matching is not surprising because, in the derivation of thest of this paper.
approximate equation, we have implicitly assumed that eachEquation (3) predicts two things. First of all, it predicts
lightpath will be routed along the direct line, just like wild that the capacity will scale linearly witli’. We observe in
in deriving the lower bound. simulations that this is indeed true. Therefore, this pagér
Equation (3) shows that the capacity will scale &8° not focus on the scaling as a functiondf In the following,
even though the number of lightpaths will only scaleMd$. we assumd’ = 1.
From the derivation, we can see that the extra 0.5 factor inThe second predication this equation presents is that the
the exponent comes from the fact that the number of fibasymptotic growth rate of the capacity will remain the same
links crossing the cut is on the order ¢fN, but the number no matter howl” and L scale. In other wordsl¥’ can be
of lightpaths crossing the same cut is on the orde\N&f traded off with L equally.
Alternatively, this extra 0.5 factor can be also viewed as Even though the scaling as a function®f(the first predic-
coming from the fact that the diameter of the network is otion) matches very well with our observations in simulation
the order ofy/N. Since some lightpaths will have to cross theiven the simplicity of the analysis, there are few reasons
network to reach their destinations, they will require adesr to believe that the second prediction is true. There are two
of v/N more capacity. This is true whether the lightpaths crogsctors that are not modeled by either the lower bound or the
the network using few long fiber links or many short fibeapproximate equation. For the first factor (factor F1), weeha
links because only the fiber length comes in the definition absumed that each lightpath will be routed along the direct
the capacity, not the number of fiber links. line between the two end nodes. This is rarely the case even
In the derivation, we have assumed that &llnodes are if each lightpath goes through the minimum number of fiber
uniformly distributed in the area in order to approximate thlinks. The reason is because there simply may not be fibes link
average case. However, nodes in real networks are almostthe direct line. The second factor (factor F2) not modeled
never distributed evenly inside the bounding area. But agba is the utilization of the provisioned capacity. In genergls
in this assumption will only affect the constant term. Asdonnot possible to even out the load on each fiber link such that
as the physical topology is two-dimensional, the diamefer the same number of wavelengths is used on every link, i.e.,
the network will be on the order of N, and some lightpaths some wavelengths cannot be utilized because of topological
will have to usev/N more capacity. We will look at a constraints.
real network in section V, where nodes are not uniformly
distributed. We will see that our observation still applies
In addition to the non-uniform distribution of nodes, the The problem of designing a physical topology to minimize
bounding area of a real network is also seldomly square. W is clearly an NP-complete problem because even if the
we assume a different bounding area (such as a circle), topology is known, the problem of determining how many
same derivation will give a result that differs again only invavelengths are needed (the Routing and Wavelength Assign-
the constant term. Even for irregular-shaped bounding, areaent Problem) is known to be NP-complete.
the exponential term remains the same as long as it is a twoin this section, we first formulate the physical topology
dimensional area (as opposed to a line). Since we are mdesign problem as an Integer Linear Programming (ILP)
interested in the asymptotic growth rate of the capacity, weoblem and then propose a practical heuristic algorithne T
will assume a square area throughout this paper without lagstimization problem takes the budget on fiber (in the form
of generality. of a fixed fiber-to-node rati = L/N) as a constraint and
The average node distanfg in equation (3) can be thoughtdesigns a topology to minimize the number of wavelengths
of as a scaling factor. Consider a topology, if we double thequired.
length of each fiber link (and thus push the nodes furtherWe consider the topology design problem both with and
apart), the topology still remains the same. The only thingithout the Wavelength Continuity Constraint (WCC), which
changed is thal,, is doubled. For an arbitrary network,, requires each lightpath to be assigned a unique wavelemgth o

I11. PHYSICAL TOPOLOGY DESIGN



each fiber link it traverses. The WCC constraint could limiinks are usedjf roughly corresponds t#, the average edge-
the amount of usable capacity. If a wavelength is used ont@anode ratio. The following constraint limits the total dib
link, any other connections that must pass through this lidkngth that can be used.

cannot use the same wavelength again.

> zmidm < L= fN (8)

ml

For brevity, we only show the formulation which relaxes The objective is to minimize the number of wavelengths.
the wavelength continuity constraint (WCC). The formudati
can be easily modified if the WCC constraint is enforced. We Objective: min W 9)
will use the following notations in the formulation:
e zmi. This is the fiber link variablez,,,; = 1 if nodem is
connected to nodévia a fiber link. z,,,; = 0 if there is The ILP formulations given above can only be used to solve
no fiber link between node: and.. small problems exactly, e.g., for networks with less than 10
. Z:iz: This is the lightpath routing variable;gl — 1 ifthe nodes. For larger problems, we propose an efficient hewristi
lightpath between nodé and j goes through the fiber algorithm. We compared our algorithm with the ILP for severa
link between noden andl. problem instances, and found it produces near-optimalteesu
« d,;: This is a constant that specifies the fiber distand¥e also compared our algorithm with that in [10] and found
between noden and!, which could be longer than thethat our algorithm not only produces comparable results, bu
Cartesian distance (e.g., when physical constraints for@g0 runs several orders of magnitude faster. For exampie, f
a fiber link not to be laid along the direct line). a network with 100 nodes, our algorithm takes less than 0.05

First, we need to make sure that all demands (Iightpath%%conds on a Sun Blade 1000 workstation, compared to 11

are routed. This is the same as a flow conservation constraftft's for the algorithm reported in [10]. We call the algomit
TOPOQF to denote that this is a topology design algorithm with

the total fiber length as a constraint.
To understand what determines the number of wavelengths

A. ILP problem formulation

B. Heuristic algorithm

1 if m=1

Zzﬁz - szfn =4 -1 ifm =7 VYmyij (4 needed, consider a set of nodgsand the remaining nodes
! ! 0 otherwise S. Let C(S,S) denote the number of fiber links that cross
Second, we make sure we only u§éwavelengths on each between the two sets of nodes. Since we want to establish a
link. full-mesh connectivity, there arg| x |S| lightpaths that will
cross between the two sets of nodes. Therefore, we can derive
Z(Zfiz + fon) <Wz Vmi (5) @ lower bound ori¥V as follows:
N Wi = max LXLS'
Note that we assume all lightpaths are bidirectional. Since s C(S,9)

link m! andm are considered as separate links mathemati-Such a lower bound was observed in [12][13], and it is
cally, we need to add the lightpaths crossing both links @n th|so called the flux of a graph in [13]. Note thif, 5 is the
left-hand side. If we mak#& a variable, then this constraint iSmaximum value among all possib|e sets of nodes. So if on|y a
no longer linear. We could do a linear search for the right  few fiber links cross between two sets of nodég, 5 will be
makingW a constant in each iteration. Alternatively, to mak@ery high as the denominator is small. To design a topology
the constraint linear, we can use the following two consteai that needs less capacity, we need to make sure that the number
instead. of fiber links crossing any two sets of nodes is sufficiently
large. This observation motivates us to propose the foligwi
ij ij physical topology design algorithm.
Z(zml tan) s W vm ©) The TOPQF algorithm proceeds in four steps.

« In the first step, a minimum spanning tree is established.

This ensures that the topology is connected.
o The second step tries to find the cut that achieves the
Z is a large constant. The first constraint makes sure that the lower bound W, i.e., find the cut such thatS| x

ij

Z(zij +sz”) < ZzZmi Vml @)

ml
ij

number of wavelengths on each link is fewer tH&hand the |S|/C(S,S) is the largest. To do so, we pick a starting

second constraint makes sure that no lightpath passegthrou  nodes and initialize the sef to contain only the starting

a fiber link if that fiber link is not installed. node S = {s}). Then we add one neighbor node into set
Since the fiber-to-node ratig is given, we can only use S at a time until all nodes are in the set. When adding a

L= fNL, = fN (since we assumg,, = 1) amount of fiber. node, we pick the neighbor node such that the(®i, S)

When f = 1, roughly only N fiber links of lengthLZ,, can be is the smallest. The reason we do so is because the

added to connect all nodes. Therefofe= 1 is the minimum smallest cutC(S, S) will give the biggestiV; 5, which

required to guarantee a connected topology. If only shoet fib is what we are looking for. When we have a néwafter



adding a node), we computé| x |S|/C(S,S). If it is To determind/V after the physical topology is designed, we
larger than what we have seen before, we record it. To dee a Routing and Wavelength Assignment (RWA) algorithm
a more exhaustive search, we try each node as the startiadjt all lightpaths into as few wavelengths as possible e&av
node in turn and repeat the above process. If there is altieuristic RWA algorithms have been proposed in the litegatu
in the cut, we pick the cut for which we can add a fibef16] [17]. The algorithms we use are reported in a technical
link to bridge the cut and this fiber link is the shortesteport [18], one with the Wavelength Continuity Constraint
among all cuts in the tie. (WCC) and one without. Since this paper focuses on physical
« At the end of the second step, we have identifies),a, topology design and capacity scaling, we will not discuss th
such thatlS,az | X [Smaz|/C (Smaz, Smaz) is the largest. details of the RWA algorithms here.
Then, in the third step, we pick the shortest fiber link In order for the experiments to be statistically significant
that can bridge the cut (one end of the fiber linkdp,, we repeat the above procedure 100 times and then take the
and the other end i88,,,..). If adding the fiber link will average before reporting the data. In other words, for @ach
exceed the total fiber length budget, we proceed to stegg randomly generate 100 separate networks and then take
four. Otherwise, we add the fiber link, then return bacthe average result from the 100 separate networks.
to step two to find a new limiting cut. Note that we couIdA Heuristic alaorith d desi h luati
have added a parallel fiber in this step, even if a fiber link’ eunstic algorithm-and design approach evajuation
has already been added between the two end nodes. The results from the TOP® algorithm (along with the
« In the last step, we check each remaining node pair WA algorithms) are very close to that from solving the
turn in increasing order of distance. If adding a fibellP formulation directly for small-size networks<g nodes).
link between the node pair will not violate the total fibetnfortunately, because of the high computation time, we

length budget, the fiber link will be added to the topology@re not able to evaluate our heuristic algorithm against the

The TOPQF algorithm tends to use short fiber links Soopt|ma| for larger-sized networks. Instead, we will evadia

that more fiber links could be added. Because the topologitess[Eeg?rmgncﬁeag?:gsmge ;(\)/\gg Zoigd.a\cit of short-fiber
generated by the TOP® algorithm have many short fiber 9. > P 9 pacity

; ; e X topologies (from the TOP® algorithm) assumingf = 4,
links, we call these topologies the short-fiber topologies. and the average lower bound (equation 1) from the same

set of networks. For comparison purpose, we also plot the

average and minimum capacity from 1000 random topologies
Using the physical topology design algorithm, we cawith an edge-to-node rati® = 4. These random topologies

now study the tradeoff betweeh and W and see how the are generated by randomly picking a pair of nodes and then

provisioned capacity scales as a functionNof placing an edge across them until the desired number of edges
We consider networks of practical sizes with up to a fe@re generated. Since edges are picked without regard to thei

hundred nodes. The backbone topologies of most Interf@agths, many long fiber links are used.

Service Providers (ISP) in the US have fewer than 100 nodes.

IV. NUMERICAL RESULTS

25000

Networks W.ith more than a few hu_ndred n_odes arelless Ii!<ely —« short-fiber topologies, =4
to be practical because of the difficulty involved in design 20000 | —lower bound
and management. A hierarchical network architecture might ——average of 1000 random topologies

then be more appropriate. Note that, unlike some recent work 215000 { — Min of 1000 random topologies
on understanding the Internet topologies [14] [15], we are &
focusing on the backbone fiber (physical) topology of a &ngl  °
ISP. The backbone network is much smaller compared to the
Internet, and it does not necessarily follow the charasties

Cl

10000

5000

of the Internet, such as a power-law distribution. g ‘ ; ‘ ‘ ‘
We consider a practical range of fiber-to-node rgtigrom 10 30 50 70 90 110 130 150
1 up to 4, to include networks that are currently deployedor t num of nodes

be deplqyed in the near future. The_ fiber-to-node ratio of t%. 3. Comparison of the results between the heuristicrékgn, the lower
current fiber networks of most ISPs is belgin= 2. Note that bound and the average and minimum of many random topologiis. WCC.
the fiber-to-node ratio is roughly the same as the edge-tie-no
ratio & if short fibers are used, and the edge-to-node ratio isAs shown in the figure, our topology design algorithm can
half of the average node degree, i~ d/2. achieve capacity that is less than twice of the lower bound.
For a network withN nodes, we assume thedé nodes Considering that the lower bound is not achievable unldss al
are uniform-randomly distributed within a square of aréa lightpaths use direct-line routing, we suspect that ountigm
(v/N on each side) to ensutle, = 1. To generate a network, is not too far away from the optimal. Our physical topology
we randomly place each one of thé nodes at a point in the design algorithm can greatly reduce the required capacity,
square with equal probability. Once the network is generatenot only compared to the average but also compared to the
we then apply the topology design algorithm. minimum of the 1000 random topologies.



Compared to random topologies, short-fiber topologies with

f = k use much less fiber at the cost of more wavelengths. - N=10
In Fig. 4, we show the wavelength requirement in random ——N=50
topologies withk = 4. For short-fiber topologies, we show ——N=100

—x—N=150

two results. One is the wavelength requirement if we fset
k = 4; the other is the wavelength requirement if we gab
a value such that it will use the same amount of fiber as in the

random topologies. We can see that the short-fiber topdogie 200 M

require much fewer wavelengths if the same amount of fiber 0 ‘ ‘ ‘ ' *
is used. This is because the TOFCQalgorithm is conscious rooso2 2 335 4
about the fiber usage and, therefore, it is able to establish fiber-to-node ratio, f
more f|per Ilpks with the_ limited b.udget_. This result suggest Fig. 5. The tradeoff between and W. With WCC.
that taking fiber length into consideration can lead to bette
designs. 100000
250 10000 |
— §hort-ﬁber topo w/ same
200 4 fiber aTC, random topo 1000 |
—x—short-fiber
2 o f=1
1501 . random 100 - vf=2
= s f=3
100 + 10 4 x f=4
50 1 i
10 100 1000
0 T T T T T T num of nodes
10 30 50 70 90 110 130 150
num of nodes Fig. 6. W as a function ofN. With WCC.

Fig. 4. Wavelength requirement comparisons between ran@uologies

and short-fiber topologies. With WCC. . . . .
polod the exponent irC', again drop quickly ag increases. When

f =1, e(C) is more than 2.75. A¥ increases beyond 2.5,
B. Capacity scaling e(C) quickly drops and it is between 2.6 and 2.64. Wifeis

In Fig. 5, we show the tradeoff betwednand . Clearly, Small, the topology is barely connected. Many lightpattes ar
W decreases as we increabe Although hard to see in this forced to be routed through long detours. Whers large,
figure, W increases by a larger proportion a5 gets larger there is a better chance for a lightpath to be routed close
Whenf is small Compared to the case Wh.éns |arge_ This to the direct |ine.e(C) is smaller than that of the random
trend can be Captured by the growth ratelin (or C) It is tOpOlOgieS that we Studied, which is around 2.8, Suggesting
higher whenf is small compared to the case whetis large. that our physical topology design algorithm is effective at

In Fig. 6, we showV as a function ofV (with the WCC reducing the capacity requirement.
constraint) in the short-fiber topologies. Note that thepgris ~~ The constant(L) of L is simply f, the fiber-to-node ratio.
on a log-log scale. Indeed, whehis small, W grows very a(C), the constant irC, is almost the same regardless of the
quickly, as evident from the steeper slope, and close to @00garameterf. In other words, an increase if (and therefore
wavelengths are needed whé = 500 and f = 1. This a(L)) would result in a corresponding decrease(fil’), the
growth drops quickly asf is increased, resulting in a largeconstant inl¥. This result is consistent with our theoretical
reduction in?¥. Since the fiber-to-node ratio is fixed, the fibenalysis (equation 3).
length is a linear function ofV, so the capacity will follow  The results in Table | are generated from networks with up
the same trend as the wavelengths. to 500 nodes, large enough to cover networks to be deployed

The data in Fig. 6 appears to fall on a straight lindn the near future.
suggesting that?” is a power function ofN. If we assume ,
thatC, L andW are all power functions of in the form of C- Effects of the WCC constraint
alN¢, then we can use the least square method to estimate thin Fig. 7, we plot the wavelength requirement as a function
parameters: and e on a log-log plot. The results for short-of NV for short-fiber topologies, for both the case of with WCC
fiber topologies are shown in Table I. All curve fittings haveonstraint and without. Whehis small (f = 1) andN is large
a correlation coefficient of more than 0.99, confirming that @ > 100), the differences are noticeable. The differences are
power function is a good fit. up to 9% for f = 1, and they are up to 7% fof = 2. In

e(L), the exponent irL, is simply 1 because we have fixedall other casesf{ > 2), the differences are very small, less
the fiber-to-node ratioe(W), the exponent ifV, ande(C), than 5%. This suggests that the WCC constraint makes little



TABLE |
CONSTANT PARAMETERS FROM LEAST SQUARE CURVE FITTING FOR
SHORTFIBER TOPOLOGIESWITH WCC.

F1, non-direct-line routing of lightpaths). We see simit@nd

on the utilization ratio when the WCC constraint is relaxed.
In the figure, there is an anomaly. The utilization ratio is

low when f is large andN is small. This is because of the

f a ¢ “rounding effect:” whenW is small, adding one additional
w L cjgw L ¢ wavelength adds a large percentage of capacity, which im tur
1 (027 1 027176 1 276 greatly reduces the utilization ratio.
15| 015 15 023|173 1 273
2 012 2 023|| 169 1 269 90.00%
25| 010 25 024 166 1 266 80.00%
3 009 3 026|164 1 264 70.00%
35| 008 35 028|161 1 261 £ 60.00% |
4 007 4 028|160 1 260 %5 50.00% -
Sa4000% {4 —F1
R3000% { 2
_ _ _ o 2000%{ 3
difference especially when the fiber-to-node rafids high 1000% 1 =4
enough. Therefore, the costly wavelength converters cbeld 0.00% ‘ ‘ ‘ -
avoided by simply increasing. This observation is consistent 10 30 50 70 90 110 130 150
with that in [11], where they found that WCC has little effect num of nodes
on two-connected topologies. Fig. 8. Utilization ratio as a function aiV for short-fiber topologies. With
wCC.
2000
1800 1 ——f=1,noWCC As mentioned in the beginning, we notice thdt scales
16004~ FA RO WS almost perfectly linearly ag” in our simulation study, as
1400 4 13 ; i
1200 | = f=4,nowce suggested by eqqatlon 3). It .suggests that thg increased
> 1000 | —f=Lwce number of connection requests (lightpaths) cannot imptioge
g00 | —fF2 wce capacity utilization. The low capacity utilization ratieems
600 | T~ f=8.wCC to be a fundamental limit of the topology. The only way to
——f=4, WCC . - . . .
400 - improve the utilization ratio seems to be redesigning aebett
200 | P s S topology using a highey.
0 % T T T

Recall that f; denotes the number of wavelengths that is
used on fiber link. Let h;; denote the shortest path (in number
of physical hops) between nodeand j in a given topology.

Fig. 7. Number of wavelengths with or without the WCC coristra Then we can defindoad as Zi fz', i.e., the total number of

wavelengths that are utilized. We can also definesthertest

path Ioadaszij hij, i.e., the load if all lightpaths are routed
D. Capacity utilization using the shortest path. The difference betwéead and
shortest path loadepresents the extra number of wavelengths
fieeded to route lightpaths along non-shortest paths inrorde
to fully utilize the provisioned capacity. In Fig. 9, we plinte

£ exponente from least square data fitting to a power function

capacity utilization ratio can be defiHEd%“MfL, i.e., theratio (¢NN¢) for C, the load and the shortest path load as a function
between the sum of the number of used wavelengths on eaghy.
fiber link and the product of the number of wavelengths)( As shown in the figure, the gap betweéhand the load
and the number of fiber linksA{). The capacity utilization s decreasing ag increases. This suggests that the capacity
ratio for short-fiber topologies (with the WCC constrairg) iutilization keeps on improving ag increases. In addition, the
shown as a function ofV in Fig. 8. Whenf is small, the gap between the load and the shortest path load is increasing
utilization ratio is very low. For example, wheh= 1, at most This suggests that ag gets bigger, it becomes increasingly
70% utilization can be achieved and it is as low as 40% whe#sijer to find alternative paths to route a lightpath if the
N is large. The situation quickly improves gsgets bigger. shortest path is congested. Therefore, there is greatecceha
Roughly 70% or 80% utilization is possible wheh> 2.5. to even out the routing of lightpaths onto all fiber links and
The utilization ratio decreases for largé. This is because thus reduce the required number of wavelengihs
the average hop count of lightpaths increase&vascreases, ) )
making it less likely to fully utilize the provisioned capge E- Non-uniform lightpath demands
The decrease in the utilization ratio partly contributeghe We have so far only considered the full-mesh connectivity
higher asymptotic growth rate (the other contributor igdac because it makes the analysis easier. However, the ohservat

10 30 50 70 90 110 130 150
num of nodes

In this section, we look at the effects of factor F2: th
utilization of the provisioned capacity. Lef; denote the
number of wavelengths that are used on fiber linkhen the
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function of f for short-fiber topologies. With WCC. b s T\
Miami
TABLE 1l
ASYMPTOTIC GROWTH RATE OF THE CAPACITY FOR ONE PARTICULAR SET Fig. 10. Level3's backbone network

OF LIGHTPATH DEMANDS IN SHORFFIBER TOPOLOGIES
This network has 56 nodes and 63 edges. The edge-to-

P 1 15 2 25 3 35 4 node ratio is onlyk = 1.125. Only short fiber links that
o(C) | 1L.78 174 165 164 162 158 159 connect neighboring nodes are used, so it is a short-fiber
topology. In fact, in most of the topologies we studied, long
transcontinental fibers are almost never used.
. . Using our RWA algorithms, we determine that 374 wave-
IS not strongly dep(_andent on the_set of I|ghtp_ath§ to SUppc1[51ngths are needed to support the full-mesh connectivitly wi
Let us consider a different set of lightpaths Wh'Ch is getezra the WCC constraint. The capacity utilization ratio is on§#6.
as follows. .F“"T‘ each node, we randomly piekother r_lodes We manually measure the distance between every node pair
and establ_|sh I|g.htpaths to them. T_he numb_er of I|ghtpatla§]d assume a direct fiber of that length could be laid down to
generated lsn.v, |2.e., t_he number of Ilghtpat_hs IS on ?he Ordef:onnect the node pair. We then apply the TQP@pology
of N |_nstead OfN* as in the fu_II me_sh. We picke = 4in our design algorithm and RWA algorithms. Using the same total
experlment so that the resultiig is large enough to avoid fiber length, the TOPG algorithm designed a new topology
the rounding effect. . . with 73 edges and the RWA algorithm found that only 363

We use the_ TOP® algor_lthm fo design th_e topology an avelengths are needed to support the full-mesh connigctivi
use curve fitting to determine the a;ymptotlc growth rate 6ur topology design algorithm is able to design a topology
the capacity. The results are shown in Table . that requires less capacity than that of the manually deslign

e(C) should be 1.5 theoretically. But in simulation, it rangeg, o This i fi . .
) . . : tion that Igorith f
from 1.58 to 1.78¢(C) again decreases quickly @sncreases, VSEI(I) 0gy. This 15 a coniirmation that our aigorithm performs

\év:rllzr;éfivci:tonmstent with our observation under the full-mes We also applied the TOP® and RWA algorithms for
Y- different values off. The results are shown in Fig. 11.

V. REAL-LIFE NETWORKS

: . ' . 25500 90.00%
We have seen that increasing the fiber-to-node rftman ’

: : ; . + 80.00%
reduce the capacity growth, increase the capacity uiitinat 23500 7 - 1 70.00%
and. av0|d.the. use of wavelength converters. Therefore, as & 21500 Utilization ratio 1 60.00%
design gwdelme, it seems to be a good |d_ea to have a high 019500 ] . 1 50.00% §
enoughf. In this section, we examine real-life networks and 17500 | o 1 40.00% =

see how this design guideline can be applied. We studied 1 30.00% S

several real-life networks. Even though the bounding areas 1°°% 1 20.00%
are not regular and the node placements are not uniform, the 13500 - 1 10.00%
observations we derive are very similar, therefore, we only 11500 -_— 0.00%
report our study on one real-life network here. 1 15 2 25 3 35 4 45 5 55 6

We consider the backbone network from Level 3 (an Internet f

Sel_’VIce Provider). Accor_dlng to the Rocketfuel pI’OJe_Ct][lg Fig. 11. C and the utilization ratio as a function gffor Level3’'s network.

which maps ISP topologies as seen by the electronic routeyis, wcc.

(the logical topology), Level 3 attempts to establish a-foftsh

connectivity, i.e., a lightpath between every pair of nodes  We can see tha€’ rapidly decreases ag increases. The
Even though the logical topology is a full mesh, the urslope of decrease flattens out whénis at least 2 or 3. At

derlying physical fiber topology is far from a full mesh, ashe same time, the utilization ratio quickly improves. When



f is small, the utilization ratio is only 50%, and it quickly [3]
improves to nearly 80%. This result suggests that the ctJrreE1
fiber-to-node ratio in Level 3's network is too low. It should

be increased in order to lower the capacity requirement and
increase the utilization ratio. 5]

VI. CONCLUSION (6]

We proposed an efficient algorithm to design the fiber topol-
ogy with the goal of minimizing the number of wavelengths ]
under the constraint of a fixed fiber-to-node ratio. Using thé
algorithm, we studied the tradeoff between fiber (link casijl  [8]
wavelengths (node cost). Understanding this tradeoffiello
network designers to design cost effective transport nésvo (g

We evaluated and compared designs under different fiber-
to-node ratios using the provisioned capacity as a metr[go]
which is an indicator of how efficient the provisioned resms
are utilized. The asymptotic growth rate of the capacity not
only captures the tradeoff between fiber and wavelengthgl
independent of the network size, but it also indirectly sates
into the deployment cost regardless of the actual costifumst [12]
for fiber and wavelengths.

We showed that, compared to random topologies and the
lower bound, our physical topology design algorithm is verit3]
effective not only at reducing the capacity requirement but
also at reducing the asymptotic growth rate of the capadiy. [14)
found that taking fiber length into consideration can redhee
capacity requirement. We showed that having a large fiber-£4°)
node ratio can greatly reduce the asymptotic growth rate afgj
can lead to lower cost wheN is large.

On studying several real-life topologies, we find that mor{n
of them have too low a fiber-to-node ratio. By increasing it,
we can greatly reduce the capacity requirement and increase
the capacity utilization. (18]
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