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a b s t r a c t

Traditional clustering ensembles methods combine all obtained clustering results at hand. However, we
observe that it can often achieve a better clustering solution if only part of all available clustering results
are combined. This paper proposes a novel clustering ensembles method, termed as resampling-based
selective clustering ensembles method. The proposed selective clustering ensembles method works by
evaluating the qualities of all obtained clustering results through resampling technique and selectively
choosing part of promising clustering results to build the ensemble committee. The final solution is
obtained through combining the clustering results of the ensemble committee. Experimental results
on several real data sets demonstrate that resampling-based selective clustering ensembles method is
often able to achieve a better solution when compared with traditional clustering ensembles methods.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

Clustering analysis classifies data items into groups such that
items in the same group are more similar to each other, while they
are more different in different groups. It has been known that clus-
tering is an ill-posed combinatory optimization problem and no
single algorithm is able to identify structures of all sorts of data
sets (Jain et al., 1999; Duda et al., 2001). Numbers of clustering
algorithms exist so far and some of them often produce contradic-
tory clustering results, yet we can not claim which one is the best.
In fact, almost all clustering algorithms are only valid for some data
sets and may be invalid for other data sets. This uncertainty brings
us a great difficulty to design a robust and stable clustering algo-
rithm, therefore significantly limits applications of clustering anal-
ysis into more real-world data sets (Jain et al., 1999; Duda et al.,
2001).

Clustering ensembles has been known as an effective method to
improve the robustness and stability of clustering analysis (Strehl
and Ghosh, 2002; Fred and Jain, 2005; Topchy et al., 2004a,b,
2005; Yang and Kamel, 2003). It works with combing multiple re-
sults of clustering algorithms of a data set without accessing its
original features. Through leveraging the consensus across multi-
ple clustering results, clustering ensembles gives a generic knowl-
edge reuse framework for combining multiple clustering results
(Strehl and Ghosh, 2002). Two crucial factors of clustering ensem-
bles’ success are as follows:
ll rights reserved.
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(1) To construct an accurate and diverse ensemble committee of
the clustering ensembles.

(2) To design a proper consensus function to combine all clus-
tering results of the ensemble committee.

Many recent studies have concentrated on the problem of con-
structing an accurate and diverse ensemble committee of the
clustering ensembles’. Some of them used the same kinds of
methods as the ones adopted in the area of supervised classifica-
tions, while others executed a clustering algorithm with different
initializations, different parameters or different clustering criteria
(Faceli et al., 2006). For example, Fred and Jain achieved a number
of partitions with many diversities through running K-means
clustering algorithm with random initializations and random
numbers of clusters (Fred and Jain, 2005). Like the supervised
classification area, bagging technique and resampling method
were also adopted to generate a population of clustering results
(Fischer and Buhmann, 2003; Monti et al., 2003). A random pro-
jection technique was introduced to build the ensembles of mul-
tiple clustering results for high dimensional data set by Fern and
Brodley (2003, 2006). Resampling technique was used for con-
structing clustering ensembles in (Minaei-Bidgoli et al., 2004;
Gondek and Hofmann, 2005; Topchy et al., 2004a). Several recent
studies have demonstrated that all these methods are often able
to construct accurate and diverse clustering ensembles (Strehl
and Ghosh, 2002; Fred and Jain, 2005; Topchy et al., 2005; Fischer
and Buhmann, 2003; Monti et al., 2003; Fern and Brodley, 2003,
2006; Strehl, 2002).

Up to the authors’ best knowledge, most of the existing cluster-
ing ensembles methods combine all obtained clustering results at
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hand. However, we find that it can often achieve a better solution if
only part of all available clustering results are used. We refer the
kind of clustering ensembles method which uses only part of all
obtained clustering results as the selective clustering ensembles.
This paper deals with the selective clustering ensembles method.
The inspirations of selective clustering ensembles method include
two facets. Firstly, unlike classification problems where labels of
data items are known beforehand, data items in unsupervised clus-
tering problems are unlabeled. Therefore, we are unable to ensure
that all clustering results are reliable. Thus, not all obtained clus-
tering results can truly benefit for the final solution of clustering
ensembles. From the standpoint of this view, it is reasonable to
prune all these unusable clustering results before the ensembles
of multiple clustering results. Secondly, clustering accuracies of
all obtained clustering results may be significantly different. To
roughly consider all of them contributing equally may weaken
the quality of the final combined solution.

Selective ensembles method can also be traced back to the
supervised classification area. In supervised classification area, it
has been known that selective classifier ensembles can always
achieve better solutions when compared with traditional ensemble
methods (Ueda, 2000; Bandfield et al., 2005; Zhou et al., 2002;
Zhang et al., 2006). A straightforward classifiers selection method
is to rank the classifiers according to their individual performance
on a held-out test set and pick the best ones (Caruana et al., 2004).
Zhang et al. formulated the ensemble selection problem as a qua-
dratic integer programming problem to look for a subset of classi-
fiers that has the optimal accuracy-diversity trade-off (Zhang et al.,
2006). In (Li et al., 2004), the authors proposed to use the clustering
algorithm to prune redundant neural networks for maintaining the
diversity of the ensemble committee of neural networks and very
good results were reported. In unsupervised clustering area, how-
ever, data items are unlabeled beforehand. Therefore, it is unable to
estimate the accuracy of a single clustering result through calculat-
ing its accuracy on the test set. To address the above problem, in
this paper, we use the resampling technique to evaluate the quality
of each clustering result. To the best knowledge of the authors’, this
is the first time to deal with the selective clustering ensembles
method.

The remainder of this paper is arranged as follows. Section 2
demonstrates that clustering ensembles using part of all avail-
able clustering results is often able to achieve a better clustering
solution when compared with traditional clustering ensembles
methods that combine all of the obtained clustering results at
hand. We describes resampling-based selective clustering
ensembles method in Section 3. Our experimental results to
demonstrate the potentials of resampling-based selective clus-
tering ensembles are given in Section 4. Section 5 concludes this
paper.
2. Clustering ensembles using part of all available clustering
results

Before further illustrating about resampling-based selective
clustering ensembles method, some notations used throughout
this paper are given as follows. Let D ¼ fd1; d2; . . . ; dng denote a
set of n data items without labels. A clustering result of the data
set D can be represented as a label vector I 2 Nn, where Ii is the
label of the data item di. Let C ¼ fIð1Þ; Ið2Þ; . . . ; IðMÞg be a set of M clus-
tering results of the same data set D, where each IðiÞ is a label vector
of fIðiÞ1 ; I

ðiÞ
2 ; . . . ; IðiÞn g. Clustering ensembles works to combine multi-

ple clustering results C ¼ fIð1Þ; Ið2Þ; . . . ; IðMÞg into a single consensus
clustering result IðfinalÞ.

Traditional clustering ensembles methods utilize all of ob-
tained clustering results at hand with the following steps em-
ployed: Step (1) A population of clustering results are obtained
through executing different clusterers on the same data set. Step
(2) The ensemble committee is constructed using all obtained
clustering results. Step (3) A consensus function is adopted to
combine all clustering results of the ensemble committee. Unlike
classification problems where labels of data items are known
beforehand, data items in unsupervised clustering problems are
unlabeled. Therefore, there is no explicit correspondence between
results provided by different clusterers. For example, the follow-
ing two clustering results

Ið1Þ ¼ ð1;1;2;2;2;3;3Þ Ið2Þ ¼ ð3;3;1;1;1;2;2Þ

are logically identical. To solve the problem of inconsistent cluster-
ing results, the label vector IðiÞ is firstly transformed into a similarity
matrix SðiÞn�n as follows:

SðiÞðj; kÞ ¼ 1 if IðiÞj ¼ IðiÞk

0 if otherwise

(
ð1Þ

Accordingly, fSð1Þ; Sð2Þ; . . . ; SðMÞg can be obtained from M clustering
results fIð1Þ; Ið2Þ; . . . ; IðMÞg. After performing this transformation, all
clustering results are consistent. Then clustering ensembles can
be viewed as a process to combine all the similarity matrixes into
a single consensus clustering result, that is

IðfinalÞ ¼ XðSð1Þ; Sð2Þ; . . . ; SðMÞÞ ð2Þ

where X is a consensus function that is used to combine multiple
clustering results into a single consensus one. A good ensemble
committee should have high accuracy and many diversities (Fern
and Brodley, 2003, 2006; Hadjitodorov et al., 2006; Kuncheva and
Hadjitodorov, 2004). Considered that these two facets are some-
times contradictory, there must be a trade-off between the accuracy
of a committee and the diversity of a committee. From the stand-
point of this view, we get the following definition to compare any
two ensemble committees:

Definition 1. Let Cð1Þ and Cð2Þ denote two ensemble committees.
Their clustering accuracies are represented as pðaÞc1 and pðaÞc2 . Their
diversities are denoted as pðdÞc1 and pðdÞc2 . If pðaÞc1 > pðaÞc2 and pðdÞc1 P pðdÞc2
or pðaÞc1 P pðaÞc2 and pðdÞc1 > pðdÞc2 , we consider that the ensemble
committee Cð1Þ is better than the ensemble committee Cð2Þ.

Let Ið�Þ denote the accurate partition of data set D and Sð�Þ

represent the similarity matrix of Ið�Þ, then average clustering
accuracy of the ensemble committee IðiÞ can be calculated as
follows:

pðaÞ ¼
PM

i¼1kS
ðiÞ; Sð�Þk

M
ð3Þ

where kSðiÞ; Sð�Þk is the agreement between two similarity matrixes
SðiÞ and Sð�Þ. There have been many approaches to describing k � k
such as rand index (Rand, 1971), adjusted rand index (Hubert
and Arabie, 1985) and mutual information (Strehl and Ghosh,
2002). Apart from average clustering accuracy of an ensemble
committee, the other important factor of a clustering ensemble’s
success is its diversity. We use average disagreement between
any two clustering results in the ensemble committee to describe
it as follows:

pðdÞ ¼
P

j¼1;...;M

P
k–j;k¼1;2;...;Mð1� kS

ðjÞ; SðkÞkÞ
MðM � 1Þ ð4Þ

where kSðiÞ; SðjÞk is the agreement between two similarity matrixes
SðiÞ and SðjÞ.

According to Definition 1, the process of constructing a good
ensemble committee can be viewed as a two-objective optimiza-
tion problem as



1 To classify data items into k groups, the overall number of accurate clustering
lutions is k!.
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Objective 1 : max
PM

i¼1kS
ðiÞ; Sð�Þk

M

( )
ð5Þ

Objective 2 : max 1�
P

j–k;j;k¼1;...;MkS
ðjÞ; SðkÞk

MðM � 1Þ

( )
ð6Þ

We partition all obtained clustering results into two groups with re-
spect to their accuracies as follows:

fHa ¼ IðiÞjkSðiÞ; Sð�Þk > pðaÞ; i ¼ 1;2; . . . ;Mg ð7Þ

and

La ¼ fIðiÞjkSðiÞ; Sð�Þk 6 pðaÞ; i ¼ 1;2; . . . ;Mg ð8Þ

where pðaÞ is the average clustering accuracy of the ensemble com-
mittee. Likewise, according to the diversity of an ensemble commit-
tee, all obtained clustering results can be classified into two groups
denoted as Hd and Ld:

Hd ¼ IðiÞ
X

j¼1;...;M;j–i

kSðiÞ; SðjÞk 6 a; i ¼ 1; . . . ;M

�����
( )

ð9Þ

and

Ld ¼ IðiÞ
X

j¼1;...;M;j–i

kSðiÞ; SðjÞk > a; i ¼ 1; . . . ;M

�����
( )

ð10Þ

where

a ¼ ðM � 1Þ � ð1� pðdÞÞ

pðdÞ is defined by the formula (4). We define the set R as follows:

R ¼ La \ Ld: ð11Þ

Definition 2. Let eI be an element of the whole clustering results C,
C n feIg represents a subset of C through removing the element eI
from C.

Then the following theorem can be obtained:

Theorem 1. If R is not an empty set, there must be a subset C0 of C
such that to combine the clustering results of C0 is better than to
combine all available clustering results of C.

Proof. If R is not an empty set, to randomly pick one element eI
from R. Considered that

R � C

theneI 2 C

The average clustering accuracy ~pðaÞ of C n feIg can be calculated as

~pðaÞ ¼
PM

i¼1kS
ðiÞ; Sð�Þk � k~S; Sð�Þk

M � 1

where ~S is the similarity matrix of eI. According to the definition
of R

k~S; Sð�Þk < pðaÞ

andXM

i¼1

kSðiÞ; Sð�Þk ¼ M � pðaÞ

We obtain

~pðaÞ > pðaÞ ð12Þ
The diversity ~pðdÞ of the ensemble committee C n feIg can be calcu-
lated as follows:

~pðdÞ ¼ 1�
P

j¼1;...;M

P
k–j;k¼1;2;...;MkS

ðjÞ; SðkÞk � b
� �

ðM � 1ÞðM � 2Þ

where

b ¼ 2 �
XM

i¼1;~S–SðiÞ

k~S; SðiÞk

According to the definition of R

b P 2 � ðM � 1Þ � ð1� pðdÞÞ

andX
j¼1;...;M

X
k–j;k¼1;2;...;M

kSðjÞ; SðkÞk ¼ M � ðM � 1Þ � ð1� pðdÞÞ

Then we can obtain the following inequality

~pðdÞ P pðdÞ ð13Þ

From inequalities 12, 13 and Definition 1, we can get the conclusion
that to combine the clustering results of C n feIg is better than to
combine the whole clustering results C.

Theorem 1 tells us that it may achieve a better solution if only
part of all available clustering results are combined. Here we give a
simple example to illustrate this point. Given the clustering results
C ¼ fIð1Þ; Ið2Þ; Ið3Þ; Ið4Þ; Ið5Þ; Ið6Þg as

Ið1Þ ¼ ð2;2;2;1;1;1Þ; Ið2Þ ¼ ð2;2;1;2;1;1Þ
Ið3Þ ¼ ð1;1;2;2;2;2Þ; Ið4Þ ¼ ð1;1;2;1;2;2Þ
Ið5Þ ¼ ð1;1;1;1;2;2Þ; Ið6Þ ¼ ð1;1;2;1;2;2Þ

and one of accurate clustering solutions1 is Ið�Þ ¼ ð1;1;1;2;2;2Þ.
Accuracies of all obtained clusterers are 100% for Ið1Þ, 46.7% for Ið2Þ,
66.7% for Ið3Þ, 46.7% for Ið4Þ, 66.7% for Ið5Þ, 46.7% for Ið6Þ and their aver-

age clustering accuracy equals to 62.5%. Values of
P6

j¼1;j–i
kSðiÞ ;SðjÞk

5 are

54.7% for Ið1Þ, 77% for Ið2Þ, 67% for Ið3Þ, 77% for Ið4Þ, 67% for Ið5Þ and
77% for Ið6Þ. According to formula (7)–(11), we can obtain
R ¼ fIð2Þ; Ið4Þ; Ið6Þg. Therefore, to combine the clustering results of
C n fIð2Þg or C n fIð4Þg or C n fIð6Þg is better than to combine the whole
clustering results of C.

It is noted the condition that R is not empty is not necessary for
selective clustering ensembles to achieve better solutions than the
classical clustering ensemble methods. If R is empty, whether
selective clustering ensembles is better than classical clustering
ensembles or not is dependent on the trade-off between the accu-
racy of the committee and the diversity of the committee. How-
ever, our experimental results on several real data sets have
demonstrated that selective clustering ensembles is often able to
achieve a better solution when compared with traditional cluster-
ing ensembles methods.
3. Resampling-based selective clustering ensembles

The above section has demonstrated that clustering ensembles
using part of all obtained clustering results can often be better than
those using the whole clustering results. In this section, we de-
scribe the framework of resampling-based selective clustering
ensembles that selectively combines part of all obtained clustering
results. Resampling-based selective clustering ensembles works
with evaluating the qualities of all obtained clustering results
so
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using resampling technique and choosing part of promising clus-
tering results to build the ensemble committee. The final solution
is achieved through combining all the selected clustering results of
the ensemble committee.

Algorithm 1. Framework of resampling-based selective clustering
ensembles.

(1) fIð1Þ; Ið2Þ; . . . ; IðMÞg  A population of clustering results are
obtained;

(2) fqðaÞð1Þ; q
ðaÞ
ð2Þ; . . . ; qðaÞðMÞg  Calculate accuracies of all results by

resampling

(3) fqðdÞð1Þ; q
ðdÞ
ð2Þ; . . . ; qðdÞðMÞg  Calculate individual diversity

factors as qðdÞðiÞ ¼ 1�
PM

j¼1;j–i
kSðiÞ ;SðjÞk

M�1 i ¼ 1; . . . ;M;

(4) ffitnessðIð1ÞÞ; . . . ; fitnessðIðMÞÞg  Calculate fitness values as:

fitnessðIðiÞÞ ¼ ð1� kÞ �
qðaÞðiÞ
Qa þ k �

qðdÞðiÞ
Qd i ¼ 1; . . . ;M;

(5) f0Ið1Þ; 0Ið2Þ; . . . ; 0IðMÞg  Reorder clustering results such that:
fitnessð0Ið1ÞÞP � � � : P fitnessð0IðMÞÞ;

(6) f0Ið1Þ; 0Ið2Þ; . . . ; 0IðNÞgðN < MÞ  Choose N best clustering
results;

(7) IðfinalÞ  Combine f0Ið1Þ; 0Ið2Þ; . . . ; 0IðNÞg together.

As illustrated in the above section, it is a two-objective optimi-
zation problem to construct a good ensemble committee. We ex-
pect that the obtained ensemble committee has a high clustering
accuracy and many diversities. The diversity of an ensemble com-
mittee can be described as follows:

pðdÞ ¼
P

j¼1;...;M

P
k–j;k¼1;2;...;Mð1� kS

ðjÞ; SðkÞkÞ
MðM � 1Þ

where k � k is the agreement between two similarity matrixes. An-
other version of this formula is as follows:

pðdÞðiÞ ¼
PM

i¼1qðdÞðiÞ
M

ð14Þ

where qðdÞðiÞ can be calculated as

qðdÞðiÞ ¼ 1�
PM

j¼1;j–ikS
ðiÞ; SðjÞk

M � 1
i ¼ 1; . . . ;M ð15Þ

We call qðdÞðiÞ as the individual diversity factor of the clustering result
IðiÞ. The clustering result IðiÞ with a high qðdÞðiÞ means that the cluster-
ing result IðiÞ has a large difference from other obtained clustering
results.

For unsupervised clustering, all data items are unlabeled
beforehand. Therefore, we are unable to calculate the accuracy of
a clustering result by its class labels of items. One feasible ap-
proach to estimate the quality of a clustering result is resampling
technique (Levine and Domany, 2001; Tseng and Wong, 2003).
Resampling technique evaluates the quality of a clustering result
IðiÞ with the following steps employed: (a) T subsets of the full data
set fR1;R2; . . . ;RTg are randomly selected from the full data set; (b)
T clustering results fJð1Þ; Jð2Þ; . . . ; JðTÞg are obtained through execut-
ing the ith clusterers2 on these T different subsets of the full data
set; (c) The quality qðaÞðiÞ of the clustering result IðiÞ can be estimated as

qðaÞðiÞ ¼
PT

k¼1kI
ðiÞ; JðkÞkRk

T
ð16Þ

where kIðiÞ; JðkÞkRk is the agreement between the clustering result IðiÞ and
the clustering result JðkÞ on the selected subset Rk of the full data set.
2 The clustering result IðiÞ is obtained by the ith clusterers.
After qðaÞðiÞ and qðdÞðiÞ have been successfully calculated, we use the
method proposed by Optiz to balance between the accuracy and
the diversity (Opitz, 1999). The accuracy qðaÞðiÞ and the diversity qðdÞðiÞ
are combined together as the fitness value of the clustering result
IðiÞ

fitnessðIðiÞÞ ¼ ð1� kÞ �
qðaÞðiÞ
Q a þ k �

qðdÞðiÞ
Q d

ð17Þ

where kð0 6 k 6 1Þ is a control parameter that is used to balance
between accuracy and diversity

Qa ¼maxfqðaÞ1 ; qðaÞ2 ; . . . ; qðaÞM g ð18Þ

and

Qd ¼maxfqðdÞ1 ; qðdÞ2 ; . . . ; qðdÞM g ð19Þ

After fitness values of all obtained clustering results have been cal-
culated, we rank all the clustering results according to their fitness
values and select the NðN < MÞ best ones to build the ensemble
committee. The final clustering solution is obtained through com-
bining all the clustering results of the ensemble committee. Algo-
rithm 1 gives the framework of resampling-based selective
clustering ensembles method.

4. Experimental results

Eight real data sets are selected to test the performance of
resampling-based selective clustering ensembles method from
UCI Machine Learning Repository (Blake and Merz, 1998). Their
names and characteristics are given in Table 1. In our experiments,
we use the Rand Index method to describe the agreement between
any two clustering results IðiÞ and IðjÞ, that is

kIðiÞ; IðjÞk ¼ 2 � ðn00 þ n11Þ
n � ðn� 1Þ

where n11 is the number of pairs of items that are both in the same
group in IðiÞ and also both in the same group in IðjÞ and n00 denotes
the number of pairs of items that are in different groups in IðiÞ and
also in different groups in IðjÞ. The same measure is also adopted
to measure the accuracy of the final clustering solution obtained
by clustering ensembles methods. k-means clustering algorithm is
adopted as the ‘‘base” clustering algorithm because of its wide
application in constructing clustering ensembles. A population of
clustering results is obtained through randomly picking half of fea-
tures from the data set with replacement and partitioning data
items according to these selected features. The above steps are
independently executed for 100 runs and 100 clustering results
are obtained. A popular clustering ensembles approach proposed
by Strehl and Ghosh3 is adopted to combine these clustering results
(Strehl, 2002). In (Strehl, 2002), the authors in fact proposed three
ensemble approaches: CSPA, HGPA and MCLA to combine multiple
clustering results of the same data set. Three final clustering results
can therefore be achieved by CSPA, HGPA and MCLA, respectively
and the one with the maximum average normalized mutual infor-
mation is returned as the final clustering result. As the parameters
used in (Levine and Domany, 2001), the value T of the number of
resampled subsets is set as 50 and each subset of the full data set in-
cludes 60% of the full data set. All experiments are executed for 20
independent runs and their results are averaged and reported.

Firstly, we fix the number of selected clustering results to 50,
the control parameter k to 0.5 and compare clustering accuracies
of resampling-based selective clustering ensembles method and
traditional clustering ensembles methods. Their results are given
3 We would like to thank the authors to put the code online: http:/
www.lans.ece.utexas.edu/strehl/soft.html.
/
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Fig. 1. Clustering accuracy under different selection proportions. Graph based clus

Table 2
Clustering accuracies obtained by traditional clustering ensembles methods and
selective clustering ensembles method.

DATA SET TA. CLU. ENS. (%) SEL. CLU. ENS. (%)

IRIS 87.6 ± 1.3 91.8 ± 2.7
WINE 76.3 ± 2.1 79.1 ± 2.9
HEART 53.8 ± 2.8 57.6 ± 2.4
LUNG 63.4 ± 0.6 64.5 ± 1.6
WDBC 75.4 ± 0.3 78.9 ± 0.9
VEHICLE 63.6 ± 0.2 64.3 ± 0.3
SEGMENTATION 87.2 ± 0.6 89.0 ± 0.6
SAT. IMAGE 83.4 ± 0.4 85.9 ± 0.5

Table 1
Data set and their characteristics.

RANK DATA SET DATA ITEM FEATURE CLASS

1 IRIS 150 4 3
2 WINE 178 13 3
3 HEART 270 13 2
4 LUNG 32 56 3
5 WDBC 569 30 2
6 VEHICLE 846 18 4
7 SEGMENTATION 2310 19 7
8 SAT. IMAGE 6435 36 6
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in Table 2. From Table 2, we can observe that resampling-based
selective clustering ensembles method achieves comparative or
better solutions for all tested data sets when compared with tra-
ditional clustering ensembles methods. For example, resampling-
based selective clustering ensembles method achieves around
91.8% accuracy for Iris data set and 57.6% accuracy for Heart data
set. Both of them are significantly higher than those 87.6% for Iris
data set and 53.8% for Heart data set obtained by traditional clus-
tering ensembles methods. The superiority of selective clustering
ensembles method in clustering accuracy lets us know that not all
available clustering results are useful for constructing the ensem-
ble committee and pruning these unusable clustering solutions
before combining them into the final clustering result can often
improve the quality of the final clustering solution of clustering
ensembles.

Secondly, we test the effect of selection proportion through
increasing selection proportion from 0.1 to 1.0 and calculating
accuracies of selective clustering ensembles method. Fig. 1 gives
the results. The following two phenomena can be observed from
Fig. 1. First of all, clustering ensembles using part of all available
clustering results can achieve better solutions when compared
with clustering ensembles using all available clustering results.
The other phenomenon observed from Fig. 1 is the performance
of selective clustering ensembles method is closely related with
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Fig. 1 (continued)
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the value of selection proportion. For example, selective clustering
ensembles method can achieve 85.7% accuracy for Iris data set if
its selection proportion equals to 0.1. Its accuracy increases up
to 91.8% if its selection proportion is set as 0.5. However, the
accuracy of selective clustering ensembles method decreases to
87.6%, if the selection proportion increases up to 1.0. Moreover,
a good selection proportion of selective clustering ensembles
method varies from a data set to a data set. For example, a good
selection proportion is 0.4 for Iris data set, 0.3 for WDBC data
set, 0.1 for Vehicle data set and 0.3 for Sat Image data set based
on the experimental results in Fig. 1.

Finally, we fix the selection proportion to 0.3 and test the effect
of the control parameter k through increasing its value from 0.0 to
1.0. It should be noted that the control parameter k is used to bal-
ance between accuracy and diversity for constructing a good
ensemble committee of clustering ensembles. The value 0.0 of
the control parameter k means that only clustering accuracy is
employed for selectively constructing clustering ensembles, while
the value 1.0 of the control parameter k represents that only
diversity is considered. The results are given in Fig. 2. From
Fig. 2, we can see that the performance of selective clustering
ensembles method is closely related with the control parameter
k and a moderate value of the control parameter can often lead
to good clustering ensembles. For example, selective clustering
ensembles with the control parameter 0.3 can achieve 60% accu-
racy for Heart data set, that is significantly higher than 54.5%
accuracy when the control parameter equals 0.0 and 56.2% accu-
racy when the control parameter equals 1.0. These results tell
us that a good ensemble committee should draw a good balance
between accuracy and diversity and different data sets have dif-
ferent good control parameters.
5. Conclusions

In this paper, a novel selective clustering ensembles method
is proposed. We have proved in theory that the proposed selec-
tive clustering ensembles method can be better than traditional
clustering ensembles methods in solving unsupervised classifica-
tion problems. To achieve this, the resampling technique is em-
ployed for the first time by the proposed approach to select part
of all obtained clustering results to construct the ensemble com-
mittee. Experimental results on several real data sets have dem-
onstrated that the proposed selective clustering ensembles
method is able to achieve a better clustering performance than
traditional clustering ensembles methods.
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