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Abstract. This paper proposes a new face recognition approach by us-
ing the Discrete Cosine Transform (DCT) and Hierarchical Radial Basis
Function Network (HRBF) classification model. The DCT is employed
to extract the input features to build a face recognition system, and the
HRBF is used to identify the faces. Based on the pre-defined instruc-
tion/operator sets, a HRBF model can be created and evolved. This
framework allows input features selection. The HRBF structure is de-
veloped using Extended Compact Genetic Programming (ECGP) and
the parameters are optimized by Differential Evolution (DE). Empir-
ical results indicate that the proposed framework is efficient for face
recognition.

1 Introduction

Face recognition has become a very active research area in recent years mainly
due to increasing security demands and its potential commercial and law enforce-
ment applications. Face recognition approaches on still images can be broadly
grouped into geometric and template matching techniques. In the first case, geo-
metric characteristics of faces to be matched, such as distances between different
facial features, are compared. This technique provides limited results although
it has been used extensively in the past. In the second case, face images repre-
sented as a two dimensional array of pixel intensity values are compared with a
single or several templates representing the whole face. More successful template
matching approaches use Principal Components Analysis (PCA) or Linear Dis-
criminant Analysis (LDA) to perform dimensionality reduction achieving good
performance at a reasonable computational complexity/time. Other template
matching methods use neural network classification and deformable templates,
such as Elastic Graph Matching (EGM). Recently, a set of approaches that use
different techniques to correct perspective distortion are being proposed. These
techniques are sometimes referred to as view-tolerant. For a complete review on
the topic of face recognition the reader is referred to [1] and [2].

Neural networks have been widely applied in pattern recognition for the rea-
son that neural-networks-based classifiers can incorporate both statistical and
structural information and achieve better performance than the simple mini-
mum distance classifiers [2]. Multilayered networks(MLNs), usually employing
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the backpropagation (BP) algorithm, are widely used in face recognition [3]. Re-
cently, RBF neural networks have been applied in many engineering and scientific
applications including face recognition [7]. HRBF networks consist of multiple
RBF networks assembled in different level or cascade architecture in which a
problem was divided and solved in more than one step. Mat Isa et al. used
Hierarchical Radial Basis Function (HiRBF) to increase RBF performance in di-
agnosing cervical cancer [4]. Hierarchical RBF network has been proved effective
in the reconstruction of smooth surfaces from sparse noisy data points [5]. In
order to improve the model generalization performance, a selective combination
of multiple neural networks by using Bayesian method was proposed in [6].

In this paper, an automatic method for constructing HRBF networks is pro-
posed. Based on a pre-defined instruction/operator set, the HRBF network can
be created and evolved. The HRBF network allows input variables selection. In
our previous studies, in order to optimize the Flexible Neural Tree (FNT) and
the hierarchical TS fuzzy model (H-TS-FS), the hierarchical structure of FNT
and H-TS-FS was evolved using Probabilistic Incremental Program Evolution
algorithm (PIPE) [11][12] and Ant Programming with specific instructions. In
this research, the hierarchical structure is evolved using the Extended Compact
Genetic Programming (ECGP). The fine tuning of the parameters encoded in
the structure is accomplished using the DE algorithm. The novelty of this paper
is in the usage of HRBF model for selecting the important features and for face
recognition.

2 Discrete Cosine Transform

Like other transforms, the Discrete Cosine Transform (DCT) attempts to decor-
relate the image data [8]. After decorrelation each transform coefficient can be
encoded independently without losing compression efficiency. This section de-
scribes the DCT and some of its important properties.

The 2-D DCT is a direct extension of the 1-D case and is given by

C(u, v) = α(u)α(v)
N−1∑

x=0

N−1∑

y=0

f(x, y)cos
π(2x + 1)u

2N
cos

π(2y + 1)
2N

(1)

for u, v = 0, 1, 2, . . . , N − 1 and α(u) and α(v) are defined as follows, α(u) =√
1/N for u = 0, and α(u) =

√
2/N for u �= 0. The inverse transform is defined

as

f(x, y) =
N−1∑

u=0

N−1∑

v=0

α(u)α(v)C(u, v)cos
π(2x + 1)u

2N
cos

π(2y + 1)
2N

(2)

for x, y = 0, 1, 2, . . . , N − 1.
The DCT possess some fine properties, i.e., de-correlation, energy compaction,

separability, symmetry and orthogonality. These attributes of the DCT have led
to its widespread deployment in virtually every image/video processing standard
of the last decade [8].
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For an N × N image, an DCT coefficient matrix covering all the spatial fre-
quency components of the image. The DCT coefficients with large magnitude are
mainly located in the upper-left corner of the DCT matrix. Accordingly, we scan
the DCT coefficient matrix in a zig-zag manner starting from the upper-left cor-
ner and subsequently convert it to a one-dimensional (1-D) vector. As a holistic
feature extraction method, the DCT converts high-dimensional face images into
low-dimensional spaces in which more significant facial features such as outline
of hair and face, position of eyes, nose and mouth are maintained. These facial
features are more stable than the variable high-frequency facial features. As a
matter of fact, the human visual system is more sensitive to variations in the
low-frequency band.

In this paper, we investigate the illumination invariant property of the DCT
by discarding its several low-frequency coefficients. It is well-known that the first
DCT coefficient represents the dc component of an image which is solely related
to the brightness of the image. Therefore, it becomes DC free (i.e., zero mean)
and invariant against uniform brightness change by simply removing the first
DCT coefficient.

3 The RBF Network

An RBF network is a feed-forward neural network with one hidden layer of RBF
units and a linear output layer. By an RBF unit we mean a neuron with multiple
real inputs x = (x1, . . . , xn) and one output y computed as:

y = ϕ(ξ); ξ =
‖x − c‖C

b
(3)

where ϕ : R → R is a suitable activation function, let us consider Gaussian
radial basis function ϕ(z) = e−z2

. The center c ∈ Rn, the width b ∈ R and an
n × n real matrix C are a unit’s parameters, || · ||C denotes a weighted norm
defined as ‖x‖2

C = (Cx)T (Cx) = xT CT Cx.
Thus, the network represents the following real function f : Rn → Rm :

fs(x) =
h∑

j=1

wjse
−( ‖x−c‖C

b )2 , s = 1, . . . , m, (4)

where wjs ∈ R are weights of s-th output unit and fs is the s-th network output.
The goal of an RBF network learning is to find suitable values of RBF units’

parameters and the output layer’s weights, so that the RBF network function
approximates a function given by a set of examples of inputs and desired outputs
T = {x(t), d(t); t = 1, . . . , k}, called a training set. The quality of the learned
RBF network is measured by the error function:

E =
1
2

k∑

t=1

m∑

j=1

e2
j(t), ej(t) = dj(t) − fj(t). (5)
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Fig. 1. A RBF neural network (left), an example of hierarchical RBF network (middle),
and a tree-structural representation of the HRBF network (right)

4 The Hierarchical RBF Network

4.1 Encode and Calculation

A function set F and terminal instruction set T used for generating a HRBF
network model are described as S =F

⋃
T = {+2, +3, . . . , +N}

⋃
{x1,. . . , xn},

where +i(i = 2, 3, . . . , N) denote non-leaf nodes’ instructions and taking i argu-
ments. x1,x2,. . .,xn are leaf nodes’ instructions and taking no arguments. The
output of a non-leaf node is calculated as a HRBF network model (see Fig.1).
In this research, Gaussian radial basis function is used and the number of radial
basis functions used in hidden layer of the network is same with the number of
inputs, that is, m = n.

In the creation process of HRBF network tree, if a nonterminal instruction,
i.e., +i(i = 2, 3, 4, . . . , N) is selected, i real values are randomly generated and
used for representing the connection strength between the node +i and its chil-
dren. In addition, 2 × n2 adjustable parameters ai and bi are randomly created
as radial basis function parameters. The output of the node +i can be calculated
by using Eqn.(1) and Eqn.(2). The overall output of HRBF network tree can be
computed from left to right by depth-first method, recursively.

4.2 Tree Structure Optimization by ECGP

Finding an optimal or near-optimal HRBF is formulated as a product of evolu-
tion. In this paper, the ECGP [13] is employed to find an optimal or near-optimal
HRBF structure. ECGP is a direct extension of ECGA to the tree representa-
tion which is based on the PIPE prototype tree. In ECGA, Marginal Product
Models (MPMs) are used to model the interaction among genes, represented as
random variables, given a population of Genetic Algorithm individuals. MPMs
are represented as measures of marginal distributions on partitions of random
variables. ECGP is based on the PIPE prototype tree, and thus each node in the
prototype tree is a random variable. ECGP decomposes or partitions the pro-
totype tree into sub-trees, and the MPM factorises the joint probability of all
nodes of the prototype tree, to a product of marginal distributions on a partition
of its sub-trees. A greedy search heuristic is used to find an optimal MPM mode
under the framework of minimum encoding inference. ECGP can represent the
probability distribution for more than one node at a time. Thus, it extends PIPE
in that the interactions among multiple nodes are considered.
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4.3 Parameter Optimization with DE Algorithm

The DE algorithm was first introduced by Storn and Price in 1995 [9]. It re-
sembles the structure of an evolutionary algorithm (EA), but differs from tra-
ditional EAs in its generation of new candidate solutions and by its use of a
’greedy’ selection scheme. DE works as follows: First, all individuals are ran-
domly initialized and evaluated using the fitness function provided. Afterwards,
the following process will be executed as long as the termination condition is
not fulfilled: For each individual in the population, an offspring is created using
the weighted difference of parent solutions. The offspring replaces the parent if
it is fitter. Otherwise, the parent survives and is passed on to the next iteration
of the algorithm. In generation k, we denote the population members by xk

1 , xk
2 ,

. . ., xk
N . The DE algorithm is given as follows [10]:

S1 Set k = 0, and randomly generate N points x0
1, x0

2, . . ., x0
N from search space

to form an initial population;
S2 For each point xk

i (1 ≤ i ≤ N), execute the DE offspring generation scheme
to generate an offspring x

(
ik + 1);

S3 If the given stop criteria is not met, set k = k + 1, goto step S2.

The DE Offspring Generation approach used is given as follows,

S1 Choose one point xd randomly such that f(xd) f(xk
i ), another two points

xb, xc randomly from the current population and a subset S = {j1, . . . , jm}
of the index set {1, . . . , n}, while m < n and all ji mutually different;

S2 Generate a trial point u = (u1, u2, . . . , un) as follows:
DE Mutation. Generate a temporary point z as follows,

z = (F + 0.5)xd + (F − 0.5)xi + F (xb − xc); (6)

Where F is a give control parameter;
DE Crossover. for j ∈ S, uj is chosen to be zj ; otherwise uj is chosen a to
be (xk

i )j ;
S3 If f(u) ≤ f(xk

i ), set xk+1
i = u; otherwise, set xk+1

i = xk
i .

4.4 Procedure of the General Learning Algorithm

The general learning procedure for constructing the HRBF network can be de-
scribed as follows.

S1 Create an initial population randomly (HRBF network trees and its corre-
sponding parameters);

S2 Structure optimization is achieved by using ECGP algorithm;
S3 If a better structure is found, then go to step S4, otherwise go to step S2;
S4 Parameter optimization is achieved by DE algorithm. In this stage, the ar-

chitecture of HRBF network model is fixed, and it is the best tree developed
during the end of run of the structure search;
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S5 If the maximum number of local search is reached, or no better parameter
vector is found for a significantly long time then go to step S6; otherwise go
to step S4;

S6 If satisfactory solution is found, then the algorithm is stopped; otherwise go
to step S2.

5 Face Recognition Using HRBF Paradigm

We performed extensive experiments on two benchmark face datasets, namely
the ORL and the Yale face database. In all the experiments, the background
is cut out, and the images are resized to 92 × 112. No other preprocessing is
done. Besides our method, the PCA based method, LDA-based method, neural
networks etc. were also tested for comparisons.

5.1 The Face Database

For ORL face dateset, 40 persons with variations in facial expression and . All
images were taken under a dark background, and the subjects were in an up-
right frontal position, with tilting and rotation tolerance up to 20 degree, and
tolerance of up to about 10%. Fig. 2(left) shows 12 images of one subject from
the selected dataset. The Yale face database contains 165 images of 15 subjects.
There are 11 images per subject with different facial expressions or lightings.
Fig. 2(right) shows the 11 images of one subject. For each experiment, 5 im-
ages are generated randomly to form the training data set and the remaining
were chosen as test data set. This process was repeated to 20 times for each
experiment.

5.2 Experiments on ORL and Yale Face Database

For this simulation, the DCT is employed to training and testing data sets, re-
spectively. The extracted 60 input features are used for constructing a HRBF
model. A HRBF classifier was constructed using the training data and then
the classifier was used on the test data set to classify the data as an face
ID or not. The instruction sets used to create an optimal HRBF classifier is

Fig. 2. Example in ORL face dataset (left), and example in YALE data set (right)
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Table 1. Comparison of different approaches for ORL face recognition (test)

Method Recognition rate
PCA+RBF [14] 94.5%
LDA+RBF [14] 94.0%
FS+RBF [14] 92.0%
NN [15] 94.64%
PCA [15] 88.31%
LDA [15] 88.87%
DCT+HRBF (this paper) 97.68%

Table 2. Comparison of different approaches for Yale face recognition (test)

Method Recognition rate
NN [14] 83.51%
PCA [14] 81.13%
LDA [14] 98.69%
DCT+HRBF (this paper) 98.95%

S = {+2, +3, . . . , +6, x0, x1, . . . , x59}. Where xi(i = 0, 1, . . . , 59) denotes the 60
features extracted by DCT.

A comparison of different feature extraction methods and different face classi-
fication methods for ORL face dataset (average recognition rate for 20 indepen-
dent runs) is shown in Table 1. Table 2 depicts the face recognition performance
of the HRBF by using the 60 features for Yale data set. The HRBF method helps
to reduce the features from 60 to 6-15. For each experiment, the true positive
rate (fp), false positive rate (fp) were also computed. For save space, they’re not
shown here.

6 Conclusions

In this paper DCT based feature extraction method and HRBF classification
model are proposed for face recognition. The ORL and Yale database images
are used for conducting all the experiments. Facial features are first extracted
by the DCT which greatly reduces dimensionality of the original face image
as well as maintains the main facial features. Compared with the well-known
PCA approach, the DCT has the advantages of data independency and fast
computational speed. The presented HRBF model for face recognition with
a focus on improving the face recognition performance by reducing the in-
put features. Simulation results on ORL and Yale face database also show
that the proposed method achieves high training and recognition speed, as
well as high recognition rate. More importantly, it is insensitive to illumination
variations.
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