
Adaptive Location Prediction Strategies Based on a HierarchicalNetwork Model in Cellular Mobile Environment �Sajal K. Das and Sanjoy K. SenDepartment of Computer SciencesUniversity of North TexasDenton, TX 76203-6886E-mail : fdas,joyg@cs.unt.eduAbstractWe present four e�cient heuristics (one basic schemeand three of its variants) to predict the location of amobile user in the cellular mobile environment. Theproposed location management schemes assume a hier-archy of location areas, which might change dynami-cally with changing tra�c patterns. A method to com-pute this hierarchical tree is also proposed. Dependingon the pro�le of the user movements for the last � timeunits, the most probable (and the future probable) loca-tion areas are computed for the user in the basic schemeand its �rst variant. The second variant predicts thelocation probabilities of the user in the future cells com-bining them with those already traversed in the last �time units to form the most probable location area. Thethird variant is a hybrid of the �rst and second variants.Finally, the proposed heuristics are validated by exten-sive simulation of a real time cellular mobile system,where all the four schemes are compared under varioustra�c patterns.1 IntroductionLocation management is an important problem in thecellular mobile environment. Such an environment typ-ically consists of a number of geometrical areas calledcells, each having a base station (BS) interfacing withnumerous mobile stations or users. A number of basestations may be joined by a mobile switching center(MSC) which also acts as the interface between thebase stations and the existing backbone networks likePSTN, ISDN etc. Location management fundamen-tally deals with the problem of locating a mobile user�This work is supported by Texas Advanced Technology Pro-gram grant TATP-003594031, and by a grant from Bell NorthernResearch (BNR) Inc., Richardson, Texas.

at any time at any place in the given geographical area.A search information is broadcasted in a single (or mul-tiple) cell(s) for the user. This is called paging.Various types of location management schemes havebeen suggested by the researchers in the last few years[See reference]. We enumerate below some of the fun-damental types of schemes that have been proposed ina scattered manner in the literature.1. If the cell location of the user is known exactly,then any user is guaranteed to be found by paginga single cell. For this scheme to work, the currentcell location for each user has to be stored in adatabase and updated correctly and e�ciently.2. At the other extreme, paging is done in the wholesystem area, which requires a broadcast call toeach and every cell. As a result the amount ofchannel bandwidth consumed by these numerousbroadcast calls for paging can be extremely high.3. A more e�cient scheme [TGM 88] will keep trackof a location area (consisting of a cluster of cells)where the mobile user might be found, and usethe paging scheme simultaneously in all the cellswithin that area. The aim is to minimize the totaloverhead in locating an user which comprises boththe signalling overhead in paging the cells and theoverhead due to updating the user locality.4. Another type of location management scheme[XTG 93] uses the same location area basedsearching mechanism, but allows the location ar-eas for each user to vary in size dynamically de-pending on the rate of call arrival. An optimalvalue of the size of location area for the user iscomputed based on minimizing the cost function,comprising of paging and updating cost compo-nents.5. Another approach [BIV 92] partitions the locationarea into disjoint sets of cells based on a user pro-�le (which is generally a history of user move-



ments) called partitions. Each user will be allo-cated a set of partitions of cells. The updationwill take place only when the user changes parti-tion.6. A new class of location management scheme seeksto predict the current location of the user, basedon a history of user movements and futuristic ten-dencies [Rok 90]. This is done by both the base-station and the mobile station, and compared (up-dated) from time to time.Our location management schemes are predictionbased. They are based on a hierarchical tree of dynam-ically changing location areas constituting the cellularmobile environment. First, an approach to constructthis hierarchical tree using a newly introduced conceptof the average egress rate (AER) of a location area, isdescribed. Then, based on the history of user move-ments over a certain period of time, the location areain this hierarchy where the user is most likely to befound (most probable location area, MPLA), is com-puted. Searching takes place in MPLA based on anassignment of location probabilities for the user in thechildren location areas of the MPLA. This heuristicalso computes the future probable location area of theuser. The �rst variant of our basic scheme leads to animprovement of the tracking time for the user, usinga certain threshold probability as an input parameter.The second variant tries to predict the traversal fre-quencies of the user in the future cells (cells not yettraversed but most likely to be in the not-so-distantfuture) and computes the most probable location areafor the user based on its history of movements and thepredicted future traversal frequencies. This scheme isexpected to improve the latency of tracking down amobile user. The third variation is a hybrid of the pre-vious two variants and is expected to combine the ad-vantages of the two. Detailed simulation experimentsare carried out with various types of user movementdata to validate the e�ectiveness of our schemes.The rest of the paper is organized as follows. A newlogical architecture of the cellular mobile system is pro-posed in Section 2. A new scheme is proposed in Sec-tion 3. Three variants of this scheme are described inSection 4 and simulation studies are described in Sec-tion 5. In Section 6, we briey compare our schemes,qualitatively, with some of the existing work. Section7 concludes the paper.

2 Logical Architecture of theWireless SystemThe wireless system consists of a number of imaginarycells of prede�ned boundaries each with a base-stationcommunicating with the mobile stations through wire-less links. The cells form the lowest level in our hierar-chical logical architecture as shown in Figure 1. Two ormore cells are grouped into a location area (LA) whichwill form the next level of the hierarchy. The LA'sagain combine to form larger location areas in the nextlevel of the hierarchy and so on. The grouping of thecells into LA's is governed by what we call the aver-age egress rate (AER) from a cell or a location area,which we introduce in the next section. This logicalhierarchy of LA's can change dynamically governed bythe changing AER's of the cells due to changes in thetra�c pattern.
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i,j  LA      =  jth  location area in level  i  of the hierachical tree.Figure 1: Logical architecture of a wireless systemA mobile switching center (MSC) is in charge of acluster of cells, but this cluster may not be the sameas an LA. In fact a cluster belonging to a particularMSC may consist of one or more LA or parts of thesame. On the contrary, a particular LA may compriseof one or more MSC's or parts thereof. But we assumethat, a particular mobile user is enrolled in a home reg-ister database at a particular MSC. There is a locationserver in that MSC which is responsible for updatingthe location prediction informations for the user andalso initiating the search for the user when called for.There are several such location servers each responsi-ble for one or more users, which might be running in aparticular MSC.



3 A New Location ManagementSchemeA most probable location area (MPLA) is assigned toeach mobile user depending on the pro�le which it car-ries and maintains, and which it communicates to itslocation server every � units of time. The locationserver maintains the user location database. Due tothe power-saving considerations of the mobile terminalor equipment, all the major overheads involved in com-putation of the user location are done by the locationserver. The user only conveys the neccessary informa-tion. The main implication of this is that the amountof channel bandwidth wasted due to signalling will benegligible as far as location updates is concerned. Theuser does not need to do periodic registration or dereg-istration as in most of the other schemes. The userpro�le generally consists of four kinds of information:(i) the history of its movements in the past � timeunits, i.e. a list Lc = fCi; fig of cells (Ci) traversedduring that time along with the associated frequency(fi) of traversals; (ii) the mean velocity until now; (iii)the direction of future movement (optional); and (iv)the last cell traversed.The �rst information is useful in determining thecurrent most probable location area of an user. If itsmovement in the last � units of time is con�ned to asingle cell, then that cell is its current location area. Ifthe user has changed cells several times in that period,then from the user pro�le the cells traversed by it dur-ing that time is known, and the most probable locationarea assigned to the user will be the lowest common an-cestor of these areas in the hierarchy of LA's. Once themost probable location area of the user is determined,it is required to trace the user in a particular cell of thatlocation area. The system tries to predict the correctcell depending on the past user movements. Accordingto the frequency of traversals of the cells in a partic-ular location area, a probability of locating the useris assigned to each cell and then to the parent LA. Away to assign these probabilities is described in Subsec-tion 3.1. Whenever the most probable LA for the useris known, a search has to be initiated in the variouschildren LA's under that LA. The search is continuedstarting with that child LA having the highest proba-bility for locating the user. Thus we apply a kind ofdepth-�rst search on the hierarchical tree of LAs every-time selecting the child LA with the highest locationprobability for the user. In this way, when the lowestlevel of the hierarchy (i.e., a particular cell) is reached,that cell is paged. If the user is not found there, thenwe backtrack the search tree, and initiate the search inthe subtree of the LA having the next lower probability

of locating the user.The location server of the user also tries to predictthe next LA towards which the user is heading depend-ing on the mean speed and direction or the future di-rection (if known) in the user pro�le. If the mean ve-locity of the user is v, the average distance expectedto be covered by the user in the next � time units isv � � . Thus depending on the current or future direc-tion of the user, it is easy to predict the cells which canbe reached by the user starting from the last knowncell, in the next � units time window. These cells arecalled the future cells. The lowest common ancestor ofthose cells among the future cells which do not belongto the current MPLA, is the future probable locationarea (FPLA) of the user. The problem now is to as-sign a certain probability that the user will reach theFPLA, which is discussed in detail in the next subsec-tion. The implication of the FPLA is that, if a searchfails in the MPLA (most probable location area), thenthe search will be initiated next in the FPLA. Howeverin FPLA the search is conducted simultaneously in allthe cells under it. If the search also fails there, then anew search is initiated in the entire wireless system.3.1 Computation of Location Probabil-itiesLet us �rst consider a speci�c example of the logicalarchitecture of a wireless system in which the hierarchyof LA's at some part of the day is shown in Figure2. There are ten cells, fC1; C2 : : :C10g in the entirearea such that cells C1; C2; C3 are clustered to form alocation area called LA1. Similarly, cells C4 and C5form LA2, while cells C6; C7; C8; C9 form LA3 and cellC10 itself forms LA4. Next LA1 and LA2 togetherform the location area in the next level of the hierarchy,namely, LA5. Similarly, LA3 and LA4 cluster to formLA6. In the highest level of the hierarchy, LA5 andLA6 merge to form the entire location area, say LA0.The location server for the user is responsible forcomputing the location probability of the user at var-ious location areas. We assume that every locationserver knows the current hierarchy (as in Figure 2) ofLA's in the system. The mobile user can keep track ofthe number of times it has traversed a particular cellbased on the periodic broadcast information from thebase stations. The user maintains a list Lc = fCi; figin its pro�le, where fi is the frequency of traversalsto the cell Ci in the last � time units. The mobileuser conveys these informations to its location server.From this information, the location server computesthe location probabilities for the user in those areas,assuming that these probabilities in the next � time
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C10Figure 2: A speci�c example of the logical architectureof a wireless systemunits will be directly proportional to these traversalfrequencies, i.e. location probability of the user in cellCi is fiPi fi . Once we know the location probablities ofthe cells, the location probabilities of the LA's in thehigher levels of the hierarchy can be easily computed,until we reach the current most probable location area(MPLA), which will have a location probability of 1 forthe user in this case. The future probable location area(FPLA) of the user can be predicted on the basis of itspast movement and velocity. The way to predict thisLA has already been discussed in course of describingthe location management scheme. The probablity, Pf ,of �nding the user in the FPLA will depend on the pat-tern of user movement in the last � time units. Basedon the information Lc = fCi; fig we compute the ra-tio, R = jLcj�1� 11+Pi fi�Pi fi . We claim that this ratiogives us a good estimate for Pf . The justi�cation forthis claim is as follows. Suppose the movement of theuser is con�ned to a few cells but is highly repetitive innature, then we can expect that the user will continueto remain con�ned within those few cells, i.e. it willhave a low probability of moving to the future probablecell. In this case, the value of R will be low because ahighly repititive movement implies a lot of changing ofcells, increasing Pi fi consequently. If the movementof the user is con�ned to a few cells but the user doesnot change cells more frequently, then we expect thatit will stay in the same location area or change locationareas with almost equal probabilities. In this case, thefactor 1� 11+Pi fi determines the probability value, asjLcjPi fi is close to 1. The third kind of movement theuser might have is continuous motion in a particular

direction (e.g. highway motion), which means that theuser travels through many cells with a traversal fre-quency of one. This implies that R will have a valueclose to one signifying the fact that the user has a highprobability of getting into the future probable LA.3.2 Computation of Average EgressRate and Location AreasThe average egress rate (AER) of a cell is de�ned asthe average rate of outow of the mobile users fromthat cell over a certain period of time. The AER of alocation area (LA) consisting of more than one cell isthe average AER of tra�c in the boundary cells ow-ing out of the LA. A cluster is formed out of a group ofcells such that the AER of the cluster is smaller than acertain threshold value. In this way, cells are dynam-ically grouped to form clusters, called LA's, with theintention of keeping the net outow of tra�c from eachcluster as low as possible. Depending on the changingtra�c pattern throughout the day, this clustering maychange dynamically.Assuming that the cells are square in shape, we nowgive an algorithm to compute the level 1 location ar-eas from these cells. Let the average outow of tra�c(i.e. average egress rate) through side k of cell Ci, isAERi;k, where k 2 f1; 2; 3; 4g. The algorithm can beeasily extended to cellular architectures with hexag-onal cells, where k 2 f1; 2; 3; 4; 5; 6g. The proposedalgorithm uses a modi�ed breadth-�rst graph traver-sal technique to compute the �rst level LA's assumingthat there is a pre-de�ned threshold value as the upperbound of the AER of any location area. A rectangulararray of cells, C = fCig, constitutes the given wirelesssystem.Algorithm : Compute LAStep 1: For each cell Ci compute AERi;k, for 1 � k �4.Step 2: Construct a graph G = (V;E) from the givenrectangular array of cells such that V = C and <i; j >2 E if the cells Ci and Cj have an edge or a pointin common. Select a node Cs as the starting node.Step 3: S = fCsg; AERS = P4k=1AERs;k.Step 4: Run the algorithm Modi�ed-BFS in the graphstarting with the node Cs.end Compute LAAlgorithm : Modi�ed-BFSLet us call the node Cs the starting node s.Mark s;Enqueue s; j := 1;While queue not empty Dou Head of queue;



For each v 2 Adj(u) doif v not colored theni) Let U be the set of common edges with vof the non-colored or non-marked neighborsof v;Let L be the set of edges of u common to v.ii) Set decrease :=Pl2L AERu;l,Set increase :=Pi2U AERv;i;iii) if AERS + increase � decrease �threshold thenAERs := AERs + increase � decrease;S := S [fvg;mark v;Enqueue v;elseLA1;j := S;S := fvg; mark v;Enqueue v; j := j + 1;endifendifendforDequeue queue;color v;endwhileend Modi�ed-BFS.This algorithm is used iteratively to construct theLA's in every level of the hierarchical tree from theLA's in the previous level, until none of the remainingLA's can be further combined into a larger LA satisfy-ing the property that its AER is less than the thresh-old value. These LA's are combined to give �nally thewhole cellular environment at the root of the tree.The location management scheme is inherently se-quential and herein lies its disadvantage. For example,if the user is actually located in one of the less proba-ble cells, then the latency for tracking him down can besubstantial. The �rst variant of the scheme proposesto overcome this disadvantage. Again, the algorithmperforms very well for repetitive patterns of movementby the user. If the user tends to move in a straightdirection, this prediction based scheme does not per-form well. The second variant tries to make sensiblepredictions for future locations of the user.4 Three Variants of the Loca-tion Management Scheme4.1 Variant IInstead of paging each cell individually, this �rst vari-ant of our scheme seeks to page a location area con-sisting of more than one cell, simultaneously. Thatlocation area might be the most probable location area

for the user or a descendant in the hierarchical subtreeof LA's with the most probable location area (MPLA)as the root. The choice of the location area to be pagedwill depend on the probability of locating the user inthat LA. We compute a certain threshold probability Pin terms of the maximum allowable increase in pagingcost and the maximum value of a function constitutingthe number of cells and the user location probabili-ties in those cells under the LA's, which belong to theMPLA.Our modi�ed scheme to track down the user is asfollows. As we traverse the hierarchical subtree of theLA's with the most probable LA as the root, in theway described in Section 3, we traverse the LA's in thedecreasing order of probabilities. This is because theprobabilities of the children LA's are summed up toform the location probability of the parents. As thetree is traversed in the depth-�rst order, the LA withthe maximum depth from the root of the subtree withlocation probability greater than or equal to the thresh-old probability, P , is chosen. The entire LA is pagedsimultaneously. If the user could not be traced in thisarea, the remaining cells of the MPLA are sequentiallypaged in the order of decreasing probabilities. If theuser is not found there, then the FPLA of the user issearched. And if the user is still not found there, theentire system wide paging is resorted to.4.1.1 Performance AnalysisLet the most probable LA of a certain user be LAi;j =fCn; Cn+1; : : :Cn+l�1; Cn+l; : : : ; Cn+m�2; Cn+m�1g.Let LAk;l be the descendent of LAi;j which is selectedfor paging the user. Without loss of generality, let usassume that LAk;l = fCn; Cn+1; : : : ; Cn+l�1g, a subsetof LAi;j containing the �rst l cells. These l cells arepaged simultaneously for the user. Let the probabil-ity of locating the user in LAk;l be Ps � P (thresholdprobability). The total cost of paging in this schemeis, PC(2) = lCp + (1�Ps)f1+Pn+m�1j=n+l Qj�(n+l)i=0 (1�Pn+l+i)+N (1�Pf)Qn+m�1j=n+l (1�Pj)gCp: The increasein paging cost due to this variant over the basic scheme(Section 3) is given by,4PC = fl �Pn+l�1j=n Qj�ni=0 (1 � Pn+i)� PsgCp:Now suppose a certain threshold value for 4PC isgiven beyond which we cannot increase the paging cost.Call this 4PCmax . This will help us determine thevalue of the threshold probability, P , for a certain al-lowable range of variation of �PCmax, as follows.Step 1: Considering all the internal nodes of the hi-erarchical sub-tree of LA's with the MPLA as theroot, �nd out the maximum value of the function,



l � Pn+l�1j=n Qj�ni=0 (1 � Pn+i), where l is the numberof cells which belong to the LA. This is easy to �ndbecause we know all the location probabilities for theuser in all the cells and LA's under the MPLA. Callthis maximum value �max.Step 2: Set P = �max � 4PCmaxCp so that the allowablerange of �PCmax satis�es (�max�1)�Cp � �PCmax ��max �Cp.Obviously, in this variant of the scheme the latencyof tracking a user is less than in the original schemeunder similar conditions, although the paging cost isgenerally more. But the choice of the threshold proba-bilty takes care that this increase in paging cost neverexceeds the allowable limit.4.2 Variant IIA major drawback of our basic location managementscheme or its variant I is we cannot assign any fre-quency to those cells which are not yet traversed by theuser in a � units of time window which consequentlyhave a zero location probability for the user in the next� time units, although they may lie just ahead in itstrajectory and in reality have a high probability of visitby the user in the near future. Another variant of ourlocation management scheme is in the way we assignpredictive traversal frequencies to the so called futurecells which may belong to the MPLA or to the FPLA.In our original scheme, we always assign a zero prob-ability to the cells not yet traversed by the user. Al-though we do assign a certain probability to the FPLA,we do not associate any probability to the cells belong-ing to that LA. Hence the entire future probable LAneeds to be simultaneously paged. In the Variant II,�rst we need to determine from the user pro�le data,the cells most likely to be traversed by the user in thenext � units of time window. Knowing the mean ve-locity v of the user, the cells lying in the direction ofmovement of the user within a range v � � from the celllast traversed, are known as the future cells (see Sec-tion 3.1). Next we assign a certain predicted frequencyof future user traversal to these cells. This frequencyis given by R � (maxffig), where R = jLcj�1� 11+Pi fi�Pi fi(see Section 3.1) and maxffig gives the maximum fre-quency of traversal of any cell in the last � time units.The region of search for the user now includes not onlythe cells traversed by the user in the last � units of timewindow, but also the future probable cells expected tobe visited in the next � units time window. The cur-rent MPLA now becomes the lowest common ancestorof all these cells, and search for the user now proceeds

exactly as laid down in the basic scheme. The pseu-docode of the algorithm for Variant II is given below.It consists of two main parts:Algorithm : Location Manager()Step 1: From the user pro�le, compute the future prob-ability R. Also �nd the maximum traversal frequency.Step 2: Compute the future cells.Step 3: Assign the predicted traversal frequency (prod-uct of R and the maximum traversal frequency) to thefuture cells.Step 4: Compute the MPLA consisting of the cells inthe user pro�le as well as the future cells.Step 5: Compute the location probabilty for the userin all the cells and LA's under the MPLA.end Location Manager.Algorithm : Location Finder()Step 1: Do a depth �rst search of the hierarchical sub-tree with MPLA as the root traversing the cells andthe LA's in the decreasing order of probabilities. If theuser is found in one of the cells, return.Step 2: Page all the cells of the system simultaneously.end Location Finder.In Variant II, if the probabilities in the yet-to-be tra-versed cells can be properly estimated, then the searchfor the user might begin in one of the future proba-ble cells when his motion is uniform in a particulardirection. Due to the immense likelihood that the usermight be found in one of these future cells, in thatcase, this scheme is expected to produce less latencyfor tracking down the mobile user. Next we show byan example how this new scheme works. Let us con-
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LA which is the lowest common ancestor of the cellsC1 � C8. In this case it is LA15. Also, from the ve-locity information in the pro�le, we have computed thefuture probable cells C9�C17, i.e. cells which lie in thecurrent trajectory of the user within a range v � � fromthe last recorded cell, which we assume is C8. Amongthese cells those which do not belong to the MPLA,form the FPLA. In this case, cells C13; : : : ; C17 formthe FPLA, denoted as LA14.To make the computation of location probabilitiessimpler, we assume that all the cells are disjoint. Fromour basic location management scheme (Section 3), thecomputation of the location probabilities is done as fol-lows. All the future cells are allocated a traversal fre-quency of zero for the user. The location probability foreach cell Cj in the MPLA for the user is now computedas PCj = fjPi fi , where fi is the traversal frequency forthe cell Ci in the MPLA. In this way, we get PC1 =116 ; PC2 = 516 ; PC3 = 316 ; PC4 = 116 ; PC5 = 216 ; PC6 =116 ; PC8 = 116 ; PC9 = 0; PC10 = 0; PC11 = 0; PC12 = 0.Next we compute the location probabilities of theLA's in the next level of hierarchy. We get PLA1 =1016 ; PLA2 = 216 ; PLA3 = 316 ; PLA4 = 116 ; PLA5 = 0. Forthe next higher level, PLA10 = 1516 ; PLA11 = 0; PLA12 =116 which add up to 1 for the MPLA (LA15). Then thevalue of R is computed as R = 816(1� 117) = 817 whichis the location probability assigned to the FPLA. Nowthe search takes place starting from the cell C2 whichhas the highest location probability for the user.Let us consider what happens in the case of vari-ant II. For our example, �rst we compute Fp = R �maxiffig = 817 � 5 = 2:35. Assign Fp as the pre-dicted frequency of all the future cells, assign zerofrequency to all other cells belonging to the MPLAand the FPLA. Next the location probabilities forthe user in all these cells are computed as: PC1 =137:15; PC2 = 537:15; PC3 = 337:15; PC4 = 137:15. HencePLA1 = 1037:15. Similarly, PLA2 = 237:15; PLA3 =337:15; PLA4 = 5:737:15; PLA5 = 4:737:15; PLA6 =4:737:15; PLA7 = 2:3537:15; PLA8 = 4:737:15; PLA9 = 0. Similarly,PLA10 = 1537:15; PLA11 = 0; PLA12 = 10:437:15; PLA13 =0; PLA14 = 1137:15, and so on. Note that the probabil-ity of locating the user in LA10 has decreased from 1516to 1537:15, while that in the future cells has increased.But the search for the user st arts in the cells alreadytraversed in the last � time units before going to thefu ture cells because PLA10 is still greater than PLA12(LA12 contain s most of the future cells). From thepattern of the movements of the user, this is not un-reasonable. The next example shows what happenswhen the user movement patterns de�nitely predict avery high possibility that the user will be found in anyof the future cells in the next � units.

The cells traversed by the user along with the corre-sponding frequency of traversal is shown in the Figure3 in the entry denoted by Ex 2. Following similar cal-culations as shown earlier, it is found that for our basicscheme, PLA10 = 1011 and PLA12 = 111 , while for the vari-ant II, the same probabilities come out to be 1035:09 and11:6835:09 respectively. Hence, for this variation of the basicscheme the search starts in the cells under LA12 (whichmainly consists of the future cells) instead of in LA10(which consists of the past cells traversed by the user).This demonstrates the e�cacy of this variant schemeto give a good prediction of the future location of theuser depending on its past history of movement.4.3 Variant IIIThe variant II of our location management scheme suf-fers from the same drawback as the basic scheme. It isinherently sequential in nature and hence in case of badpredictions the average tracking time for a user will behigh. A logical improvement suggests that a combina-tion of the Variants I and II of the basic scheme be usedas the hybrid location management strategy. This willcombine the good prediction capabilities of Variant IIwith the lower average latency of the scheme in Vari-ant I, and is expected to perform well under all sortsof tra�c conditions.5 Simulation ResultsDetailed simulation experiments are carried out for ourprediction-based location management scheme and itsthree variants. Experiments are conducted under vari-ous types of user movement patterns, noting how eachlocation management scheme performs under all cir-cumstances. After a brief discussion of the simulationenvironment, we summarize the results of the experi-ments.5.1 Simulation EnvironmentFor the purpose of simulation, we assume that thecellular environment consisted of a rectangular arrayof square cells. Let numcells denote the total num-ber of cells in the array. Our simulation programconsisted of four main processes: location server(),user(), setup LA() and callee(). The location server()interacts with all the other three processes. It gets theuser pro�le from the user() at intervals of every � time-units and computes the MPLA, location probabilitiesof the user, the FPLA etc. (as laid down in the discus-sions on the heuristics). It also receives the updatedhierarchical tree of LA's at intervals of T units from



the setup LA(). It initiates a search for the user assoon as the callee() process asks it to do so.The user() process keeps track of its current cell andcell changes, and also its average velocity. The meanspeed is computed at each iteration from a pair of ran-dom variables denoting its current cell. The variouspatterns of user movement is controlled by the waythis random variable is generated. We choose threedi�erent patterns of user movements as given below:1. Localized, which means that the user movementis very repetitive and mainly concentrated in avery few cells.2. Not-so-localized, which means that the numberof cells that the user traverses (more or less ran-domly) is more than the localized pattern.3. Almost uniform, which means that the user vis-its a large number of cells with almost equal fre-quency which is close to one. This is an approxi-mation of the user travelling down a highway.The user sends the user pro�le data to the loca-tion server() every � time units. The contents of theuser pro�le has been described in details in Section 3.The setup LA() process recon�gures the locationarea hierarchy every T time-units based on the newinformation regarding the AER's of the cells, usingthe modi�ed-BFS algorithm as described in Section3. After recomputing the new LA's, it sends informa-tion to the location server regarding the new LA tree.The callee() process only requests the location serverto track down the mobile user, the request being gen-erated at random.5.2 Emperical PerformanceThe simulation experiments are carried out for all thefour schemes (i.e. the basic scheme and its three vari-ations), under the above three di�erent types of usermovement patterns. The two performance metrics usedto compare the e�cacies of the schemes are (i) the pag-ing cost, i.e. the number of cells paged to locate theactual cell the user is in, and (ii) latency, i.e. the searchtime. The following table (Table 1) compares the per-formance of all the four heuristics under the di�erentpatterns of user movements in one snap-shot of the ex-periment, where, Heuristic 1 = basic scheme, Heuristic2 = Variant I, Heuristic 3 = Variant II, Heuristic 4 =Variant III. Also, * - paging cost = number of cellspaged and ** - latency (tracking time), assuming aver-age paging time for a cell is 2 msecs.As expected the basic heuristic (heuristic 1) per-forms very well for localized user movement patterns.

Table 1: Paging cost and latency for various pat-terns of user movementsScheme Localized Not-so-localized Almost uniformPC* L** PC* L** PC* L**Heuristic 1 3 6 ms 28 56 ms 14 28 msHeuristic 2 4 2 ms 28 44 ms 14 16 msHeuristic 3 3 6 ms 13 26 ms 8 16 msHeuristic 4 4 2 ms 14 2 ms 8 4 msIt has the lowest paging cost (i.e. the number of cellspaged) among all the heuristics presented. But thesearch being essentially sequential, the latency is highcompared to its �rst and third variants, which employsimultaneous paging in multiple cells. But comparedto other types of user movement patterns, however,this latency is much less. Variant I (heuristic 2) em-ploys simultaneous paging in certain number of cellsif the threshold probability condition is met. As a re-sult there might be some redundant paging, but thelatency is expected to be less than or equal to the ba-sic scheme. From our experimental results, we see thatonly one extra cell is paged but the latency is muchreduced compared to that of heuristic 1. Variant II(heuristic 3) in this case performs the same as the basicscheme, while the Variant III (heuristic 4) performs aswell as heuristic 2. For not-so-localized user movementpattern, both the paging cost and the latency goes upsubstantially. This is expected, because our scheme isbasically predictive in nature, which tries to predictthe future location of the user based on its past move-ments. When the movement of the user is not repet-itive, the performance of the heuristics is expected todegrade. However, in a real-life environment, mobileusers with totally random patterns of movement is notvery common! Heuristic 4 gives good performance asfar as latency is concerned. Also in terms of pagingcost, only heuristic 3 performs better than heuristic 4by a small margin of one extra cell-paging.For almost uniform motion, the performance of allthe schemes are much better, although not as good asthat for localized movements. Again heuristic 4 outper-forms all other schemes. Except for the localized usermovement patterns, the performance of the heuristics2, 3 and 4 shows a general improvement from the basicscheme and also from each other, in that order.The heuristics are exhaustively tested under �ve dif-ferent user pro�les for each type of movement patterns,namely, localized, not-so-localized and almost uniform.The performance of the heuristics are depicted graph-ically (Figures 4 - 8). The �rst set of three graphs(Figures 4, 5) compare the paging cost when the fourheuristics are run on the same user pro�le data. It
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6 Comparision of Our SchemeWith Some Related WorkXie, Tabbane and Goodman [XTG 93] proposed a dy-namic location area management scheme, where thelocation area for each user can change dynamically de-pending on the changing mobility patterns of the user.The optimal size of a location area for a user is obtainedby minimizing a cost function constituting the cost ofpaging and the cost of update. In our schemes, themobile user does not need to update even if it changesits current location area. Updation is based on the pe-riodic sending of the user pro�le. Thus the amount ofsignalling tra�c due to updates does not depend onthe movement pattern of the user.Badrinath, Imielinski and Virmani [BIV 92] suggestthe scheme of partitions of the cells to reduce theamount of location update tra�c. Each user is allo-cated a set of partitions depending on its movementpro�le. But the maintenance and updation of thesepartitions for each and every user is very computationintensive. Our scheme divides the entire wireless sys-tem into a hierarchy of global partitions called locationareas (LA). Depending on the user movement pro�le,each user is allocated one of these LA's as the mostprobable location area (MPLA). Maintaining a globalset of partitions is much less computationally intensivethan maintaining a set of partitions for each user.In the location updating technique called MULTI[OOYM 91], Okasaka, Onoe, Yasuda and Maebara pro-posed a method using multiple layers of location areas.The chief motivation behind this scheme is to reducethe amount of location update tra�c which is con-centrated in the bordering cells of a location area inorder that the tra�c distribution is uniform. In ourschemes, the location update tra�c consists in the pe-riodic transfer of the user pro�le by all the users andhence its distribution is independent of the cell posi-tion.Madhavapeddy, Basu and Roberts [MBR 94] pro-posed an algorithm to compute the optimalpaging zonefor the user based on the probabilities of �nding theuser in various cells. To obtain this, Madhavapeddyet. al. suggested the use of the location accuracy ma-trix. The drawback of this scheme is that it tries toestimate the location probability of a particular userin a cell based on the number of entries of all usersto that cell. This means that, even though a user hasnever entered a cell, it can have a very high probabilityof being found in that cell, depending on the numberof other users (having the same last cell of registration)who have entered that particular cell. In our schemes,the location probability of the user in a particular cell

is computed from its traversal frequency in that cell inthe near past and hence is more accurate.7 ConclusionIn this paper, we have presented four heuristics (a basicscheme and its three variants) for location managementand prediction of the mobile users in a cellular mobileenvironment, which are expected to perform well un-der most common types of tra�c patterns. First ahierarchical network model is proposed and a schemeto develop the hierarchy using a newly introduced con-cept called the average egress rate (AER) is presented.Next the basic scheme for predicting the location of theuser is described. Our scheme keeps the location up-date signalling tra�c very low as the users only needto communicate their pro�le periodically to their loca-tion server. The basic scheme su�ers from some draw-backs, which are taken care of by the three variationsof this scheme which are proposed next. The perfor-mance of the heuristics are tested by extensive simu-lation under three types of user movement patterns.The performance shows a general improvement fromthe basic scheme and its variations. Our schemes arenext compared qualitatively with some of the majorexisting work in this area.References[TGM 88] R. Thomas, H. Gilbert, G. Maziotto, \Inuence of themoving of the mobile stations on the performance of a radiomobile cellular network", Proc. of the Third Nordic Seminaron Digital Land Mobile Radio Communications, Sept. 1988.[XTG 93] H. Xie, S. Tabbane, D. Goodman, \Dynamic location areamanagement and performance analysis", 43rd IEEE Vehic-ular Technology Conference, May 1993.[OOYM 91] S. Okasaka, S. Onoe, S. Yasuda, A. Maebara, \A newlocation updating method for digital cellular systems", 41stIEEE Vehicular Technology Conference, May 1991.[Plass 94] D. Plassmann, \Location management strategies for mo-bile cellular networks of 3rd generation", Proc. of the 44thVehicular Technology Conference, June 1994.[BIV 92] B. R. Badrinath, T. Imielinski, A. Virmani, \Locatingstrategies for personal communication networks", Workshopon Networking of Personal Communications Appliances, Dec,1992.[MBR 94] S. Madhavapeddy, K. Basu, A. Roberts, \Adaptive pag-ing algorithms for cellular systems", Technical Report, BellNorthern Research, Richardson, Tx, 1994.[Rok 90] C.H. Rokitansky, \Knowledge-based routing strategies forlarge mobile networks with rapidly changing topology", Proc.ICCC '90, New Delhi, India, Nov. 1990.


