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ABSTRACT

The basic MetaRing architecture is a full-duplex ring providing fairness and spatial band-

width reuse. Concurrent access and spatial bandwidth reuse enable simultaneous transmission
over disjoint segments of the bidirectional ring. It therefore increases the potential through-
put in each direction, by a factor of four or more. In this work, we overview the MetaRing

principles:
(1) Distributed global fairness algorithm, a simple and robust mechanism based on a single

control signal (i.e., one bit of information) that regulates the access to the ring.
(2) Protocol for service integration of: (i) synchronous or real-time tra�c which is periodic and
requires a connection set-up and which will have guaranteed bandwidth as well as bounded

delay, and (ii) connectionless or asynchronous tra�c with no real-time constraints that can
use the remainder of the bandwidth. Integration is an important function for multi-media

applications.

(3) Protocol and requirements for multi-ring and dual-bus MetaRing networks.
(4) Principles and requirements for interconnecting MetaRing with wide-area networks (WANs).

We show that (i) the WAN-to-ring interconnection requires a separate queue for asynchronous

tra�c and relies on the use of the fairness mechanism for internal ow control, whereas
(ii) the WAN-to-dual-bus con�guration of the MetaRing network is simpler, since it does not

require any bu�ering and does not rely on a fairness mechanism for internal ow control,
furthermore; it is fault tolerant and has better synchronous tra�c performance.

�Published in: Computer Networks and ISDN Systems Volume: 26, Number: 6-8, Pages: 817-830, March
1994.
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Figure 1: Concurrent Transmissions on a Full-duplex Ring with Spatial Reuse

1 Introduction

The main motivation for developing the MetaRing [12, 13, 27, 26, 10, 11] architecture is to

increase the throughput of a ring-based local area network (e.g., [4, 31]) beyond its single link

capacity by means of spatial bandwidth reuse. Spatial bandwidth reuse enables concurrent

access in each direction of the ring by more than one node, as shown in Figure 1. However,

uncontrolled access may cause starvation. This can happen if some nodes are constantly being

"covered" by up-stream ring tra�c, and thus, are not able to access the ring. Therefore, an

e�cient fairness control mechanism is critical.

To quantify this, assume that the network has n nodes and is under full load (i.e., at all

times all nodes have packets or cells to send). Under an uniform destination distribution, the

maximum distance for a packet to travel is n=2 hops, and the average distance is n=4 hops.

Therefore, the spatial bandwidth reuse factor for one direction is four, i.e., on the average

four nodes are able to transmit at the same time. As a result, the capacity of the full-duplex

bu�er insertion ring is eight times that of a single link, which is four times more than a dual

token-ring. If the destination distribution is inversely proportional to the distance, then the

average distance is n=6 hops (this means the spatial bandwidth reuse factor is six for each

direction).
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Fairness mechanisms for slotted rings with spatial bandwidth reuse were introduced in

MAGNET [23] (Columbia University), Orwell [17] (British Telecom) and ATMR [30] (NTT).

The fairness algorithms of these architectures operate using network-wide fairness cycles which

may result in an idle time between successive fairness cycles. This idle time is sensitive to the

ring propagation delays. More recently, there were two bu�er insertion ring proposals from

the IBM Zurich Research Laboratory: CRMA-II [36, 35] and BCMA [20], and a slotted ring

proposal, D3Q, from ASCOM [2].

The fairness mechanism presented in the MetaRing network operates continuously and

follows the natural ordering along the ring [13, 27]. Therefore, it is less sensitive to the ring

propagation delay than MAGNET, Orwell, BCMA and ATMR, and it is also more versatile,

since it can be used for multi-ring ow control, tra�c integration, and ow control between

a ring and wide area networks. The MetaRing fairness algorithm requires only a single bit of

information, and therefore, if ATM cells are transmitted, this algorithm can be implemented

by using only one of the four GFC (generic ow control) bits in the ATM cell header. Note that

the four GFC bits are not su�cient for implementing the Orwell and ATMR fairness algorithms

since they require the use of a unique node ID, which also makes their implementation more

complex.

Since the bu�er insertion (or slotted) ring access is always permitted, unless there is ring

tra�c, there can be no degradation in its e�ciency as the bandwidth or physical size increases.

All links can be kept at full utilization, at all times, provided that the nodes have enough data

to transmit.

For multi-media purposes, we show how to integrate two basic classes of tra�c services: (i)

synchronous or real-time tra�c that requires bounded delay and guaranteed bandwidth, and

(ii) asynchronous tra�c with no real-time constraints but with fairness requirements. This

integration mechanism is functionally equivalent to the TIMED-TOKEN protocol in FDDI

[18, 3, 31]. This protocol together with the asynchronous fairness still maintains round-robin

fairness with spatial bandwidth reuse for the asynchronous tra�c. The integration protocol

has the important property that unused reserved capacity for synchronous tra�c can be used

by the asynchronous tra�c.

The MetaRing network was prototyped at the IBM T. J. Watson Research Center in 1989.

This prototype supports the transmission of variable size packets at 100 Mb/s link speed with

an aggregate throughput of 700 Mb/s. A Gigabit version of the MetaRing is currently being

implemented as part of the IBM participation in the Aurora testbed which is part of the

NSF/DARPA Gigabit Networking Program [1].
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Figure 2: Bu�er Insertion Ring (one direction)

In Section 2, the basic MetaRing principles are reviewed. Based on these principles we

present in Section 3 various possible network con�gurations. The conclusions are given in

Section 4.

2 Basic Principles of Operation

In this section, we describe the basic principles of the MetaRing: (i) access control, (ii)

hardware control signals, (iii) fairness of asynchronous data tra�c, and (iv) integration of

synchronous and asynchronous tra�c.

2.1 Access Control with Spatial Bandwidth Reuse

The MetaRing can operate under two basic access control modes: bu�er insertion for variable

size packets or slotted for �xed size cells [19, 21, 24]. In both modes, the packets or cells are

removed by their destinations to provide spatial bandwidth reuse.

Bu�er insertion is a random and distributed access technique. On the receiving side of each

link, there is an insertion bu�er (IB) which can store at least one maximal size packet, as shown

in Figure 2. A node may start to transmit a packet at any time as long as its insertion bu�er

is empty. If ring tra�c arrives when the node is in the middle of a packet transmission, then

this tra�c will be delayed in the insertion bu�er until the packet transmission is completed.

The node cannot transmit another packet until the insertion bu�er becomes idle again. Thus,

non-preemptive priority is given to the ring tra�c. If the insertion bu�er of a node is idle,

the ring tra�c is cut-through the insertion bu�er. This means that a packet does not have

to be completely received before it is forwarded [22].

When operated in the slotted mode, each slot starts with a busy-bit. If this bit is 0, the

slot is empty, and if it is 1, the slot is full. A node can transmit a cell only if it receives an
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Figure 3: The Preemptive/Nondestructive Control Signal Mechanism

empty slot. The cell is removed by the destination node, and then the slot becomes empty.

The motivation for a slotted mode is to minimize the delay between source and destination.

The "price" of this change is that the cell size must be �xed, i.e., in every slot we put a single

cell. The network hardware interface and access control algorithms for the bu�er insertion

and slotted modes are basically the same. The main di�erence between the two modes is that

the receiving host interface, in the slotted mode, should reassemble the variable size packets

from the �xed size cells, which can be a complex function.

2.2 Hardware Control Signals

The hardware control signals are used to implement time critical control functions that must

operate fast. These signals use the same physical medium as the data, and can be used to

improve fairness, to enable tra�c integration and to prevent insertion bu�er overow. The

following two characteristics ensure a small delay for the control signals: (i) short - only a

few characters (possibly one), and (ii) preemptive resume priority - i.e., it can be sent in the

middle of a data packet without damaging the data packet which it preempts, as illustrated

in Figure 3.

Each control signal can be followed by a prede�ned number of parameters. The di�erent

control signals form di�erent control channels over the transmission links. Thus, over the

full-duplex ring one data channel in each direction and one or more control channels in each

direction are virtually constructed. Each control channel is associated with one data channel.

There are two cases: (i) a control channel associated with a data channel in the opposite

direction. In this case, the data is sent down-stream and the corresponding control signals

are sent up-stream, and (ii) a control channel associated with a data channel in the same
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Figure 4: The Basic Mechanism (one direction) on Full-duplex Ring

direction.

2.3 Global Fairness on a Full-duplex Ring

Global fairness algorithms view each direction of the ring as a single shared communication

resource. The objective of such an algorithm is to ensure that all nodes have equal opportunity

to access the network. In contrast, local fairness algorithms view each link as a communication

resource and the whole ring as a multiplicity of communication resources. The local fairness

is somewhat more complex, but provides better throughput under non-symmetric tra�c pat-

terns. Local fairness algorithms for the MetaRing are described in [7, 6, 9], another local

fairness algorithms was introduced in [33].

To achieve global fairness, the access to each direction of the ring is regulated by a hardware

control signal, called SAT (comes from the word SATis�ed), which circulates in the opposite

direction to the data tra�c it regulates [13, 12] (see Figure 4). Circulating the SAT control

signal in the opposite direction enables better exploitation of the potential spatial bandwidth

reuse of the full-duplex ring.

In principle, the node forwards the SAT signal up-stream without any delay, unless it is

not SATis�ed or "starved." By "starved" we mean that the node could not send the permitted

number of data units (cells or bytes) since the last time it had forwarded the SAT signal. More

speci�c, the node is SATis�ed if between two visits of the SAT signal the node has sent at

least l data units or if its output bu�er is empty. If the node is not SATis�ed, it will hold the

SAT until it is SATis�ed and then forward the SAT up-stream. After a node forwards a SAT,
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it can send up to k more data units, before receiving and forwarding again the SAT signal,

k � l (in a symmetric case k = l).

The following is the description of the global fairness algorithm, which uses a single variable

COUNT - to count the number of data units that has been transmitted. The algorithm has

two parts: send packet and forward SAT.

Send Packet Algorithm:

The node can transmit a packet from its output bu�er when it is not empty, only if the following

two conditions hold:

(i) the variable COUNT is smaller than k, and

(ii) the insertion bu�er is empty.

After the node has transmitted the packet, COUNT is incremented by the transmitted amount

of data units.

Forward SAT Algorithm:

After receiving the SAT signal, the node will forward the SAT if either:

(i) its variable COUNT is equal to or greater than l, or

(ii) its output bu�er is empty.

The node will hold the SAT if its variable COUNT is smaller than l and the output bu�er is

not empty.

The node will hold the SAT until COUNT becomes l (after l data units have been transmitted).

If during the time in which the node holds the SAT, another SAT arrives, the second SAT will

be discarded.

After the node forwards the SAT, it will set the COUNT to zero.

In the slotted mode the global fairness algorithm is implemented by designating a single

bit, at the beginning of each slot, as a SAT-bit. When a node wants to send a SAT signal to a

neighboring node it will set the SAT-bit to 1, and otherwise to 0. If we are transmitting ATM

cells, in either bu�er insertion mode or slotted mode, the SAT signal can be implemented by

using one of the four GFC (generic ow control) bits in the ATM cell header. Then when a

node wants to send a SAT signal to a neighboring node it will set this bit to 1, and otherwise

to 0.

There are several possible variations on this global fairness algorithm, for details see [13].

Performance studies of the MetaRing with di�erent parameters can be found in [5, 13, 28],

which demonstrate the high performance and high e�ciency of the MetaRing architecture. An

algorithm for ensuring that there is only a single SAT signal in each direction of a dual-ring,
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is described in [25], which is a self-stabilize mechanism.

2.4 Synchronous and Asynchronous Integration

This section describes a mechanism for the fair integration of two types of tra�c ([28, 37]):

(i) synchronous or real-time tra�c that requires a connection or reservation set-up and that

will be guaranteed a given bandwidth and bounded delay, and (ii) asynchronous tra�c with

no real-time constraints that can use the remainder of the bandwidth.

The simplest integration method is to let the SAT signal held by those nodes that have

outstanding synchronous tra�c. This method is suitable only for relatively small rings. The

following mechanism is more robust. It is based on four control signals SAT, ASYNC-EN(GR),

ASYNC-EN(YL) and ASYNC-EN(RD). The ASYNC-EN signals (Asynchronous Enable -

Green, Yellow, Red) are used for enabling and disabling the integration of the asynchronous

tra�c. The SAT is used for ensuring global fairness of the asynchronous tra�c, as it was

described in the previous section 1.

The integration is achieved by the following principles:

1. The synchronous tra�c is reserved by a call set-up protocol.

2. Each node has two queues: one for synchronous and one for asynchronous tra�c. All

the reserved tra�c is bu�ered in the synchronous queue.

3. For accessing the ring, tra�c in the synchronous queue always has priority over tra�c

in the asynchronous queue.

4. Unused reserved capacity can be used for asynchronous tra�c. This ensures high uti-

lization even if the reservation is made on the basis of peak-rate.

5. The node can transmit tra�c from the synchronous queue whenever the ring is idle

(insertion bu�er empty or empty slot arrives), regardless of its asynchronous queue

state. For example, a node that holds the SAT signal, because it is not satis�ed, will

�rst send tra�c from the synchronous queue and only then send its asynchronous quota

and release the SAT.

1A di�erent integration method is described in [13, 12], that method is using only two control signals: SAT

and ASYNC-EN.
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This last principle is very important. It basically states that the reserved tra�c is trans-

mitted even if there is no SAT signal in the system. Thus in the case of a SAT failure, the

access of the reserved tra�c will not be stopped (only the non-reserved asynchronous tra�c

is stopped during the recovery procedure.)

2.4.1 Distributed Reservation and Synchronous Access

The distributed reservation is the mechanism which guarantees bandwidth for transferring

synchronous tra�c over the ring. For the reservation or connection set-up mechanism, we

assume the following notations:

1. Tc - is the periodic time cycle of synchronous data transfers (in seconds).

2. BW - the data transmission rate (in bits per second).

3. p - the basic data units (in bits); in the slotted mode this is the slot length in bits.

4. c - is the number of data units that can be transmitted over each transmission link in

every time cycle, where c = TcBW

p
.

5. � - the maximum fraction of synchronous tra�c (0 � � < 1).

When a node tries to reserve bandwidth for real-time transmission, it performs the follow-

ing protocol.

The set-up protocol performed by a source node:

1. Determine how many data units are needed in one time cycle, say u.

2. Determine the transmission direction, which determines the reservation path.

3. Send reservation requests for u data units to all nodes along this reservation path.

4. If positive acknowledgements are received by the source from all the nodes along the

reservation path, then this connection becomes e�ective. Else the source node sends a

release request of u data units to all nodes along this reservation path.

Each node maintains a variable RESERVE, which indicates how many data units have been

reserved. The RESERVE variable should be less than �c, therefore:
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Figure 5: The Integration Signalling

� When a node receives a reservation request for u data units and if RESERVE+u < �c,

then RESERVE=RESERVE+l and a positive acknowledgement is returned to the source

node, else RESERVE=RESERVE+u and a negative acknowledgement is returned.

� When a node receives a release request for u data units then: RESERVE=RESERVE-u.

After the set-up is completed successfully, the reserved tra�c is transmitted before asyn-

chronous tra�c. The reserved tra�c will be queued only if the link is busy (the synchronous

tra�c is bu�ered in the SYNC-QUEUE).

2.4.2 Integration Protocol

The integration protocol uses the ASYNC-EN control signal, which has three di�erent at-

tributes: GREEN (GR), YELLOW (YL) and RED (RD), see Figure 5. The basic principle

of the integration protocol is to periodically halt the asynchronous tra�c, if necessary. The

three attributes constitute three control signals with the following relationships (as shown in

Figure 5):
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1. ASYNC-EN(GR): the ASYNC-EN(GR) control signal is used for realizing a distributed

timer on each ring interface (each direction has a separate identical mechanism), and for

enabling and disabling the asynchronous tra�c. Under normal condition, the ASYNC-

EN(GR) rotates around the ring freely, i.e., each node will forward the ASYNC-EN(GR)

immediately after receiving it. As a result, the rotation time of this signal is about the

propagation delay around the ring, TRING. We de�ne a parameter Tmin which is equal

to the time for r free rotations of the ASYNC-EN(GR) around the ring (Tmin = rTRING,

r � 0).

2. ASYNC-EN(YL): after the ASYNC-EN(GR) has completed at least r rounds a node

that has a back-log of real-time tra�c, can change the control signal attribute from

GREEN to YELLOW. When nodes see the ASYNC-EN(YL) signal they cannot start

to transmit new asynchronous packets into the ring. The YELLOW signal is transferred

unconditionally until it reaches its origin node which then changes its attribute from

YELLOW to RED.

3. ASYNC-EN(RD): the RED signal is transferred once around the ring. A node forwards

the ASYNC-EN(RD) signal to its up-stream neighbor if it has no back-log of real-time

tra�c, i.e., its real-time tra�c is satis�ed, otherwise it holds the ASYNC-EN(RD) signal

until it has no back-log of real-time tra�c. When the RED signal returns to its origin

node it will change its attribute back to GREEN. The GREEN signal should complete

at least r rounds (r � 0) before the cycle, in Figure 5, can start again.

The synchronous back-log condition:

Synchronous tra�c in a node is considered to be back-logged if it has been waiting in

the synchronous transmission queue for more than a prede�ned time threshold. This time

threshold is measured in terms of round trip delays on the ring, TRING.

In [28, 37] we present and discuss in details the performance characteristics of this protocol,

which demonstrates the e�ectiveness and high e�ciency of this integration protocol.

3 Network Con�gurations

In this section several possible network con�gurations are described that can be constructed

based on the MetaRing principles. First it is shown how the full-duplex ring can gracefully

degrade to a multiple of bus segments, then it is shown how multiple rings can be connected

together. Finally it is explained how the MetaRing can be connected to a wide area network.
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3.1 Dual-bus Segments

When the full-duplex ring su�ers link or node failures, the ring becomes disconnected, since

we assume that even if only one direction of a full-duplex link is faulty, the other direction is

declared faulty as well. Thus, if one or more failures occur, the full-duplex ring is transformed

to a network consisting of one or more dual-bus segments.

The SAT-SAT' Mechanism

On a full-duplex bus, the SAT signal cannot go around in cycles. Therefore, when a SAT

signal arrives at an edge node of the dual-bus, it will be sent back as a di�erent control signal

SAT' (in the opposite direction). When a corresponding edge node receives a SAT' it will

send a regular SAT control signal in the opposite direction. The SAT' cannot be held by a

node. Thus it is forwarded on the bus without nodes delaying it, so it will reach the other

side of the bus in a time corresponding to the propagation delay.

The SAT-SAT' mechanism forms a virtual ring on the dual-bus segment, so that the fair-

ness algorithm can continue to operate correctly with the SAT signal, as previously described

in Section 2.3. The SAT-SAT' mechanism is performed dynamically, i.e., the network con�g-

uration can change from a ring to multiple bus segments and back during normal operation,

whenever a link or a node fails or recovers. As a result of bus segments changing back to form

a ring con�guration, it can occur that one or more SAT' signals will rotate in the ring. Since

there is no edge node to convert these SAT' signals back to regular SAT signals, the in�nite

rotation of these SAT' signals must be prevented.

Prevention of In�nite Looping of SAT'

In order to prevent in�nite rotation of SAT', each node will have to detect this abnormal

phenomenon. A node can detect this when it sees two successive SAT' signals with no SAT

signal in between. In this case, the SAT' signal is eliminated.

This happens since, if there is only one SAT signal in one direction and one or more SAT'

signals in the opposite direction, and the SAT' signals are rotating strictly faster than the

SAT signal. (This is because the SAT' is transferred unconditionally without delay and the

SAT is intermittently held by the fairness algorithm.) As a result, a node will encounter more

SAT' visits than SAT visits, which means that there will be two SAT' visits with no SAT visit

in between.

Another possible method for eliminating the SAT' signals is to detect when SAT' and

SAT, in opposite directions, are crossing one another over a link or at some node. When it

is detected the SAT' is eliminated. This method is called phase crossing elimination and a

12



Star/Chain/Tree with

Full-duplex

Ring
I-C

I-C

I-CI-C: Intelligent
       Controller

Virtual Embedded Ring

Figure 6: FDDI Look-alike Topology: Backbone with Virtual Rings

description on how it is implemented can be found in [29]. This method will operate correctly

and e�ectively even if there are multiple SATs in the same direction, or even if the SAT and

SAT' are rotating at the same speed. This method fails only if there is no SAT in the ring,

which can be detected by a time-out mechanism.

3.2 Multi-ring Networks

The motivations for having a multi-ring structure are: (i) To match a logical and a physical

network topology. For example, the FDDI physical structure is typically a backbone dual-

ring with multiple trees or stars. (ii) To increase spatial bandwidth reuse and the aggregate

throughput. Each ring in a multi-ring network deal with a cluster of users with a higher

internal interaction than interaction with external users in other clusters. (iii) To enhance the

fault tolerance of the system.

An example of a multi-ring structure is shown in Figure 6. It is based on a main full-

duplex ring with additional secondary full-duplex rings and secondary unidirectional virtual

rings that are embedded on trees or stars. In Figure 6, the secondary rings and trees are

connected by switching nodes, which are called intelligent concentrators (I-C).

In the following, the asynchronous operation of the switching node is described. All other

nodes operate as was previously described. In particular the fairness and internal ow control

aspects of the system [26] are considered. In a related paper a new label-based source-routing

for multi-ring networks [15, 16] is described.
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3.2.1 Multiple Full-duplex Rings

It is assumed that each node on a ring follows the bu�er insertion access and ow control

principles which imply that tra�c already on the ring has priority over the external tra�c

onto the ring. As a result, tra�c that is transferred between rings may be queued or bu�ered

at the switching or I-C nodes.

Each direction of a ring in the system is either clockwise (CW-ring) or counter-clockwise

(CCW-ring). The route of a packet from source to destination travelling via multiple rings is

either via only CW-rings or only CCW-rings. Thus, in multiple full-duplex ring con�gurations,

there are always two possible routes between a source and destination: CW-route and CCW-

route. It is assumed that the source node selects the route that is the shortest on the main

ring. Since the main ring is potentially the bottleneck of the system, the tra�c load on it

should be minimized.

Fairness and internal ow control on multiple rings

There are two identical fairness mechanisms in the system, one for the CW-routes and

the other for the CCW-routes. In the following discussion, we describe the fairness of the

CW-routes. The tra�c on the CW-rings is regulated by a SAT that is transferred counter-

clockwise. Each ring has its own SAT signal. In order to regulate the data transfer between

rings the SATs on adjacent rings should be synchronized. The SATs of the CW-rings and the

CCW-rings are synchronized independently.

The SAT synchronization is performed by the switching node using the following algorithm

(see Figure 7).

SAT Merge and Fork Algorithm in a Switching node:

� If a SAT on the main (secondary) ring is received wait until the following conditions are

met:

1. the SAT from the secondary (main) ring arrives;

2. the secondary ow condition 1 is SATis�ed;

3. the main ow condition 2 is SATis�ed;

� If all three conditions are met, fork the SAT signals into the main and the secondary

rings;

The ow conditions are de�ned for the tra�c between the rings.
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Secondary ow condition 1 - the tra�c from the secondary to the main ring is SATis�ed,

if all the cells/packets that were queued for the main ring when the previous SAT was forked,

have been transmitted.

Main ow condition 2 - the tra�c from the main to the secondary ring is SATis�ed, if all

the cells/packets that are currently queued for the secondary ring have been transmitted.

3.2.2 Full-duplex with Secondary Trees

The inclusion of trees on the MetaRing architecture is desirable for two reasons: (i) the leaf

nodes will have only one transmitter and one receiver (one full-duplex port) which will simplify

their design, and (ii) adding remote nodes to the system is simpli�ed, since it is possible to

connect leaves directly to the switching node.

A unidirectional bu�er-insertion virtual ring is embedded on the tree, as shown in Figure

6. This ring operates as described in Section 2. Note that this embedding is always possible,

since the tree consists of full-duplex links.

The ow and fairness control between the tree and the main full-duplex ring can be per-

formed in two ways. The simplest way is by de�ning virtual rings as all CW-rings or as all

CCW-rings and applying the same algorithms as given in the previous section. In this method,

the tra�c to and among the trees will be done via one direction of the main ring, and not via
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the shortest path.

The other alternative is that the virtual embedded ring will act both as a CW-ring and

as a CCW-ring. The main problem in this case is that the instantaneous tra�c rate into the

virtual ring can be as much as twice its capacity. This will require more bu�ers in the switch

(I-C) in order to avoid cell/packet loss. This alternative, although feasible, is not described

in this paper and will be presented in a future work.

3.2.3 Switching Node Bu�ering Requirements

In this section, we analyze the bu�ering requirements on the switching node. it is shown that

under arbitrary tra�c pattern, it is possible to ensure that no cell/packet is lost as a result

of bu�er overow. It is shown that the bu�er size is bounded by the total transmission quota

in the secondary ring.

We assume that a cell/packet is routed in this network via either all CW-rings or via

all CCW-rings. In this discussion only the bu�ering requirements for the CW-routes are

considered.

Let qCWi;j be the transmission quota of node i on CW-ring j, and

QCW
j =

P
iq
CW
i;j be the total transmission quota on CW-ring j.

Bu�ering from secondary to main ring

The maximum amount of tra�c that can ow into the switching node from the secondary

ring between two successive forking of the SAT is 2QCW
j . The factor of two comes from the

summation of the current and previous quotas.

From the secondary ow condition 1 we see that the SAT is held at the switching node only

for cells/packets that have been queued there at the last forking event of the SAT. As a result,

in the worst case, the total bu�ering requirement is 3QCW
j . Two quotas can be there when

the current SAT is forked and the third quota can arrive during the current SAT rotation.

Bu�ering from main to secondary ring

In this case the worst scenario is when all the tra�c on the secondary ring is local, i.e.,

nothing is switched into the main ring. From the main ow condition 2 it follows that when

the SAT is forked the queue into the secondary ring is empty. The maximum amount of local

secondary tra�c that can cross the switching node is 2QCW
j (sum of previous and current

quotas). Therefore, the maximum amount of tra�c that can be blocked and queued from the

main to the secondary ring is also 2QCW
j .
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Figure 8: The Ring Loop is Closed via the Switch

3.3 Integration with Wide Area Networks

Interconnection with wide area networks (WANs) is an important con�guration for current

and future local and metropolitan area networks. In this section we examine possible con-

�gurations of the MetaRing with fast connection WANs, like ATM (B-ISDN). The problem

is how to preserve, on one hand, the asynchronous LAN properties, and on the other hand,

the synchronous connection (or bandwidth guaranteed) property of the fast connection net-

works. We assume that a similar synchronous connection set-up procedure, as in Section 2.4,

is extended from the LAN to the WAN.

Two basic con�gurations are examined: (i) the LAN and WAN tra�c are mixed via a

switch, and (ii) the LAN is a dual-bus, and there is a clear separation between the LAN and

WAN tra�c.

The LAN loop is closed via a switch

The problem in this con�guration is similar to the interconnection of multiple rings, as

described in the previous section. Figures 8 and 9a, illustrate three possible methods to close

the ring loop via a switch. One is via the high-speed switch, the second is via the full-duplex

link adapter, and the third is via a three-way switch on a full-duplex ring (Figure 9a).

Since asynchronous tra�c is unpredictable and bursty in "nature", the following are nec-

essary requirements to prevent cell/packet loss:
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1. Priority to the synchronous connection tra�c over the asynchronous LAN tra�c.

2. Use of the SAT signal for internal ow control to integrate the LAN and WAN tra�c,

such that the switch controller is able to regulate the asynchronous LAN tra�c.

3. Special bu�er, Q-IB (in Figures 8 and 9a), for the LAN asynchronous tra�c in order

to preserve the no-loss property.

Switch internal ow condition: the switch controller will hold the SAT signal if the

Q-IB is not empty.

It can be shown that the size of Q-IB should be twice the sum of the asynchronous quota

of the ring's nodes: SQI�B = 2
P
iqi. The factor of two comes from the summation of the

current and previous quotas on the ring. Note that each direction of the dual-ring in Figure

9a is dealt independently. We also see that this kind of LAN-WAN interconnection is not

possible without the SAT control signal.

Dual-bus to WAN connection

In Figure 9b, we show a con�guration that preserves a clearer separation between the

tra�c on the dual-bus segment (Section 3.1) and the WAN tra�c. In this case, the reserved

synchronous tra�c in the WAN has a "natural" up-stream priority over the LAN tra�c,

and no special bu�ering is required. Furthermore, the SAT is used only for fairness and

not for internal ow-control between the LAN and WAN as it was the case in the previous

con�gurations.

Redundant dual-bus to WAN con�guration
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The dual-bus con�guration can be used for fault tolerant purposes. The other end of the

bus can be connected to another switching node.

Both connections can be operational at the same time, which will make possible to use

shortest path routing for the reserved synchronous tra�c. In other words, in Figure 9b, if the

distance from node B to A is shorter (number of hops) via WAN switches, then the connection

will be set through the WAN. In this case, a source-routing [34, 8, 16] or label swapping [32, 14]

will be used together with the LAN's self-routing method. Using the shortest path routing

increases the potential spatial bandwidth reuse of this con�guration.

4 Conclusions

In this paper a new LAN architecture, the MetaRing, is described. It utilizes the SAT control

signal for asynchronous fairness. Furthermore, the following "value-added" functions can be

realized by holding the SAT signal: (i) asynchronous and synchronous tra�c integration, (ii)

internal ow control for multi-ring interconnection, (iii) internal ow control for LAN-to-WAN

interconnection and (iv) insertion bu�er overow prevention. In addition, the MetaRing has

�ve basic routing modes [11]: (i) neighbor mode for initialization, (ii) point-to-point mode,

(iii) broadcast mode, (iv) group multicast mode and (v) selective copy mode.

The MetaRing architecture uni�es, in a simple manner, all the essential LAN properties:

� Immediate or random access under light load as in Ethernet and DQDB.

� A single node can almost fully load the ring as in Token-rings and DQDB.

� Fairness and asynchronous priority levels as in IBM Token-ring.

� Integration of synchronous and asynchronous tra�c as in FDDI, but with a better

fairness property.

� Transmission of variable size packets, in the bu�er insertion mode, as in Ethernet and

Token-rings.

The MetaRing implementation does not require new technology, and its design complexity

is the same as other token rings (e.g., FDDI). However, with a better and more reliable

performance. The potential aggregate throughput of the MetaRing is greater by a factor of four

than a dual-token ring. Thus, this solution has much better cost e�ectiveness characteristics

than token rings.
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