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Abstract

With the rising popularity of the Internet there have arisen corresponding requirements for network reliability,

efficiency, and service quality. Internet service providers are responding to these developments by critically examining

every aspect of their operational environment, looking for opportunities to scale their networks and optimize perfor-

mance. In this context, traffic engineering has emerged as a major consideration in the design and operation of large

public Internet backbone networks. However, the classical Internet interior gateway routing protocols hinder the

practical realization of sophisticated traffic engineering policies in legacy IP networks. The advent of multi-protocol

label switching (MPLS) offers the prospect to address some of the shortcomings associated with traffic engineering in IP

networks. This paper discusses the techniques and practices of traffic engineering in contemporary IP networks, em-

phasizing the role of MPLS in performance optimization of the public Internet. We also examine the impact of gen-

eralized MPLS (GMPLS) on traffic engineering in IP-over-optical networks as the underlying technologies continue to

mature.
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1. Introduction

Multi-protocol label switching (MPLS) has
come a long way from its early beginnings. Ini-
tially conceived as a means to expedite packet
forwarding in legacy routers with software-based
forwarding engines, MPLS has resulted in funda-
mental advancements in IP control plane tech-

nology, Internet traffic engineering, virtual private
networks (VPNs), connection management in
optical networks, and IP-over-optical inter-net-
working architectures. When MPLS is combined
with differentiated services and constraint-based
routing, various types of QoS capabilities can be
implemented in IP networks. These QoS capabili-
ties provide a pathway to transition the Internet
from a best effort environment to a true multi-
service infrastructure.
The main architectural concept underlying

MPLS is the clear separation of the control plane
from the data plane in network switching ele-
ments. The data plane consists of forwarding
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components that perform simple label switching
operations according to the classical label swap-
ping paradigm. The control plane, on the other
hand, is concerned with network level coordina-
tion functions, such as routing and signaling, to
facilitate the movement of traffic across the entire
network.
As the Internet continues to grow rapidly, In-

ternet service providers are confronted with a
number of fundamental challenges. One challenge
concerns the need to scale and expand the network
infrastructure to accommodate an increasing de-
mand for bandwidth. Another challenge concerns
the need to manage the installed capacity ef-
fectively and efficiently to enhance the end-user
perception of network service quality, while mini-
mizing costs. Related to the above considerations
is yet another important challenge imposed by the
need for enhanced survivability. Traffic engineer-
ing will play a pivotal role in the effective and ef-
ficient management of the installed capacity in
public IP networks. It will also perform important
functions in the introduction of sophisticated re-
silience capabilities (fault recovery and restora-
tion) into the infrastructure.
One of the first major applications of MPLS in

operational IP networks was traffic engineering
[1,2,4,12,14]. The impetus for MPLS-based traffic
engineering originated not from the research com-
munity, but instead from major Internet service
providers who grapple with the growth and per-
formance challenges of the rapidly evolving In-
ternet. The requirements for traffic engineering
over MPLS were articulated by Awduche et al. in
[1]. The essence of Internet traffic engineering (TE)
is the performance optimization of IP networks. In
this context, the performance measures of interest
to end users of the network infrastructure em-
phasize QoS objectives such as low delay, low
delay variation, high throughput, low packet loss,
and predictable service. On the other hand, the
performance measures of interest to service pro-
viders also emphasize minimizing costs through
efficient utilization of network assets to enhance
business outcomes in the commercial and highly
competitive Internet environment. Thus, the es-
sential goals of Internet traffic engineering are
to optimize traffic oriented performance charac-

teristics while simultaneously minimizing net-
work costs through efficient utilization of network
resources.
The applicability of MPLS to Internet traffic

engineering arose from the limitations of conven-
tional shortest path interior gateway routing pro-
tocols, such as IS–IS and OSPF, which employ
simple, distributed, and unconstrained shortest
path algorithms to establish forwarding paths
through the network. The main issue with these
protocols is that they do not take capacity con-
straints and traffic characteristics into account in
making routing decisions. The outcome, therefore,
is that some segments of the network become
congested while other segments along alternative
routes remain under-utilized. The way in which
MPLS addresses the IP traffic engineering prob-
lem will be discussed in detail in Section 4 of this
paper.
Another important application of MPLS pres-

ently under consideration concerns QoS manage-
ment in IP networks. MPLS by itself does not
provide QoS capabilities. However, when MPLS is
combined with constraint-based routing and dif-
ferentiated services, together they allow sophisti-
cated QoS capabilities to be introduced in the
Internet [1,13,18].
Still another important application of MPLS

relates to VPNs. Essentially, a VPN is a network
inter-connecting multiple sites belonging to one
organization (intranet) or belonging to a group of
related organizations (extranet), which is provi-
sioned over a shared public network. Typically,
VPNs employ tunneling techniques to isolate traffic
belonging to a VPN from other traffic within the
network. Tunneling also allows a VPN to use
private addressing schemes and to carry different
types of traffic. For this application, MPLS can be
viewed as a tunneling technology that supports the
implementation of VPN services.
Lastly, the MPLS traffic engineering control

plane has been extended and generalized to serve
as the control plane for different types of switched
transport networks, ranging from packet-switched
networks and time division multiplexing capable
interface (TDM) technologies, to automatically
switched optical transport networks [3,20,21]. This
generic MPLS-based control plane technology is
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presently being standardized by the IETF within
the concept of generalized MPLS (GMPLS).
The advent of MPLS along with the stan-

dardization issues surrounding it has provoked a
significant organizational realignment within the
IETF, culminating in the formation of a new IETF
Directorate termed the ‘‘SUB-IP area’’.
This paper provides a state of the art review of

MPLS technology, focusing primarily on the traffic
engineering application. The remainder of this
paper is structured as follows: Section 2 describes
the MPLS components. Section 3 provides a dis-
cussion of traffic engineering and its process model.
Section 4 presents an overview of the general con-
siderations surrounding traffic engineering in IP
networks. Operational considerations for MPLS
traffic engineering are also discussed in this section.
This is followed in Section 5 by a short description
of the key concepts of differentiated services (Diff-
serv)-aware MPLS traffic engineering. Section 6
considers briefly the analytical models for traffic
engineering that have been proposed in the litera-
ture. Section 7 is devoted to GMPLS, which is an
adaptation and generalization of the MPLS traffic
engineering control plane to support different types
of transport networks. Section 8 discusses some of
the future directions in MPLS traffic, covering con-
cepts such as policy-based MPLS network man-
agement, service level agreement management, and
customer network management. Finally, Section 9
contains our concluding remarks.

2. MPLS fundamentals

The basic premise behind MPLS is quite simple:
The main idea is to attach a short fixed-length
label to packets at the ingress to an MPLS domain
[17]. Throughout the interior nodes of the MPLS
domain, the labels rather than the original packet
headers, are used to make forwarding decisions.
The assignment of labels to packets is based on the
concept of forwarding equivalence class (FEC)
[11]. According to this concept, packets belonging
to the same FEC are assigned the same label at an
ingress node to an MPLS domain and generally
traverse through the same path (or multi-path)
across the MPLS network.

The definition of forwarding equivalence class
can be quite general. A FEC may consist of packets
entering a network through the same ingress node
and exiting the network through the same egress
node. A FEC may also consist of packets be-
longing to the same service class, entering and
exiting the network through the same ingress and
egress nodes, and requiring similar QoS or packet
treatment across the MPLS domain. A FEC may
even consist of packets belonging to the same flow.
Generally, the association of FECs to packets can
be based on information contained in the packets,
or on information extraneous to the packet (such
as the ingress port through which the packet en-
tered the node), or a combination of both. In es-
sence, MPLS enables the allocation and binding of
labels to various granularities of flows in a packet-
switched network.
The path traversed by a ‘‘forwarding equiva-

lence class’’ is called a label switched path (LSP).
A signaling protocol is used to establish and tear-
down LSPs. The signaling protocol is involved
in label allocation, label distribution, and label
binding. An explicit LSP is one whose route is
determined at its originating node. Within the
context of explicit routing for traffic engineering
and quality of service applications, the signaling
protocol may also convey various types of attri-
butes associated with explicit LSPs.
One of the characteristics that distinguishes

MPLS from earlier label swapping technologies
(such as frame relay and ATM) is the concept of
‘label stacking,’ which is an ordered set of labels
affixed to a packet. Label stacking allows multi-
ple labels to be assigned to the same packets at
one or more nodes in the network, in a hierar-
chical arrangement. Routers which can forward
both MPLS labeled packets and conventional
IP packets are called label switching routers
(LSRs).
From a topological perspective, the LSRs at the

edge of an MPLS network that assign labels to
packets are generally referred to as label edge
routers (LERs). Fig. 1, depicts an MPLS network
containing LERs at the boundary to the network
and conventional LSRs within the core. It should
be noted that LERs are simply roles played
by LSRs with respect to FEC assignment at an
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ingress node (or removal of labels at an egress
node) in an MPLS network.
MPLS consists of a forwarding (or transport)

plane and a control plane. The two are decoupled
and independent of one another. Fig. 2, depicts a
conceptual view of the MPLS control plane and
forwarding plane. The MPLS control plane is a
collection of protocols that collectively establish
network level functionality in MPLS networks.
The protocols themselves are implemented as soft-
ware processes that communicate with each other
across node boundaries using message passing.
The protocol specifications detail the message
formats, syntax, semantics, and transaction se-
quence for the message exchange. One of the main
functions performed by the MPLS control plane is
to facilitate the establishment of label switched
paths in MPLS networks. The establishment of
LSPs may be subject to various types of prefer-
ences and constraints. This means the control
plane needs to distribute and manage network

topology and resource availability information
using a routing protocol, and perform signaling
functions to establish and tear-down LSPs.
In practice, signaling is one of the most funda-

mental aspects of the MPLS control plane. Indeed,
much of the work of the IETF MPLS working
group has centered around developing signaling
protocols for label distribution and LSP manage-
ment.
For MPLS traffic engineering applications, the

control plane consists of the legacy IP routing and
signaling protocols along with the extensions that
have been incorporated into them to support the
new requirements imposed by traffic engineering
(ISIS-TE, OSPF-TE, RSVP-TE, CR-LDP, BGP).
The two main subsystems of the MPLS-TE control
plane are (1) the signaling protocol with all perti-
nent extensions, e.g., RSVP-TE or CR-LDP [5,15];
and (2) the routing protocol with applicable ex-
tensions, e.g., OSPF-TE. As an example, the sig-
naling protocol RSVP-TE consists of extensions to
the IETF’s RSVP protocol to support the estab-
lishment of parameterized explicit label switched
paths in MPLS networks. We will have more to
say about the MPLS traffic engineering control
plane in Section 4.
The MPLS forwarding plane consists of the

datapath within a network element through which
user traffic traverses. The forwarding plane per-
forms label swapping operations using lookup
tables and miscellaneous packet treatment func-
tions such as scheduling, queue management, rate
shaping, policing, and others. The forwarding
plane is generally implemented in hardware to
support high speed operations. Fig. 3, depicts a
functional view of the MPLS control and for-
warding planes.

3. Traffic engineering process model

Internet traffic engineering deals with the per-
formance optimization of operational IP networks.
Optimization in this context refers to the transport
of IP packets in the most efficient, reliable, and
expeditious manner possible through a given net-
work [1,4]. Traffic engineering can also be applied
for both congestion avoidance and congestion re-

Fig. 1. Interior and boundary nodes in an MPLS network.

Fig. 2. Conceptual view of MPLS control plane and forward-

ing plane.
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covery in backbone IP networks, especially con-
gestion problems caused by poor resource allo-
cation. For example, in a particular network
scenario, some resources might be over-utilized
and congested, while resources along alternative
viable paths remain under-utilized. This type of
congestion problems, caused by inefficient re-
source allocation, is one of the major issues that
traffic engineering aims to obviate [1]. To accom-
plish these goals, Internet traffic engineering ap-
plies technology and scientific principles to the
measurement, modeling, characterization, and
control of Internet traffic. Roughly speaking, it
is often asserted by practitioners in the field
that traffic engineering in large scale IP networks
essentially boils down to the ability to place traf-
fic where the capacity exists to accommodate it;
whereas network engineering, on the other hand,
boils down to the ability to install capacity where
the traffic exists.
Although the scope of TE is broad––encom-

passing the application of technology and scientific
principles to the measurement, modeling, charac-
terization, and control of Internet traffic––the par-
amount aspect of traffic engineering in service
provider networks is the transport of IP traffic
through a given network in the most efficient,
economical, reliable, and expeditious manner pos-
sible [4].
In [2], the context for Internet traffic engineer-

ing was described. This includes a network con-
text, a problem context, a solution context, and
an operational and implementation context. The
network context relates to network structure,

network policies, network characteristics, net-
work constraints, network quality attributes, and
network optimization criteria [2]. The problem
context concerns identification, abstraction, rep-
resentation, formulation, and specification of the
desirable features of acceptable solutions [2]. The
solution context involves analysis, evaluation of
alternatives, prescription, and resolution. Finally,
the operational and implementation context in-
volves planning, organization, and execution [2].
The main difficulty with Internet traffic engi-

neering has been the limited capabilities of IP
technologies concerning traffic control, resource
control, and measurement. The simplicity and
distributed nature of Internet link-state routing
protocols has been viewed as one of the advanta-
ges of IP networks. Such protocols are also called
distributed database protocols because each node
within a routing area maintains an identical copy
of the area link-state database, which is updated
and synchronized periodically using a reliable
flooding mechanism that disseminates link-state
advertisements. Route computation is based on
shortest path algorithms (typically Dijkstra’s)
using administratively specified link metrics. Each
node performs route computation independently.
The basic problem that arise with these protocols
is that resource availability and traffic character-
istics are not taken into consideration in making
routing decisions, which can result in congestion in
some network segments, even in networks with a
preponderance of under-utilized links. This phe-
nomenon is sometimes referred to as super-aggre-
gation of traffic, especially when the shortest paths

Fig. 3. Functional view of control and forwarding planes.
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of multiple traffic streams converge on specific
router interfaces resulting in congestion problems.
In the absence of effective control over traffic

routing, any aspiration towards network perfor-
mance optimization and QoS provisioning is likely
to remain elusive. The reason for this is that
routing has a substantial influence on many of the
key performance measures of operational net-
works, such as congestion, throughput, delay, and
resource utilization. Therefore, the Internet will
remain a best effort environment without the in-
troduction of more sophisticated routing con-
trol capabilities, other than simple unconstrained
shortest path algorithms. The ability to enable
constraint-based routing in IP networks is one of
the achievements of MPLS that makes it particu-
larly useful for traffic engineering.
Another issue with conventional IP routers is

that it is not feasible to estimate the network traffic
matrix from interface statistics on the routers. Still
another issue relating to measurement is that when
congestion occurs in the core of the network, it is
very difficult to determinewhich source–destination
pairs contribute to the congestion and the propor-
tion of traffic contributed by each pair. Recently,
MPLS and Diffserv have emerged as two comple-
mentary technologies that can facilitate the traffic
engineering function in IP networks. Before we
delve into the applications of MPLS to traffic en-
gineering in IP networks, it is worthwhile to review
the traffic engineering process model (see also [4]).
We illustrate the basic concepts of Internet

traffic engineering by describing the traffic engi-
neering process model. The process model repre-
sents the different phases in the lifecycle of traffic
engineering in an operational context. The process
model is iterative and cyclic. There are four main
phases to this process model: (1) policy formula-
tion phase, (2) data acquisition phase, (3) analysis
and characterization phase, and (4) performance
optimization phase. The interaction between the
phases is characterized by major and minor work-
flow cycles as shown in Fig. 4.

3.1. Policy formulation phase

Effective traffic engineering requires first of all
the formulation of an appropriate control policy.

This activity is performed during the policy for-
mulation phase in the traffic engineering process
model. Generally, the policies will depend on the
network context, the business model, the cost
structure, prevailing policies, and the optimization
criteria. The policy formulation phase may apply a
conceptual business model, a performance model,
and a revenue or utility model to aid in the cre-
ation of appropriate policies. The policies formu-
lated during this phase provide guiding principles
governing the management, control, and opera-
tion of the network.
Within the context of MPLS-based traffic en-

gineering, the policy formulation phase involves
several considerations, such as deciding whether to
conduct strategic or tactical traffic engineering in
the network, determining the measurement phi-
losophy and methodology for the network, and
determining the update policy for LSPs in the
network. Strategic traffic engineering in the MPLS
context involves careful planning of the LSP
virtual topology and adherence to a systematic
methodology for reconfiguration (including mod-
ification) of existing LSPs. It may also involve
careful consideration of forecasted traffic patterns
in the future to come up with an evolutionary plan
that accounts for existing and future traffic de-
mands. Strategic traffic engineering also involves
careful attention to how, where, and when new
LSPs are activated to address performance issues

Fig. 4. Traffic engineering process model.
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in the network. Tactical MPLS traffic engineering
is a more ad hoc approach to optimizing network
performance by establishing and managing explicit
LSPs purposely to address very specific network
performance problems. For example, new LSPs
may be created (in an ad hoc manner) to deliber-
ately divert traffic away from congested network
resources onto under-utilized alternatives. Tactical
traffic engineering is sometimes referred to as the
‘‘hybrid approach’’ because it involves using LSPs
to control traffic paths in some segments of the
network and using interior gateway routing pro-
tocol metrics to control paths in other segments of
the network.

3.2. Data acquisition phase

During the data acquisition phase, empirical
statistics are collected from the operational net-
work through a measurement system. These sta-
tistics should be carefully chosen to capture
relevant operational characteristics, such as traffic
patterns, link utilization, traffic trends, and packet
drop statistics.
Sometimes, it may not be feasible to obtain

empirical statistics from an operational network
for many reasons. The network may not exist, for
example, during network planning and network
design. The measurement system may not cover
the whole network. Finally, the empirical mea-
sures of interest may not be directly observable. In
such instances, mathematical models may be used
when all required empirical data is unavailable.
Mathematical models may also be used to sup-
plement and complement empirical statistics. The
data acquisition phase is essentially the feedback
component of the traffic engineering process
model.
In the MPLS context, the data acquisition

phase may involve monitoring, measuring, and
storing various performance and fault statistics
associated with LSPs and the underlying network
infrastructure. Data acquisition may entail mea-
surement of traffic performance characteristics,
measurement of resource utilization, measurement
of routes traversed by specific traffic streams, and
measurement of traffic statistics between specified
nodes in the network.

3.3. Analysis and characterization phase

The analysis and characterization phase in-
volves analysis and characterization of the traffic
workload derived from the measurement phase.
This is essentially the performance evaluation as-
pects of traffic engineering. Performance evalua-
tion can be qualitative or quantitative, and may be
proactive or reactive [2]. In general, various tech-
niques and methodologies can be applied during
this phase, such as simulation and analytical tech-
niques based on mathematical models.
One of the objectives of the analysis and char-

acterization phase is to understand the underlying
phenomenon occurring within the network, and
particularly to understand the root cause of anom-
alous network behavior. Another objective of this
phase is to determine the performance of the net-
work under various scenarios using different types
of performance measures. Structural bottlenecks
such as hot-spots, and various time-series charac-
teristics of the network such as peak rates, busy
hour, and seasonality may also be identified during
this phase.
Traffic engineering in large networks is a com-

plex endeavor. Therefore, there is a need for offline
analysis and simulation tools to support the traffic
engineering function, especially the analysis, char-
acterization, and optimization aspects of this ac-
tivity. The tools may include various mathematical
models and optimization techniques, resource
models, traffic models, queuing models, time-series
models, routing analysis models, models for re-
source dimensioning, and many others. Analysis
tools are particularly useful in MPLS networks
because of the potential operational complexity
that may be associated with managing a large
number of LSPs.

3.4. Performance optimization phase

The performance optimization phase is the
fourth phase in the traffic engineering process
model and involves applying an appropriate deci-
sion process to select the best course of action to
enhance performance of the network. Optimiza-
tion in the traffic engineering sense is not a one-
time process, but rather involves a continual and
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iterative process of network performance im-
provement.
Optimization may involve regulating the inflow

of traffic into the network, controlling the map-
ping of traffic onto available network resources
using routing control capabilities, expanding the
network topology by adding additional links, in-
creasing the capacity of existing links, or con-
trolling local packet treatment policies (queueing,
scheduling, dropping policy, etc.) at individual
network elements. The optimization phase may
resort to the use of traffic control mechanisms to
accomplish the objective. Traffic controls are those
mechanisms that are used to regulate the flow of
traffic through a network and to guide the routing
of traffic through the network. Performance opti-
mization may also initiate a planning process to
increase the capacity of the network.
In the MPLS context, performance optimiza-

tion may involve: (1) creating new LSPs and
carefully controlling their routes using an appro-
priate path selection mechanism; (2) rerouting ex-
isting LSPs to alleviate congestion problems or to
circumvent a network anomaly, or to establish a
more balanced traffic distribution; (3) deactivating
and tearing down an existing LSP; (4) modifying
the parameters of existing LSPs to modulate their
behavioral characteristics; (5) modifying the at-
tributes associated with network resources that
influence the placement of LSPs over them; (6)
adding additional capacity to the network; (7)
creating multiple LSPs with common endpoints
and partitioning and allocating the traffic between
the endpoints across the parallel LSPs; (8) starting
a network planning process to expand the network
topology and capacity; and (9) modifying nodal
traffic management parameters. This phase may
also involve additional activities in the MPLS
context such as modifying the parameters of rout-
ing and signaling protocols.

3.5. Taxonomy of traffic engineering systems

We now provide an overview of taxonomy of
traffic engineering systems following the discussion
in [2]. The taxonomy provides a classification
system for different types of traffic engineering
methodologies. The taxonomy derives from ‘‘traffic

engineering styles’’ which are abstractions of im-
portant traffic engineering methodologies. The
classification system is dominated by a set of
fundamental dichotomies. Fig. 5 illustrates some
of the basic dichotomies in the classification of
traffic engineering systems.
As shown in Fig. 5, the dichotomies that un-

derpin the traffic engineering taxonomy include:

• Dynamic versus static traffic engineering.
• Offline versus online traffic engineering.
• Predictive versus descriptive traffic engineering.
• Proactive versus reactive traffic engineering.
• Time-dependent versus state-dependent traffic
engineering.

• Open loop versus closed loop traffic engineering.
• Tactical versus strategic traffic engineering.
• Traffic engineering methodologies based on
local information versus methodologies based
on global information.

• Centralized versus distributed traffic engineer-
ing.

4. MPLS-based traffic engineering in IP networks

The fundamental requirements for traffic engi-
neering over MPLS were laid out in RFC-2702 [1].
The motivation for MPLS-based traffic engineer-
ing can be traced back to the limitations of clas-
sical IP routing protocols which are based on
shortest path concepts using a single additive
metric, without consideration of network con-
straints, resource availability, and traffic charac-
teristics. Another limitation of legacy IP systems

Fig. 5. Dichotomies in the classification of traffic engineering

systems.
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has to do with measurement, particularly the lack
of ability to determine the traffic matrix of an IP
network. A traffic matrix is one of the most im-
portant input parameters for traffic engineering. It
is very difficult to optimize the performance of a
network in the absence of reliable data concerning
the traffic matrix and other operational statistics.
It turns out that MPLS can assist in both the en-
hancement of routing control functions and in the
estimation of traffic matrices in IP networks.
The effect of the limitations associated with

legacy IP systems, as noted earlier, is that traffic in
a network can be localized to a subset of network
resources, causing congestion in those segments of
the network, even though excess capacity may
exist elsewhere within the same network along
alternative feasible paths. It is quite difficult to
address this situation by manipulating the link
metrics associated with interior gateway routing
protocols.
We shall shortly discuss some of the capabilities

making MPLS attractive for traffic engineering in
IP networks. In the next paragraph, however, we
first take a look at the classical overlay model
based on IP over ATM and IP over frame relay,
which was one of the techniques employed by
a number of large backbone Internet service
providers to circumvent some of the issues sur-
rounding traffic engineering with legacy IP interior
gateway routing protocols.

4.1. Overlay traffic engineering: IP over ATM and
IP over frame relay networks

Prior to the advent of MPLS, large Internet
service providers with dense core network topo-
logies discovered that virtual connection-based
abstractions with originating connection control
capabilities are a good way to compensate for
some of the limitations of legacy routing proto-
cols, and to control and modulate the placement of
traffic onto available network resources. The way
they have gone about this, however, has been quite
expensive. The general methodology is to intro-
duce a secondary technology with traffic man-
agement and virtual circuit switching capabilities
(such as ATM or frame relay) into the IP infra-
structure in an overlay configuration. Elements of

the secondary technology are placed at the core of
the IP infrastructure and are surrounded by an
epidermis of IP routers [4]. The virtual circuits of
the secondary technology serve as point to point
connections between IP routers over which rout-
ing protocols establish adjacencies so that routers
connected directly by virtual circuits appear to
each other as neighbors in the IP routing layer.
Thus, in essence, the virtual circuits of the sec-
ondary technology appear as physical links to IP
routing protocols.
One of the key characteristics of the overlay

network is that the control plane of the interior
virtual-circuit-based network is completely de-
coupled and independent of the control plane of
the client overlay IP network. In the case of IP
over ATM, the interior ATM network uses PNNI
as the control plane to establish and deactivate
virtual circuits. The client IP network uses con-
ventional IETF IP control plane protocols (e.g.,
OSPF, BGP, etc.) Fig. 6 illustrates the topological
configuration of the classical IP over ATM overlay
network.
In the overlay configuration, the traffic man-

agement and constraint-based routing capabilities
of the secondary technology (e.g., ATM or frame
relay) can be exploited to implement traffic engi-
neering objectives. For example, virtual circuits
can be rerouted to move traffic away from con-
gested resources onto under-utilized alternatives.
These types of configurations also allow the service
provider to derive an estimate of the traffic matrix
by measuring and characterizing the traffic flow

Fig. 6. Classical IP over ATM overlay network.
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across the virtual circuits that inter-connect the
routers.
There are many disadvantages, however, asso-

ciated with the IP over ATM and IP over frame
relay overlay techniques for traffic engineering.
The most substantial limitations have to do with
the added cost of building and managing two in-
dependent networks with dissimilar technologies
and different operational semantics. Additionally,
the number of virtual circuits in the overlay ap-
proach, hence the number of adjacencies between
routers, generally grows as a function of the square
of the number of routers in the network. This is the
so-called OðN 2Þ scaling problem with the overlay
model for traffic engineering in IP networks.

4.2. Attractiveness of MPLS for traffic engineering

The attractiveness of MPLS for traffic engi-
neering arose from the fact that it can provide
equivalent (and sometimes superior) capabilities to
the overlay model in an integrated fashion on a
single network element. Some of the advantages
that MPLS offers relative to the overlay model are
(1) fewer network elements, (2) lower operating
costs, (3) greater reliability because fewer network
elements exist along the routed path, (4) poten-
tially less latency, and (5) simplified network ar-
chitectures. It should be noted that MPLS also
supports the overlay model, giving service pro-
viders the option to deploy overlay or integrated
solutions using a common MPLS technology in IP
networks. The IETF RFC-2702 [1] outlined a set
of capabilities which when added to MPLS allows
it to serve as an effective means to implement
various traffic engineering policies in IP networks.
These requirements have resulted in the extension
of IP signaling protocols (e.g., RSVP-TE [5]) and
routing protocols (e.g., IS–IS [10] and OSPF) to
support the new traffic engineering capabilities.
The IP signaling and routing protocols along with
the extensions mandated by MPLS traffic engi-
neering represent what is generally termed the
‘‘MPLS traffic engineering control plane’’. This
was reviewed briefly in Section 2 of this paper.
Subsequent proposals within the IETF have ex-
panded these requirements to encompass addi-
tional capabilities to support Diffserv-aware traffic

engineering in networks deploying both MPLS
and Diffserv [18]. Furthermore, these capabilities
have been extended to provide control plane ca-
pabilities for other transport network technologies
under the banner of MPkS [3] and GMPLS [24].

4.3. Fundamental problems of traffic engineering
over MPLS

As noted in [1], there are three fundamental
problems surrounding traffic engineering over
MPLS networks. The first problem concerns
mapping ingress traffic into FECs. The second
problem involves mapping FECs onto LSPs. The
third and last main problem involves mapping
LSPs onto the physical network topology.

4.4. Protocol extensions to support MPLS traffic
engineering

One of the main objectives of the MPLS traffic
engineering requirements is to introduce various
capabilities to allow constraint-based routing to be
implemented cost-effectively in IP networks. The
requirements for traffic engineering over MPLS
propose several attributes that can be associated
with ‘‘traffic trunks’’ to specify their behavioral
characteristics and performance requirements, and
various attributes that can be associated with
network resources to specify various resource at-
tributes and constraints, and to modulate the
routing of traffic trunks over them. A traffic trunk
essentially consists of traffic belonging to the same
class that are routed through a common path or
multi-path. In contemporary MPLS terminology,
the term LSP-tunnel is generally used to refer to
both the traffic trunk and the explicit LSP through
which it traverses.
The traffic engineering extensions to MPLS sup-

port the assignment of various types of attributes
to LSP-tunnels, such as bandwidth characteris-
tics, resource affinities, resilience attributes, prior-
ity attributes, preemptive capabilities, and many
others. The bandwidth characteristics indicate the
capacity requirements of the LSP from the net-
work. The resource affinities is a powerful means
to indicate general classes of resources to include
or exclude from the path of an LSP-tunnel. The
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resilience attributes indicate the survivability re-
quirements of an LSP-tunnel. The priority attri-
butes impose a partial order between different
LSP-tunnels. The preemptive capabilities stipulate
the conditions under which one LSP-tunnel can
preempt another when they contend for the same
resources. The MPLS traffic engineering exten-
sions also support the ability to associate various
attributes with network resources, such as capacity
constraints, over-subscription factors, resource
class attributes, and others. The attributes associ-
ated with resources are disseminated in link state
advertisements by the interior gateway routing
protocols which have been extended to support
this new capability.
With the advent of MPLS traffic engineering,

conventional IP routing protocols such as IS–IS
and OSPF have been extended to advertise new
types of capabilities and constraints associated
with links. Some of the new enhancements to IP
routing protocols include the assignment of traffic
engineering metrics to links, assignment of re-
source class attributes to links, the advertisement
of maximum link bandwidth, and the advertise-
ment of maximum reservable link bandwidth. The
value of the maximum reservable link bandwidth
can be manipulated by a network operator to
over-subscribe or under-subscribe a link.
The extensions to IP signaling protocols (RSVP

and LDP) have been much more fundamental than
the corresponding extensions to routing. In the
case of RSVP, several new objects have been added
to support the establishment and teardown of ex-
plicit LSPs with various types of behavioral attri-
butes. The new version of RSVP with the traffic
engineering extensions is called RSVP-TE and
is documented in [5] as a standards track Inter-
net RFC. Furthermore, while the original RSVP
specification was intended to be used by hosts to
request and reserve network resources for micro-
flows, the traffic extensions permit RSVP-TE to be
used by network elements (e.g., label switching
routers) to establish parameterized explicit LSPs
and assign network resources to them. Some of
the new objects introduced in the RSVP-TE spec-
ification include: a LABEL-REQUEST object,
RECORD-ROUTE object, LABEL object, EX-
PLICIT-ROUTE object, and new SESSION ob-

jects. New RSVP error messages have also been
added to provide notification of anomalous con-
ditions [5,6]. It should be noted that even though
two signaling protocols are currently supported for
MPLS traffic engineering, the RSVP-TE speci-
fication [5,6] has emerged as the dominant protocol
utilized in operational networks and implemented
by most network equipment manufacturers.
With the traffic engineering capabilities for

MPLS, the operational aspects associated with
establishment of LSP-tunnels are substantially
simplified. An LSP-tunnel can be established by
configuring its characteristics (endpoints plus the
desired performance and behavioral attributes)
at an originating LSR. The originating LSR will
then employ an appropriate constraint-based path
computation algorithm to compute a path through
the network satisfying the LSP-tunnel specifica-
tions subject to various constraints that exist
within the network. Once the path is successfully
computed, the originating LSR will subsequently
use an appropriate signaling protocol (e.g., RSVP-
TE) to establish the LSP-tunnel.

4.5. Operational considerations for MPLS traffic
engineering

We now turn our attention to some pragmatic
aspects by considering some of the operational
issues in the deployment of MPLS traffic engi-
neering solutions.
The way traffic engineering is actually con-

ducted in some operational IP networks is that the
network operator will configure LSR interfaces
and assign routing and traffic engineering attri-
butes to them. This information is subsequently
flooded throughout the routing area by the interior
gateway routing protocol with traffic engineering
extensions (e.g., OSPF-TE). Once the protocol
specified aspects of LSR interface configuration
management are concluded, the operator then
commences to configure parameters relating to
LSPs. The attributes of LSPs that are configured
include the destination endpoint, the miscella-
neous parameters of the LSP such as bandwidth,
priorities, affinities, and resilience properties. The
bandwidth assigned to an LSP can be based on
some notion of ‘‘effective bandwidth’’ which is
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derived during the analysis and characterization
phase of the traffic engineering process model.
Once these attributes of an LSP are configured, a
constraint-based routing mechanism at the origi-
nating LSR will then compute an appropriate path
through the network satisfying the LSP attributes
subject to prevailing network constraints. Once
a path is selected, the signaling protocol (e.g.,
RSVP-TE) will then be invoked to dynamically
establish the LSP.
LSP topology: One aspect that needs to be given

adequate thought from an operational perspective
is the layout of the LSP virtual topology. By this,
we mean determining which nodes will function
as endpoints of LSP-tunnels. Experience suggests
that networks with regular and well structured
virtual topologies are easier to manage, but this
regularity may come at the cost of loss in effi-
ciency. In any case, special consideration should be
given to whether to deploy a large number of LSP-
tunnels or a smaller number. A large number of
LSPs allows optimizing the network more effec-
tively, but may however result in significant oper-
ational complexity. On the other hand, fewer LSPs
are easier to manage, but may result in avoidable
network inefficiencies.
Load balancing across multiple parallel LSPs

with common endpoints is an important practical
traffic engineering problem in operational net-
works. Load balancing across multiple LSPs is
imperative in circumstances where the traffic de-
mand between the common endpoints exceeds the
capacity of a link or router interface along the
maximum bandwidth path between the endpoints.
The basic concept behind load balancing across
multiple parallel LSPs is to partition arriving
traffic (according to some principle of partitioning)
and assign the partitioned traffic onto the parallel
LSPs (according to some principle of allocation)
to achieve a network performance objective. The
assignment and allocation of arriving traffic to
parallel LSPs can be based on dynamic or static
considerations, and may be open loop or closed
loop. The open loop scenario occurs when the
partitioning and assignment of traffic onto the
parallel LSPs does not utilize dynamic feedback
information from the network to modulate the
decision process. Closed loop load balancing refers

to the scenario in which the partitioning and as-
signment of traffic onto parallel LSPs is influenced
by dynamic feedback information from the net-
work. Load balancing across multiple parallel
LSPs may also consider local policies involving
CoS considerations, especially in Diffserv-aware
MPLS networks.

4.6. Network survivability

Reliable network operation is an important as-
pect of Internet traffic engineering. In particular,
adequate considerationmust be given to the issue of
survivability of LSPs when network faults occur in
an operational context. The ability to offer en-
hanced survivability capabilities on a per LSP basis
is one of the many benefits that MPLS offers in IP
networks. Different types of protection, restora-
tion, and local repair schemes are feasible with
MPLS. The reader is referred to [25–27] for a
framework of MPLS recovery techniques and a
discussion of signaling enhancements. The Internet
draft [28] discusses the extensions to RSVP-TE
for establishment of backup LSP-tunnels for local
repair (i.e., recovery at intermediate segments of
LSP-tunnels when failures occur) of explicit LSP
routes.

4.7. Measurement considerations

Another important operational consideration in
MPLS traffic engineering is the measurement sys-
tem. Generally, it is desirable to have a view into
the route traversed by each LSP in the network, to
obtain traffic statistics within an LSP, to monitor
bandwidth requirements of each LSP, and to
monitor the dynamics of LSPs in the network. In
a differentiated services environment, it may also
be desirable to measure the delay along an LSP
under different conditions. Deriving a traffic ma-
trix from measured statistics is one of the funda-
mental issues in traffic engineering.

5. Diffserv-aware traffic engineering

We now turn our attention to the MPLS ex-
tensions to support Diffserv-aware traffic engi-
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neering. MPLS and Diffserv are two important
components of resource allocation in future IP
networks. The traffic engineering capabilities pro-
vided by MPLS facilitate effective routing and
global resource allocation within a given domain,
integrating advanced constraint-based routing with
bandwidth resource allocation. Diffserv deals with
local resource allocation (so-called per hop be-
haviors––PHB). In particular, it deals with the
allocation of buffer and link resources to packets
based on the Diffserv code point (DSCP) in the
packet headers.
There are actually two aspects to MPLS sup-

port of Diffserv. The first has to do with basic
support for Diffserv within MPLS itself. The sec-
ond concerns the actual traffic engineering con-
siderations in MPLS–Diffserv networks (that is,
networks that concurrently implement MPLS and
Diffserv). The MPLS support for basic Diffserv is
specified in [13], and essentially stipulates how
Diffserv behavior aggregates can be mapped onto
LSPs. Two types of LSPs are defined to support
this capability. The first type of LSPs are those
that can carry different types of ordered behavior
aggregates within the same LSP. These are called
EXP-inferred-LSPs or E-LSPs because the be-
havior aggregate of each packet is inferred from
the EXP bits (experimental bits) in the MPLS label
associated with the packet. The second type of
LSPs are those that carry only one type of be-
havior aggregate. These are called Label-inferred-
LSPs or L-LSPs, because the behavior aggregate
for packets is inferred from the label assigned to
each packet.
The motivation for the MPLS requirements to

support Diffserv aware traffic engineering derives
from the fact that the original MPLS traffic engi-
neering proposals focused on the optimization of
aggregated traffic trunks, without adequate con-
sideration to the issue of preferential treatment to
different types of traffic in a Diffserv environment.
There are two issues in the original MPLS-TE
requirements that have direct bearing on Diffserv-
aware traffic engineering, namely the concepts of
priorities and preemption. The detailed require-
ments for Diffserv-aware traffic engineering are
contained in [18]. These requirements allow traffic
engineering to be applied at a finer granularity, on

a per class basis, in MPLS–Diffserv networks, so
that the service and performance requirements of
each class can be accommodated. Diffserv-aware
traffic engineering is particularly relevant in net-
work scenarios where capacity is scarce, and where
traffic belonging to different behavior aggregates
contend for network resources.
With Diffserv-aware traffic engineering, differ-

ent bandwidth constraints can be specified on net-
work elements for different classes of traffic––so
that different classes have different views of net-
work resource availability. Essentially, this allows
the service provider to carve the network into
different capacitated virtual networks for different
traffic classes which co-exist within the same com-
mon underlying infrastructure. One of the re-
quirements for Diffserv-aware traffic engineering is
that the class specific virtual networks have to be
work conserving, which means that if a high pri-
ority traffic class does not use up all its allotted
bandwidth, the remaining bandwidth can be uti-
lized by other service classes.

6. Analytical approaches to MPLS traffic engineer-

ing

We now turn our attention to analytical mod-
eling and mathematical formulation of the MPLS
traffic engineering problem. These activities are
mostly concerned with the third and fourth
phases of the traffic engineering process model,
described in Section 3. There are many sub-prob-
lems involved in the performance optimization of
operational MPLS networks. Three of the most
significant problems include: (1) constraint-based
routing, (2) traffic partitioning and assignment,
and (3) restoration. It should be noted that even
though these problems are well known in other
application domains, they are still in a state of
infancy concerning MPLS, and much remains to
be done. Accordingly the literature addressing
these areas is somewhat limited, at this time.
The problem of constraint-based routing deals,

in general, with the computation of paths for LSPs
subject to various types of constraints. The con-
straints themselves may be inherent to the net-
work (e.g., available bandwidth) or they can be
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administratively specified (e.g., affinities and re-
source class attributes, and diversity requirements
for protection and restoration). The computa-
tional aspects of constraint-based routing can be
performed online or offline. Generally, these
problems are NP-complete. This means that sim-
ple heuristics that produce good ‘‘engineering’’
solutions in reasonable time must be employed for
online path computation. On the other hand, off-
line path computation can employ more sophisti-
cated heuristics. Among the early work in the area
of offline MPLS constraint-based routing is the
contribution by Fahim [19], which utilized a cen-
tralized global optimization algorithm.
A heuristic online path selection method, re-

ferred to as minimum interference routing algo-
rithm (MIRA) is presented in [20]. This algorithm,
which requires a priori knowledge of ingress–
egress pairs, attempts to defer loading of certain so
called ‘‘critical links’’. The critical link is defined as
those links whose congestion will cause blocking of
future LSP setup requests between more than one
ingress–egress pair. There are, however, compu-
tational complexities associated with this algo-
rithm.
The second important MPLS traffic engineering

optimization problem deals with the optimal par-
titioning and assignment of traffic to parallel LSPs
between pairs of MPLS ingress and egress nodes.
One aspect of this problem deals with the dy-
namic control of the partitioning of traffic and
the assignment of the partitions to parallel LSPs
to optimize network performance. Mathematical
formulations of this problem are provided in
[8,9,16]. In the next paragraph, we briefly review
the approach described in [8,9].
Fig. 7 depicts three paths between ingress node

A and egress node Z. The question addressed in
[8,9] is how to map the input traffic (which arrives
according to a stochastic process) dynamically and
efficiently onto the parallel paths. The approach is
based on developing an analytical model to obtain
the optimal partitioning of ingress traffic and the
subsequent mapping of the traffic onto the parallel
LSPs, taking into account the current state of the
network. Each LSP was modeled by a sequence of
queues and to simplify the problem, so that each
node along the LSP was represented by a queue

and each queue was characterized as an M/M/1/K
system. The model takes into account the aggre-
gate traffic arriving at each nodal queue, some of
which is contributed by traffic from the target LSP
traversing the node, while the remaining traffic is
contributed by all other LSPs that traverse the
node. An iterative methodology was then applied
to solve the resulting problem.
The third important MPLS traffic engineering

problem, path restoration in MPLS networks, has
not been studied extensively in the literature.
Several proposals dealing with MPLS protection,
restoration, and local recovery have been submit-
ted to the IETF. There are many approaches that
have been proposed for restoration in ATM net-
works which might be applicable to MPLS with
some modifications. The method of mapping traffic
onto parallel LSPs can also be used to implement
graceful performance degradation under failure
scenarios. In this approach, when a failure impacts
one of the LSPs in the parallel configuration, the
traffic originally assigned to it is reassigned to the
remaining LSPs using an appropriate partitioning
and assignment methodology.

7. Generalized MPLS

Perhaps the most significant advancement in the
evolution of the MPLS is the extension and gen-
eralization of the MPLS traffic engineering control
plane to serve as the control plane for other types
of transport networks, including TDM networks

Fig. 7. Illustrative network with three parallel LSPs between

two nodes.
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(e.g., SONET/SDH) and optical transport net-
works. This effort has been embarked upon by the
IETF under the acronym Generalized MPLS
(GMPLS).
GMPLS is a suite of control plane protocols

that provides consistent and uniform semantics
for signaling, routing, and link management in
different types of transport networks [24]. GMPLS
strongly advocates and promotes explicit separa-
tion of the control plane from the underlying data-
plane or transport infrastructure. GMPLS allows
products from different vendors to inter-operate
at a control level in different types of switched
transport networks. GMPLS also allows new and
innovative ways to inter-connect various technol-
ogies and different layers, without restricting the
way individual layers interwork with each other.
Ultimately, GMPLS will simplify the design, de-
ployment, and operations management of hetero-
geneous networks consisting of an assortment of
packet switched and circuit switched equipment
from different manufacturers.

7.1. Origins of GMPLS

Fig. 8 depicts the evolution of GMPLS. The
origins of GMPLS can be traced back directly
to the multi-protocol lambda switching (MPkS)
concept originally proposed by Awduche and
Rekhter, which was submitted to the IETF as an
Internet Draft in 1999 (see [3]). The main idea
underlying MPkS is the adaptation, specialization,
and reuse of control plane concepts originally de-
veloped for MPLS traffic engineering in optical
networks. The traffic engineering control plane it-
self (traffic engineering extensions to IP routing
and signaling protocols) arose in response to the
requirements stipulated in [1].
The applicability of the MPLS traffic engineer-

ing control plane to the optical domain, as pro-
pounded in the MPkS proposition, depends very
much on the conceptual commonalities that exist
between label switching routers and optical cross-
connects, coupled with the commonalities that
exist between explicit LSPs and optical channel
trails. These commonalities were highlighted in the
MPkS proposal, along with various interesting
architectural possibilities brought about by the

new approach [3]. However, there are several uni-
que features of optical transport networks that
must be taken into consideration in the design of
control plane technologies for this domain. These
include the need to convey additional topology
state information to capture some of the peculiar
characteristics of optical networks, and the need
for more complex constraint-based path selection
algorithms. Furthermore, failures occurring in the
control plane of optical networks should not im-
pact established optical connections carrying user
traffic.
GMPLS has generalized the MPkS concept, so

that the same control plane concepts can be used
in other switched transport technologies, such as
TDM and optical networks for example, as well
as traditional packet and cell switched networks.
In particular, GMPLS extends the concept of a
‘‘label’’, so that: (1) in a packet-switched network,
a label represents a short tag attached to a packet;
(2) in a TDM network, a label represents a time
slot; (3) in a wavelength-switched network, a label
represents a wavelength; and (4) in a fiber-switched
network, a label represents a fiber. To support
these extensions, a broad range of interface types
have been defined over which a GMPLS control
plane can exercise control. These include: packet
switch capable interfaces (PSC), TDM, lambda
switch capable interface (LSC), and fiber switch
capable interface (FSC).
GMPLS consists of three main aspects: routing,

signaling, and link management. GMPLS also

Fig. 8. Evolution of GMPLS.
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explicitly decouples the control channel (over
which control information flow) from the trans-
port or bearer channels (over which user traffic
traverse). This decoupling has important implica-
tions on the fault handling characteristics of the
control plane, because failure in the control plane
does not necessarily imply failure of the transport
plane, unlike in conventional IP routing for ex-
ample. GMPLS also requires bi-directional con-
trol channels between two adjacent nodes, even if
the neighboring nodes are inter connected by
unidirectional links at the transport level.
The routing component of GMPLS essen-

tially consists of new extensions to conventional IP
routing protocols (IS–IS and OSPF), on top of the
previous extensions for MPLS traffic engineering
(see e.g., [22]). The main issues for routing in
general transport networks center around selecting
the best path (or set of paths) for the transport of
traffic across the network. This activity requires
neighbor discovery, network resource discovery,
topology state information acquisition and dis-
semination, topology state information manage-
ment, and path selection. The last issue mentioned,
namely path selection, is clearly a critical consid-
eration in the design of control planes for switched
transport networks, but it is not directly covered
by the GMPLS specifications, because the algo-
rithmic aspects of explicit path computation do
not require direct inter-operability, except to pro-
vide topology state information and associated
constraints which serve as input in the path selec-
tion process. The bulk of the GMPLS extensions
to conventional IP routing protocols deal with
the ability to acquire, represent, disseminate, and
manage new types of link information. The con-
cept of link is generalized in GMPLS to admit a
variety of constructs with different properties that
support topological adjacency between two nodes.
Additional mechanisms, such as link bundling,
have been introduced to enhance the scalability of
the routing component in transport networks in
which multiple links can exist between two nodes
(e.g., DWDM systems). The concept of forwarding
adjacency, which allows a node to advertise a link
which was previously established by its own con-
trol plane, has also been made an integral aspect of
GMPLS routing. In the case of OSPF, for exam-

ple, the opaque LSA has been augmented with new
TLVs to support additional traffic engineering
characteristics of transport networks. Some of
the new link characteristics include: incoming and
outgoing interface identifiers, link protection type,
shared risk link groups, and interface switching
descriptor.
In the case of signaling, GMPLS has introduced

many enhancements to the MPLS traffic engi-
neering signaling protocols [21]. The concept of
‘label’ has been generalized, as noted earlier, to
support the reconfiguration of various types of
switching elements in transport networks. Ac-
cordingly a ‘generalized label object,’ has been
added to the signaling protocols (e.g., RSVP-TE).
Another new signaling extension with GMPLS
is support for bi-directional LSPs (the original
MPLS specifications supported only unidirectional
LSPs). The concept of ‘suggested label’ has also
been included to allow an upstream node to sug-
gest a label to a downstream node (the original
MPLS signaling protocols support downstream-
on-demand label distributed where labels are ex-
clusively assigned by downstream nodes). The
intent of the suggested label is to reduce setup
latency, by allowing the upstream not to recon-
figure its switching matrix before it receives an
explicit label binding from the downstream node,
but it can be applied in optical networks with
limited wavelength conversion capability to per-
form wavelength assignment by upstream nodes.
Another new signaling capability, driven by opti-
cal networks, is the ‘label set’ concept, which
allows an upstream node to restrict the range of
labels that a downstream node can allocate. Again,
this capability can be used for wavelength assign-
ment. The label set restriction can be imposed on a
single hop or along the entire LSP path. A failure
indication mechanism has been added to the sig-
naling protocol to allow a downstream node to
notify upstream of failures. This feature is imper-
ative for fault recovery in optical networks where
loss of light and other traffic impairments are
usually detected by downstream nodes, but not
upstream nodes. Therefore, upstream nodes need
to be notified of faults detected by downstream
nodes to effect appropriate recovery policies. An-
other GMPLS signaling enhancement is the ability
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to include technology specific characteristics in the
signaling protocol. Lastly, a mechanism is pro-
vided to support the splicing together of two LSP
segments. In short, almost every aspect of the
original MPLS traffic engineering signaling pro-
tocol extensions have been further refined and
enhanced to support the GMPLS concept.
The third main component of GMPLS is the

link management protocol (LMP), which is a new
protocol that has been specifically developed with
the advent of GMPLS [23]. The motivation for
LMP arose from the observation that the control
channel between two adjacent nodes in general
transport networks (e.g., optical networks) is gen-
erally decoupled from the bearer channels. This
means that it is not possible to make useful infer-
ences about the condition of the bearer channels
from the condition of the control channels. Fur-
thermore, the bearer channels between two adja-
cent nodes may consist of thousands of links. LMP
was designed to deal with these types of scenarios.
LMP runs between two adjacent nodes and is used
for both link property correlation and control
channel management. LMP implements a ‘hello’
protocol to detect control channel failure between
adjacent nodes. The link property correlation
feature is used to advertise various properties of
component links in the underlying bearer network
between two adjacent nodes. LMP can also be
used for link property correlation and fault man-
agement between adjacent nodes.

8. Future directions

This section explores some possible future di-
rections in the evolution of the operational as-
pects of MPLS-based Internet traffic engineering.
We will highlight aspects relating to policy-based
MPLS network management, customer network
management (CNM), and the related issue of ad-
vanced service level agreement (SLA) manage-
ment. Constraint-based routing will remain an
area of focal activity into the foreseeable future
concerning MPLS traffic engineering. The areas of
IP over optical architectures and inter-connection
models will be an area of significant research and
development activities, especially when both the IP

and optical domains utilize GMPLS control plane
technologies. Inter-domain traffic engineering is
yet another important research problem worth
mentioning.

8.1. Policy-based MPLS network management

The ultimate goal of policy-based network
management is to provide the capability to man-
age heterogeneous networks in a uniform fashion,
preferably from business directives without fixa-
tion on the underlying technologies. Policy-based
management is the next critical phase in the evo-
lution of MPLS traffic engineering. Policy-based
network management involves establishing a level
of abstraction in the network control and man-
agement software systems that allows masking
the technological characteristics of the network.
We distinguish between two levels of policy-
based network management: (1) high order policy-
based management and (2) low order policy-based
management. High order policy-based manage-
ment is concerned with creating an abstraction
layer between business logic and network logic.
Low order policy-based management is imple-
mented within the network itself and involves re-
solving low level policy issues within the network.
Examples of low order policy-based management
within the network are the application of control
policies in the selection of paths for LSPs, in the
assignment of bandwidth and other resources to
LSPs, in the reservation of resources for LSPs, in
the mapping of traffic onto LSPs, in establishing
criteria for service policies within a network ele-
ment (queueing, scheduling, rate shaping, polic-
ing), and in the recovery and restoration of traffic
under network fault conditions.
As shown in Fig. 9, a high order policy-based

management infrastructure contains the following
basic components: (1) a policy management in-
terface, (2) a policy decision point, (3) a policy
repository, and (4) policy enforcement points. The
policy repository is an interface to the policy
management system. It allows users to specify and
submit policy statements derived from business
and engineering directives in the form of policy
schemas. The policy repository stores persistent
policy information. The policy decision point
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converts high order policy logic into network
management and control logic. The policy en-
forcement points (which will typically reside within
the network) are responsible for executing the final
decisions by implementing or activating network
control functions. Within the context of policy-
based management of MPLS networks, the MPLS
traffic engineering control plane can be viewed as
both a policy decision point and a policy en-
forcement point. The research and development
challenge is to explore and understand the various
facets relating to policy-based management of
MPLS networks, and in particular heterogeneous
multi-technology GMPLS networks as the under-
lying infrastructure continues to evolve.

8.2. Customer network management

CNM will be another important future phase in
the evolution of MPLS-based networks. CNM
allows a customer to modify and monitor the
services he or she enjoys from the network by in-
teracting with a CNM portal situated within the
service provider network. The business drivers for
CNM center around operational cost reduction
and enhancing the economies of scale of the net-
work, so that the cost of customer service will not
increase proportionately with the number of cus-
tomers subscribed to the network. This means

particularly that the cost of operating the network
will not grow proportionately with the size of the
network, and the subscribed customer base. Clo-
sely related to the concept of CNM is the notion
of end-to-end flow through provisioning which
enables provisioning of network services in a com-
pletely automated fashion, without human inter-
vention at intermediate points in the network.
Another related concept is the idea of advanced
SLA management which can exploit the MPLS
traffic engineering capabilities in large-scale IP
networks.

8.3. IP over optical inter-connection architectures
and models

Inter-connection models for IP over optical
network architectures will be an area of consider-
able interest. The inter-connection models that
are under active consideration today include the
overlay model, the peer model, and the aug-
mented model. The peer model, in particular,
presents many interesting conceptual and practi-
cal challenges relating to security, scalability, fault
containment, performance optimization, routing
control, signaling control, link management, re-
source allocation, etc. These issues are largely
unexplored because the peer model is the conse-
quence of the recent introduction of MPLS and
GMPLS.

8.4. Inter-domain traffic engineering

Most of the industrial activities relating to In-
ternet traffic engineering have centered around
intra-domain traffic engineering, that is traffic en-
gineering within a given autonomous system in the
Internet. The issue of inter-domain traffic engi-
neering, that is traffic engineering across autono-
mous systems, is an important topic in need of
more rigorous studies [7].

9. Conclusion

This paper described the basic concepts of
MPLS and its applications to Internet traffic en-
gineering. The process model for traffic engineer-

Fig. 9. Generic functional components for MPLS policy-based

management.
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ing was also discussed, along with traffic engi-
neering considerations in combined MPLS and
Diffserv networks. Continuing advances in tech-
nology will result in changes in the way traffic
engineering is performed in the Internet. For
example, the emergence of intelligent optical inter-
networking systems in the future, with sophis-
ticated bandwidth provisioning capabilities and
dynamic wavelength routing based on GMPLS
will have a significant impact on traffic engi-
neering in core IP networks. Coupled with these
are fundamental research and development issues
that remain unexplored in constraint-based rout-
ing, policy-based management of MPLS networks,
CNM, and IP over optical architectures and inter-
connection models utilizing GMPLS.
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