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Index Terms: CDMA, Linear MMSE Receivers, Power Control, WBE sequences, UserCapacity.1 IntroductionA central problem in the design of wireless networks is how to use the limited resources suchas bandwidth and power most e�ciently in order to meet the quality-of-service requirementsof applications in terms of bitrate and loss. To meet these challenges, there have beenintense e�orts in developing more sophisticated physical layer communication techniques. Asigni�cant thrust of work has been on developingmultiuser receiver structures which mitigatethe interference between users in spread spectrum systems. (See for example [21, 8, 9, 26,10, 14, 15].)In this paper, we would like to study the user capacity of a synchronous power-controlledCDMA system with multiuser receivers. The processing gain represents the degrees of free-dom in the system. We assume that at the receiver, each user is demodulated using a linearreceiver structure; in particular, we shall focus on the \linear MMSE receiver" ( formallyde�ned in Section 2; also see [10]). We are interested in the user capacity of both the uplink(mobiles to base station) and the downlink (base station to mobiles) of this system equippedwith linear MMSE multiuser receiver. We say that a set of users is admissible in the uplinksystem with processing gain N if one can allot signature sequences to the users and controltheir received power such that the signal-to-interference (SIR) of each user is greater than itsSIR requirement. We are interested in the problem of characterizing the maximum numberof users per degree of freedom, called the user capacity of the uplink system. Analogousde�nitions of admissibility and user capacity can be made for the downlink. For the mostpart in this paper we shall focus on the uplink (the downlink scenario turns out to be verysimilar and we brie
y summarize the results) and our main results are as follows:1. K users with SIR requirements �1; : : : ; �K are admissible in the system with processinggain N if and only if KXi=1 �i1 + �i < NThis allows us to characterize the admissibility of users via a notion of e�ective band-width. If we consider �1+� as the e�ective bandwidth of a user with SIR requirement�, then users are admissible if and only if the sum of their e�ective bandwidths is lessthan the processing gain of the system.2. Our proof of the admissibility of users with SIR requirements �1; : : : ; �K is constructivein nature, i.e., we explicitly allocate powers and signature sequences so that users' SIRrequirements are met (such allocations are called valid). Among the class of validallocations, we identify the optimal allocation, optimal in the sense of minimizing thesum of allocated powers. The optimal allocation has the following structure:2



(a) A user is said to be oversized if its' e�ective bandwidth is large relative to thee�ective bandwidths of the other users. Oversized users are allocated orthogonalsignature sequences (hence independent channels) and powers proportional totheir SIR requirements.(b) Non-oversized users are allocated sequences that we denote generalized WBE se-quences. These users are allocated powers proportional to their e�ective band-width.3. With this allocation of signature sequences and powers, the MMSE linear receiversimpli�es (somewhat unexpectedly) to the matched �lter for each user. Thus the usercapacity of a system using the a priori inferior matched �lter receiver is the same asthat of the system using MMSE linear receiver.4. In the special case when the SIR requirements of all the users are equal (to say �),our main result simpli�es to the following: K users are admissible in the system withprocessing gain N if and only if KN < 1 + 1�Using the optimality (in the sense of minimizing sum of allocated powers) of the allo-cation scheme, we identify the precise loss in the admissibility of number of users as afunction of the background noise power and the average received power constraint.In [17], the authors consider the scenario when the signature sequences of the usersare independent and randomly chosen. They show that the SIR of the users of a largesystem (with large number of users and large processing gain) converges (in probability) andanalyze the user capacity of the system based on the value to which the SIR converges. Itis interesting to compare the performance of that system with the one considered here whenthe sequences are optimally chosen:1. Under the MMSE receiver, the user capacity of a system using random sequences isasymptotically identical to that of a system with optimally chosen sequences. Thisholds when there are no transmit power constraints, or equivalently, when the back-ground noise power is low. We will provide an explanation for this phenomenon.2. Under the conventional matched-�lter receiver, a system using random sequences ad-mits 1 user per degree of freedom less than when the sequences are optimally chosen.This shows that while the MMSE and the matched-�lter receivers have the same per-formance when the sequences are optimally chosen, the MMSE receiver is much morerobust to the choice of spreading sequences.3. Under transmit power constraints, systems employing random sequences admit strictlyless users than the corresponding systems with optimal sequences. We quantify pre-cisely the gap in performance. 3



In related work, there has been a great deal of research studying the problem of powercontrol of the users for conventional CDMA systems. Distributed iterative algorithms thatachieve power control of the users is discussed in for example [3] and [5]. These ideas wereextended subsequently to systems with MMSE receivers [18], [7], but they focused on derivingconvergent power control algorithms rather than analyzing the achievable user capacity. Theproblem of identifying good signature sequences has been studied in [12] in the context of aspread-spectrum system with conventional matched �lter receiver and equal received powerfor all users. In [13], for equal received powers, the problem addressed in an informationtheoretic setting is to identify signature sequences for which the sum capacity, the sum ofrates of all the users at which reliable communication can take place, is maximized. Toachieve sum capacity joint processing of the users is required (for example, MMSE receiverswith successive cancellation; see [20]) while in this paper we restrict ourselves to single userdemodulators. Though the problem addressed in [13] is thus di�erent from the problemaddressed in this paper, the optimal sequences turn out to be identical. This statement istrue even for the situation of unequal received powers, as shown by the recent work [23].An important special case subsumed by our framework is when the signature sequencesare constrained to be chosen from an orthogonal sequence set. This corresponds to dividingthe entire bandwidth into frequency slots (or channels), i.e., a joint FDMA/CDMA system.In this case the receiver is trivial and both MMSE and matched �lter receiver structures co-incide. Our main result in this framework is as follows: K users each with SIR requirement� are admissible in the system with processing gain N if and only if K < Nb1 + 1�c. Weobserve that the maximum number of users admissible per unit processing gain di�ers fromthe earlier results by an integer part. Thus, we identify the gain by using non-orthogonalcodes and multi-user linear receivers; the di�erence depends on the factor 1� and the pro-cessing gain N . In the scenario when users are di�erentiated by their SIR requirement, weidentify the user capacity of the system.This paper is organized as follows: In Section 2, we give a precise de�nition of the uplinkmodel and of the admissibility of the users. User capacity of the uplink system with linearMMSE receivers for the situation of equal SIR requirements of the users is identi�ed inSection 3. In a physical system, the power transmitted by a user is constrained naturally.In Section 4, we demonstrate the optimality of a particular allocation scheme (developed inthe previous section) in the sense of minimizing sum of allocated powers. This allows us toprecisely quantify the loss in user capacity of the system with a received power constraint.Section 5 completely generalizes the results of the previous two sections to the situationwhen users have di�erent SIR requirements. In Section 6, we will focus on the downlink.We can ask our admissibility and user capacity region questions in this setup too. As canbe expected, there is a lot of connection between the downlink and uplink scenarios and wesummarize the results. Section 7 focuses on the joint FDMA/CDMA setup that correspondsto the restriction of signature sequences to be chosen from an orthogonal sequence set andidenti�es the user capacity of the system under various settings. Section 8 contains ourconclusions and discusses directions towards future work.4



2 Model and De�nitions2.1 Standard Synchronous CDMA ModelWe consider a symbol-synchronous CDMA system and focus on the uplink. Following thestandard notation (see Section 2.1 in [22]), the received signal in one symbol interval (of Ttime units) can be expressed as:y (t) = KXi=1Xisi (t) + n (t) t 2 [0; T ]Here T is the inverse of the data rate, K is the number of users and si (t) ; t 2 [0; T ] isthe signature waveform of user i, and is thought of as an element of L2 [0; T ], the Hilbertspace of square integrable functions on [0; T ]. The waveform si (t) ; t 2 [0; T ] is assumedto have unit norm. The information transmitted by each user is modeled as zero mean,independent random variables X1;X2; : : : ;XK . The variance E [X2i ] is the power at whichuser i is received. We denote the received power of user i as pi, the product of the transmitpower of user i and the path gain from user i to the receiver (base station). By the assumptionof perfect power control or equivalently perfect channel estimation, we shall assume that wecan allocate received powers for the users. The process n (t) is additive white Gaussian noiseindependent of the user symbols X1; : : : ;XK.Let the processing gain of the system be N . Following the usual notation (as in Sec-tion 2.3.6 of [22]), the signature waveforms can then be written assi (t) = NXj=1 si (j) j (t) t 2 [0; T ] (1)where f (t) ; t 2 [0; T ]gj=1:::N is an orthonormal set in L2 [0; T ] and si (j) is the inner prod-uct between the waveform of user i, namely si (t) and  j (t). With some abuse of notation,let us represent the vector of inner products (si (1) ; : : : ; si (N)) as si the signature sequenceof user i (si is a vector in SN�11 , the unit sphere in RN ). It is well known that the pro-jections fyjgj=1:::N of yt; t 2 [0; T ] on f j (t) ; t 2 [0; T ]gj=1:::N are su�cient statistics (seeSection 2.9.2 and Chapter 3 of [22]) for the problem of demodulating the user symbols.Writing Y = (y1; : : : ; yN ) as a vector in RN , the received signal, can be written as:Y = KXi=1 siXi +Wwhere W is an i.i.d Gaussian vector with covariance �2I. independent of the transmittedsymbols. Henceforth we shall consider the allocation of signature sequences for the users.By a suitable choice of the orthonormal waveform set f j (t) ; t 2 [0; T ]gj=1:::N , the signaturewaveforms for the users can be constructed (following (1)).5



Suppose the symbol of user i is decoded using a linear receiver, denoted by ci (a vectorin RN ), then the signal to interference ratio of user i (SIRi) isSIRi = (ci; si)2 pi�2 (ci; ci) +Pj 6=i (ci; sj)2 pj (2)We say that K users are admissible in the system if there is an allocation of positive powersp1; : : : ; pK, signature sequences s1; : : : ; sK 2 SN�11 and linear receiver structures c1; : : : ; cKsuch that SIRi � � 8i = 1 : : :KHere � > 0 is some �xed SIR requirement of each user that has to be met for satisfactoryperformance. Such a choice of powers and signature sequences is called a valid allocation.2.2 Structure of Optimum linear receiverIt is well known that the MMSE receiver is the optimum linear receiver, optimum in the senseof maximizing the SIR of each user. While there are many derivations of the structure of theMMSE receiver (see [10, 17, 18] for example) c1; : : : ; cK, we give an elementary derivation ofthe same as the argument of a problem of minimizing a convex function over a convex setbelow (this will also aid us in developing notation to be used in the characterization of theuser capacity regions):Fix the user powers p1; : : : ; pK , and the signature sequences s1; : : : ; sK. The optimum re-ceiver ci is one that maximizes SIRi. Now, let S = [s1; s2; : : : ; sK] and D = diag (p1; : : : ; pK)and Si = [s1 : : : ; si�1; si+1 : : : ; sK] and Di = diag (p1; : : : ; pi�1; pi+1 : : : ; pK). Let Zi =SiDiSti + �2I and Z = SDSt + �2I and we note that they are positive de�nite. LetZi = Ui�iU ti for a positive diagonal matrix �i and unitary Ui. Also, let SDSt = U�U t.Then, maxci 6=0 SIRi = maxci 6=0 (ci; si)2 pictiZici= pimaxxi 6=0 xti�� 12i U ti sistiUi�� 12i xixtixi where xi = � 12i U ti ciThus the argmax is given by xi = �� 12i U ti si and the optimal receiver structure isci = Z�1i si (3)Hence, under the MMSE receiver,SIRi = stiZ�1i sipi (4)= sti �Z � pisisti��1 sipi6



= sti  Z�1 + Z�1sistiZ�1pi1� stiZ�1sipi! sipi= stiZ�1sipi1 � stiZ�1sipi (5)where we used the following formula in the second step:�A� xyt��1 = A�1 + A�1xytA�11 � ytA�1xwhenever the terms exist. Here stiZ�1sipi is strictly less than 1 and thus all the terms arewell de�ned.3 Characterization of User CapacityWe shall begin with an elementary calculation of the error of estimation using the MMSElinear receiver in terms of the signature sequences and powers of the users and derive a\conservation law" for the estimation errors.3.1 Conservation law for the MMSE receiverRecall the channel model in matrix form:Y = SX +Wwhere S is the matrix the columns of which are the signature sequences of the users and Xis the vector of transmitted symbols from the users. If X̂ is the vector MMSE estimate ofX, a direct application of the orthogonality principle yieldsX̂ = DSt hSDSt + �2Ii�1 Yand the covariance matrix of the error � � X̂ �X is given byK� = D �DSt hSDSt + �2Ii�1 SD (6)where D � diag(p1; : : : ; pK) is the covariance matrix of X. It follows thattrace �D� 12K�D� 12� (7)= K � trace�D 12St hSDSt + �2Ii�1 SD 12�= K � trace�SDSt hSDSt + �2Ii�1�= K � NXi=1 �i�i + �2 (8)7



where �i's are the eigenvalues of the matrix SDSt. If we letMMSEi � E[(X̂i �Xi)2]pibe the (normalized) minimum mean-square error for user i, then (8) becomesKXi=1MMSEi = K � NXi=1 �i�i + �2 (9)> K � rank (S) (10)There is a simple one-one relationship between the normalized minimum mean square errorMMSEi of user i and the SIR achieved by that user, namely SIRi (see (2)). Let X̂i be thelinear estimate of Xi from Y using the linear receiver ci, i.e., X̂i = ctiY . We shall assumethat ci is appropriately normalized so that the error in the estimate E ���X̂i �Xi�2� isminimized at � = 1. Then, it can be veri�ed thatMMSEi = 11 + SIRi (11)In particular, this relation holds when the receiver is the linear MMSE one. Using (9) and(11), we have KXi=1 SIRi1 + SIRi = K � KXi=1MMSEi= NXi=1 �i�i + �2 (12)< N (13)We can now derive the �rst main result of this paper: the identi�cation of the usercapacity of a single cell S-CDMA system equipped with linear MMSE receiver. We assumethat each user has the same SIR requirement �. Observe that if the number of users is lessthan or equal to the processing gain, the trivial choice of orthogonal signature sequences forthe users ensures arbitrary SIR requirements to be met if we can scale up the power of theusers. Hence, without of loss of generality we shall henceforth assume that the number ofusers is greater than the processing gain.3.2 User Capacity CharacterizationThe following is a complete characterization of the admissibility of the users with equal SIRrequirements and equipped with MMSE receivers.8



Theorem 3.1 K users are admissible in the system with processing gain N if and only ifK < N  1 + 1�!Proof Suppose K users are admissible in the system with processing gain N . Then, byde�nition, there exist sequences s1; : : : ; sK 2 SN1 , positive powers p1; : : : ; pK such that forevery user i, we have SIRi � �, where the receiver structure is as in (3). Appealing now to(13), we have the upper bound K < N  1 + 1�!To see that this su�cient also, we shall provide an explicit valid allocation scheme:Suppose K < N �1 + 1��. Choose the powers to bepi = p = �21 + 1� � KN 8i = 1 : : :K (14)and sequences such that SSt = KN I. Then, using (5), 8i = 1 : : : K,SIRi1 + SIRi = sti �pSSt + �2I��1 sip= sti �KN pI + �2I��1 sip= NpKp +N�2= �1 + �Hence for each user i, we have SIRi = � and the K users are admissible in the system withprocessing gain N . We need to show the existence of sequences such that SSt = KN I. Webegin with some de�nitions:De�nition 3.1 For any x = (x1; : : : ; xn) 2 Rn, letx[1] � � � � � x[n]denote the components of x in decreasing order, called the order statistics of x.Majorization makes precise the vague notion that the components of a vector x are \lessspread out" or \more nearly equal" than are the components of a vector y by the statementx is majorized by y. 9



De�nition 3.2 For x; y 2 Rn, say that x is majorized by y (or y majorizes x) ifPki=1 x[i] � Pki=1 y[i]; k = 1 : : : n� 1Pni=1 x[i] = Pni=1 y[i]A comprehensive reference on majorization and its applications is [11]. A simple (trivial,but important) example of majorization between two vectors is the following:Example 3.1 For every a 2 Rn such that Pni=1 ai = 1,(a1; : : : ; an) majorizes �1n; 1n; : : : ; 1n�It is well known that the sum of diagonal elements of a matrix is equal to the sum of itseigenvalues. When the matrix is symmetric the precise relationship between the diagonalelements and the eigenvalues is that of majorization:Lemma 3.1 (Theorem 9.B.1 and 9.B.2 in [11]) Let H be a symmetric matrix with di-agonal elements h1; : : : ; hn and eigenvalues �1; : : : ; �n we have(�1; : : : ; �n) majorizes (h1; : : : ; hn)That h = (h1; : : : ; hn) and � = (�1; : : : ; �n) cannot be compared by an ordering stronger thanmajorization is the consequence of the following converse: If h1 � � � � � hn and �1 � � � ��nare 2n numbers such that � majorizes h, then there exists a real symmetric matrix H withdiagonal elements h1; : : : ; hn and eigenvalues �1; : : : ; �n.We shall use these notions and results to construct sequences such that SSt = KN I. The vector(1; : : : ; 1) in RK is majorized by the vector with N entries equal to KN and the remainingK � N entries equal to 0 (this is a simple application of Example 3.1). Now, appealingto Lemma 3.1, there exists a symmetric matrix, say P , with unit diagonal entries andeigenvalues KN and 0 with multiplicities (both algebraic and geometric) equal to N andK �N respectively. Let v1; : : : ; vN 2 R1�K be orthonormal eigenvectors of P correspondingto the eigenvalue KN . Denoting the matrix S = [s1; : : : ; sK], we allocate sequences for theusers as below: S = sKN 266664 v1v2...vN 377775Then, note that SSt = KN I. These sequences were �rst identi�ed in [12] (but in theircontext the sequences were in f1;�1gN) and the authors referred to such s1; : : : ; sK as WBEsequences, sequences that meet the so-called Welch Bound Equality (see [25]). We shallhenceforth assume that the WBE sequences are in SN�11 .10



3.3 Observations of valid allocationsBelow, we observe some properties of valid allocations in general and in particular the speci�cvalid allocation we demonstrated in the proof of Theorem 3.1.1. Suppose K users are admissible in the system with processing gain N . Let s1; : : : ; sKbe a valid allocation of sequences. Then, with these sequences �xed, among all validallocations of powers (i.e., with this allocation SIRi � �i) there exists a component-wiseminimal power allocation (see [18]) and with this allocation, SIRi = �i. Hence, whenthe sequences are WBE sequences, it follows that the power allocation pi = p = �21+ 1��KNis the component-wise minimal power solution.2. We shall now focus on this speci�c allocation scheme of WBE sequences and corre-sponding component-wise minimal power. This schemes allocates the smallest sum ofpowers among all valid allocations. We shall show this property in Section 4 when werevisit user capacity with power constraints.3. With this allocation, the MMSE receiver for user i is given by, following (3),ci = Z�1i si= 0@�2I +Xj 6=i pjsjstj1A�1 si= ��2I � psisti + pSSt��1 si= ��2I � psisti + pKN I��1 si= asi (15)where a is a constant (which can be shown to be equal to �p ). Thus the optimal linear�lter in this situation is just a scaled version of the matched �lter. This observationallows us conclude the user capacity of a system equipped with the a priori inferiormatched �lter receiver is the same as that of the linear MMSE reciever:Corollary 3.2 K users are admissible in the system with processing gain N andequipped with matched �lter receivers if and only ifK < N  1 + 1�! :3.4 Comparison with random sequencesIt is interesting to compare this result with the corresponding characterization of user ca-pacity of a system with random signature sequences carried out in [17]. The results in [17]11



are asymptotic and are valid for a large system (i.e., a system with a large processing gainand large number of users). We focus on the system where each user has SIR requirement�, the number of users is K and the processing gain is N and consider the regime K !1and N !1 and KN ! �. Appealing to the results in [17] we conclude:1. Suppose MMSE linear receivers are used. Then, (Section 5 of [17]) the SIR of eachuser converges (in probability) to a constant and (with appropriate power control) thisconstant is at least the target requirement � if and only if � < 1+ 1� . Thus, for a largesystem, this suggests that using random sequences is as good as using the optimalWBE sequences (in the context of user capacity) for the signature sequences of theusers.From (10), note that the total normalized MMSE errors of the users is a constant,independent of the relative powers of the users and depends very weakly on the signa-ture sequences. To minimize the maximum MMSE among all users (or equivalently,to maximize the minimum SIRs), it is therefore optimal to have symmetry among theusers such that they have the same MMSE. This was achieved using equal receivedpower and the WBE sequences described earlier. However, this \symmetrization" canalso be achieved asymptotically when random sequences are used, since it is shownin [17] that (with appropriate power control) the SIR's of all users will converge tothe same number. But maximizing the minimum SIR's is equivalent to maximizingthe number of users in a system with given equal SIR requirements. Hence, randomsequences and the WBE sequences yield the same user capacity asymptotically.2. For the scenario of matched �lters, following (Section 5 in [17]), the SIR of each userconverges (in probability) to a constant and this constant is at least the requirement� if and only if � < 1� . Thus 1 user per degree of freedom is lost asymptotically whenrandom sequences are used. A conservation law similar to the one for MMSE receivers(as in (13) is lacking for the matched �lter receivers.4 Power Constraint and User CapacityOur model has not included any constraints on the allocated received power of the users; weshall now include a received power constraint in our model. In this section we shall preciselyquantify the loss in the user capacity due to the received power constraint; this loss will bea function of both, the constraint, and the power of the background Gaussian noise. Oneway to justify the constraint on the received power of the users is by considering averagetransmit power constraint of the users. If one is able to adopt a model of fading for the usersthat is ergodic (with the same mean fading) and independent, an average transmit powerconstraint on the users translates into a received power constraint.12



4.1 User capacity with power constraintsWe de�ne admissibility of K users (each having SIR requirement �) in the system withprocessing gain N and power constraint �P as being able to allot i signature sequence si andpower pi � �P for every user such that the achieved SIRi (given in (4) is at least the targetvalue �. If the system has just one user, then, the minimum power required by that singleuser to meet its SIR requirement is ��2. To prevent a degenerate situation, we shall assumethat �P � ��2. As before, we assume that the number of users is greater than the processinggain. Our main result in this section is to precisely identify the loss in user capacity byincluding such a power constraint:Theorem 4.1 K users (each having SIR requirement �) are admissible in the system withprocessing gain N and average received power constraint �P if and only ifK < N  1 + 1� � �2�P !Proof We shall �rst show the necessity: Suppose K users are admissible. Then, there existsignature sequences s1; : : : ; sK 2 SN1 , positive powers p1; : : : ; pK � �P such that for everyuser i, we have SIRi � �. From (12), we have the conservation lawKXi=1 SIRi1 + SIRi = NXi=1 �i�i + �2 (16)where �1; : : : ; �N are the eigenvalues of the matrix SDSt. We note thattr (�) = tr �SDSt�= tr (D) (17)where the second equality follows by some algebra and noting that the columns of S haveunit l2 norm. Now, if we let p� = 1N PKi=1 pi, then the vector (p�; p�; : : : ; p�) is majorized bythe vector (�1; : : : ; �N ) (see Example 3.1). We need the following de�nition:De�nition 4.1 A real valued function � : Rn ! R is said to be Schur-concave if for allx; y 2 Rn such that y majorizes x we have � (x) � � (y). We say that � is Schur-convex if�� is Schur-concave.An important class of Schur-convex functions is the following (Theorem 3.C.1 in [11]):Example 4.1 If g : R !R is convex then the symmetric convex function � (x) = Pni=1 g (xi)is Schur-convex. By de�nition, if g : R ! R is concave then the symmetric concave function� (x) =Pni=1 g (xi) is Schur-concave. 13



Observe that the map x 7! xx+�2 is concave in x and hence the symmetric concave map(�1; : : : ; �N ) 7! NXi=1 �i�i + �2is Schur-concave (see Example 4.1). Then we haveNXi=1 �i�i + �2 � NXi=1 p�p� + �2= Np�p� + �2By hypothesis, SIRi � � and hence,K �1 + � � Np�p� + �2 (18)which implies that p� � K��2N(1+�)�K� . Since each pi � �P it follows that p� � KN �P . We thenconclude that K < N �1 + 1� � �2�P �.To see this is su�cient also: suppose K < N �1 + 1� � G�2�P �. We shall use the sameallocation scheme as in the proof of Theorem 3.1, namely, signature sequences to be WBEsequences and powers pi = p = �21 + 1� � KNWe have, as in the proof of Theorem 3.1, the achieved SIR of each user is equal to �. Weonly need to verify that our choice of powers does not exceed the constraint �P . Using theprior K < N �1 + 1� � �2�P � we have for each user powerpi = �21 + 1� � KN � �PThus the K users are admissible in the system.The proof of the characterization of user capacity allows us to conclude an optimalityproperty of the speci�c allocation scheme used above: suppose K users are admissible in thesystem with processing gain N . Then for any valid allocation (signature sequences S andpowers pS1 ; : : : ; pSK), from (18), we have thatKXi=1 pSi � K�21 + 1� � KN (19)For the allocation in the proofs of Theorems 3.1 and 4.1, the lower bound in (19) is met withequality. We conclude that: 14



1. The allocation of WBE sequences and powers all equal to p = �21+ 1��KN , gives the smallestsum of received powers among all valid allocations. In this sense, this allocation isoptimal.2. Since with this allocation the MMSE linear receiver for each user is just the corre-sponding scaled matched �lter receiver (as seen in (15)), we have:Corollary 4.2 K users (each having SIR requirement �) are admissible in the systemwith processing gain N and received power constraint �P and equipped with matched�lter receivers if and only if K < N  1 + 1� � �2�P !4.2 Comparison with Random SequencesWe saw from the comparison in Section 3 that asymptotically (in a large system, wherenumber of users K ! 1, processing gain N ! 1 and KN ! �) there is no loss in usercapacity with MMSE receivers while using random sequences. It is interesting to comparethe results when there is a received power constraint. From the results in [17], we summarize:1. From Section 5 in [17] we conclude that with a received power constraint �P , users havetheir SIR requirement � achieved (using MMSE receiver) if and only if� < 1 + 1� � (1 + �)�2�PThe user capacity is thus strictly less than that with optimal sequences, when thepower constraint is �nite. To understand why, we can appeal to (9):KXi=1MMSEi = K � NXi=1 �i�i + �2 (20)where �i's are the eigenvalues of the matrix SDSt. When the background noise poweris small compared to the received powers, any set of sequences which symmetrizes theMMSE for all users are optimal. When �2 is non-negligible, good sequences shouldalso minimize the right hand side as well. The WBE sequences achieve that by makingthe eigenvalues least \spread out", i.e. all the same. Using random sequences, theeigenvalues are more spread out, resulting in a user capacity penalty when �2 is non-negligible.2. When matched �lters are used, following Section 5 in [17], we conclude that users canmeet their target SIR requirement � if and only if � < 1� � �2�P when the receivedpower constraint is �P . Thus there is a loss in user capacity strictly more than 1 userper degree of freedom when using random sequences when compared with the usercapacity achieved with optimal sequences.15



5 Multiple Classes, User Capacity, and Optimal Allo-cationsIn this section we shall consider the situation when the users have di�erent SIR requirementsand completely generalize the results of the previous two sections. This level of generality ofallowing users to have di�erent SIR requirements caters to data and voice users, sharing thecommon system, requiring di�erent SIR requirements. As earlier, we shall assume, withoutloss of generality, that the number of users is bigger than the processing gain.5.1 User Capacity CharacterizationWe �rst de�ne admissibility of K users (with SIR requirements �1; �2; : : : ; �K) in the systemwith processing gain N as being able to allot signature sequences and powers for the userssuch that for each user i the SIR achieved by the MMSE receiver for that user (as in (4)) isgreater than or equal to �i (such allocations are called valid). Our main result of this sectionis an analogue of Theorem 3.1; a complete characterization of admissibility:Theorem 5.1 K users (with SIR requirements �1; �2; : : : ; �K) are admissible in the systemwith processing gain N if and only if KXi=1 �i1 + �i < NProof This result motivates the consideration of the quantity �1+� as the e�ective bandwidthof a user with SIR requirement �. Then the criterion of admissibility has a simple interpre-tation: Users are admissible if and only if the sum of their e�ective bandwidths is less thanthe processing gain of the system. Let us denote the e�ective bandwidth by e (�) = �1+� .We shall �rst show the necessity: since K users are admissible, by de�nition, there existsa valid allocation of signature sequences si and powers pi. Since SIRi � �i, and the e�ectivebandwidth is a monotonic function of the SIR requirement, from (13) we haveKXi=1 �i1 + �i < NWe shall show that this is also su�cient by explicitly demonstrating a valid allocation. Saythat a user is oversized1 if the e�ective bandwidth of that user is large relative to the e�ectivebandwidths of the other users. More precisely, user i is de�ned to be oversized ife (�i) > PKj=1 e (�j) 1fe(�i)>e(�j)gN �PKj=1 1fe(�j)�e(�i)g (21)1Wewould like to thank Prof. Sergio Verd�u for simplifyingour presentation by suggesting this terminology.16



Denote the set of oversized users as K. A key observation is the following: K is the uniquesubset of users satisfying:(N� j K j)mini2K e (�i) > Xj 62K e (�j) � (N� j K j)maxi62K e (�i) (22)Some simple observations can now be made:1. No users are oversized if and only if 1N PKi=1 e (�i) � e (�j) for every user j.2. When all the SIR requirements are identical, no user is oversized.3. There can be at most N � 1 oversized users.4. If a user i is oversized then every user with SIR requirement at least �i is also oversized.5. A simple algorithm to �nd K is the following:Step 1 Start with K = �.Step 2 If Pj 62K e (�j) � (N� j K j)maxj 62K e (�j), then terminate.Step 3 Else, update K = K [ fargmaxj 62K e (�j)g .Step 4 Return to Step 2.Let ei 2 RN be the vector (0; 0; : : : ; 0; 1; 0; : : : ; 0) with the entry 1 being in the ith position.Then e1; : : : ; eN form an orthonormal basis for RN . Recall that the set of oversized users isK and we know that j K j< N . Consider the following allocation of powers and sequences:1. For oversized users, we allocate independent channels, i.e., for users in K, we allocatethe signature sequences e1; : : : ; ejKj. For user i 2 K, we allocate power pi = �2�i.2. For users not in K we shall allocate sequences from the subspace spannejKj+1; : : : ; eKowhich has dimensionN� j K j. From (22), it follows thatPi62K e (�i) � (N� j K j) e (�j)for all users j 62 K and hence the vector with K � N entries equal to 0 and the otherN� j K j entries equal to 1N�jKjPj 62K e (�j) majorizes the vector (e (�j) ; 8j 62 K) (seeExample 3.1). Now, appealing to Lemma 3.1, there exists a symmetric matrix, sayP , with diagonal entries (e (�j) ; 8j 62 K) and eigenvalues 1N�jKjPj 62K e (�j) and 0 withmultiplicities (both algebraic and geometric) equal to N� j K j andK�N respectively.Let v1; : : : ; vN�jKj 2 R1�K�jKj be orthonormal eigenvectors of P corresponding to theeigenvalue 1N�jKjPj 62K e (�j). Now choose powers for user j 62 K proportional to itse�ective bandwidth,pj = c � e (�j) ; where constant c = (N� j K j)�2N� j K j �Pi62K e (�i) (23)Observe that c is positive by the hypothesis PKi=1 e (�i) = PKi=1 �i1+�i < N .17



Let ~D be the diagonal matrix with entries pj ; j 62 K. For j 62 K, de�ne sequences~sj 2 R1�(K�jKj) and the matrix ~S = [~sj j 62 K] as~S = qcPj 62K e (�j)qN� j K j 266664 v1v2...vN�jKj 377775 ~D 12Since the diagonal entries of ~St ~S are unity, ~sj have unit norm, for every j 62 K. Also,note that ~S ~D ~St = cPj 62K e (�j)N� j K j I (24)We shall denote such sequences as generalized WBE sequences. Note that when ~D isa scaled identity, the sequences reduce to the WBE sequences. Appendix A discussesthe construction of generalized WBE sequences.Now allocate signature sequences for users not oversized as follows:8j 62 K sj = (0; : : : ; 0; ~sj) 2 SN�11With this allocation of sequences and powers we now have,Z = SDSt + �2I = 24 �2diag f1 + �i; i 2 Kg 00 �2 + cPj 62K e(�j)N�jKj I 35 (25)Substituting in (5),SIRi = �i 8i 2 KSIRj = stjZ�1sjpj1 � stjZ�1sjpj 8j 62 K= (N� j K j) pj(N� j K j)�2 + cPk 62K e (�k)� (N� j K j) pj= �j (26)Thus each user has its SIR requirement met which completes the proof.This characterization of admissibility along with the valid allocation scheme above allowsus to make the following remarks:1. It is interesting to observe that the linearity of the boundary of the user capacity is aconsequence of (10), that the total minimummean-square errors of the users is a con-stant independent of the received powers and dependent very weakly on the signaturesequences. This also explains why here, as in the single class case, random sequencesachieve asymptotically (as the processing gain gets large) the same performance asoptimal sequences. 18



2. In practice, one can imagine a small number of di�erent SIR requirements of the users(say two or three). We introduce the notion of di�erent \classes" of users; all usersof the same class have a common SIR requirement. We assume there are L classes(�xed) and users of class l have SIR requirement �l. We know (from Section 3) that Ndegrees of freedom can support b�1 + 1��Nc users each with SIR requirement �. Thissuggests that we could \channelize" the system such that users of di�erent classes donot interfere with each other and asymptotically achieve �l users of class l per degreeof freedom whenever PLl=1 �l�l1+�l < 1. This is indeed true and the following statementcan be veri�ed: We can admit at least kl = b�lN � 1� 1�lc users of class l in a systemwith processing gain N where �1; : : : ; �N positive such that PLl=1 �l�l1+�l < 1.3. We can identify two important situations when there are no oversized users:(a) When all the SIR requirements are identical, then K = �. This is the resultcontained in Theorem 3.1.(b) When there are at least as many users in each class as the processing gain of thesystem then it is straightforward to see that that there are no oversized users.Suppose class l has Kl � N users and PNl=1 Kl�l1+�l < N . Then, we can make afamiliar valid allocation: signature sequences for the Kl users of class l to beWBE sequences (this can be done by the hypothesis that Kl � N) and powersthe same for every user i of class l to be pli = pl = �l1+�l N�2N�PLj=1 Kj�j1+�j . The SIR ofuser i of class l is, as in (5) can be veri�ed to be exactly �. This ensures that forevery class l, Kl users of that class are admissible in the system.4. For the speci�c valid allocation demonstrated in the proof of Theorem 5.1, we cancalculate the MMSE receiver for the users (from (3)) to be:ci = si 8i 2 Kcj = Z�1j sj 8j 62 K= 0@�2I +Xk 6=j pkskstk1A�1 sj= ��2I � pjsjstj + SDSt��1 sj= ��2I � pj~sj~stj + ~S ~D ~St��1 ~sj ; from (25)=  �2I � pj~sj~stj + cPk 62K e (�k)N I!�1 sj ; from (24)= ajsjwhere aj is a constant (which is easily seen to be (1 + �j) �1� 1N�jKjPk 62K e (�k)�).Thus the MMSE receiver is just the scaled matched �lter receiver for each user. Thisallows us to conclude, exactly as in Section 3, that there is no loss in user capacitywhen we restrict the system to use the a priori inferior matched �lter. To emphasize:19



Corollary 5.2 K users (with SIR requirements �1; : : : ; �K) are admissible in the sys-tem with processing gain N and equipped with matched �lter receivers if and only ifKXi=1 �i1 + �i < N5.2 Optimal allocation of powers and sequencesWe proved Theorem 5.1 by explicitly demonstrating a valid allocation scheme. We shall nowidentify the nature of optimality of this allocation scheme. This is a generalization of theideas in Section 4 to the situation when users have di�erent SIR requirements.The key observation used in Section 4 to characterize the optimality of WBE sequenceswas (9) which related the eigenvalues of SDSt and the MMSEs of the users (and hence theattained SIRs of the users; using (11)). We shall now strengthen (9) to obtain the preciserelationship between the eigenvalues of SDSt and the attained SIRs of the users using theMMSE receiver structure:Fix K > N , the signature sequence matrix S and the diagonal matrix of user powersD. Suppose the MMSE receiver structure is used and the attained SIRs of the users are�1; : : : ; �K. Then appealing to (6) and (11) we have that the diagonal entries of the matrixD 12St [SDSt + �2I]�1 SD 12 are �11+�1 ; : : : ; �K1+�K . Now, if we denote the eigenvalues of SDSt by�1; : : : ; �N it is straightforward to verify that the K �K matrix D 12St [SDSt + �2I]�1 SD 12has N eigenvalues equal to �1�2+�1 ; : : : ; �N�2+�N and the remaining K �N eigenvalues equal to0. Hence by an appeal to Lemma 3.1 �1�2 + �1 ; : : : ; �N�2 + �N ; 0 : : : ; 0! majorizes  �11 + �1 ; : : : ; �K1 + �K! (27)Observe that the conservation law mentioned in (9) follows directly from (27) above. Thestatement that (27) is the precise relationship between the eigenvalues of SDSt and theattained SIRs of the users is made clear by the following observation:Suppose we are given y1; : : : ; yN 2 [0; 1) and �1; : : : ; �K � 0 such that(y1; : : : ; yN ; 0; : : : 0) majorizes  �11 + �1 ; : : : ; �K1 + �K! (28)Then the claim is that there exists an allocation of signature sequences S and user powersD such that SDSt has eigenvalues �2y11 � y1 ; : : : ; �2yN1 � yN (29)The attained SIRs of the users are �1; : : : ; �K (30)20



To see this, consider the following construction of S and D. Given y1; : : : ; yN 2 [0; 1) and�1; : : : ; �K � 0 satisfying (28), by an appeal to Lemma 3.1, there exists a K �K symmetricmatrix H with diagonal entries �11+�1 ; : : : ; �K1+�K and eigenvalues y1; : : : ; yN ; 0; : : : ; 0. Denote�i = �2yi1�yi for each i = 1 : : : N and let � = diag f�1; : : : ; �Ng. Let Û be the K � N matrixwith columns the normalized eigenvectors of H corresponding to the eigenvalues y1; : : : ; yN .Then H = Û �� + �2I��1 �Û t (31)De�ne p1; : : : ; pK to be the diagonal entries of theK�K matrix Û�Û t andD = diag fp1; : : : ; pKg.Now de�ne the signature sequence matrix S byS = Q� 12 Û tD� 12for some orthonormal N �N matrix Q. Then observe that:1. The columns of S have unit norm, i.e., S 2 S.2. SDSt = Q� 12 Û tU� 12Qt = Q�Qt has eigenvalues �1; : : : ; �N be de�nition.3. The SIRs attained by the users are �1; : : : ; �K. To see this, note thatD 12St hSDSt + �2Ii�1 SD 12 = Û� 12 �� + �2I��1 � 12 Û t= H using (31)and by de�nition the diagonal entries of H are �11+�1 ; : : : ; �K1+�K .Hence by construction we have demonstrated the existence of signature sequences S andpowers D so that both (29) and (30) are met.We shall now use the observation in (27) and (28) to characterize the optimality of oursignature sequence and power allocation. Now suppose we are given that the necessarycondition PKi=1 �i1+�i < N in Theorem 5.1 is true. Then by Theorem 5.1 there exists some Sand some D such that the achieved SIRs of the users are �1; : : : ; �K. If we denote �1; : : : ; �Nas the eigenvalues of SDSt and yi = �i�2+�i ; 8i = 1 : : : N then (28) shows the relationshipbetween y1; : : : ; yN and �1; : : : ; �K. Now,KXi=1 pi = tr hSDSti see (17)= �2 NXi=1 yi1� yi (32)The lemma below identi�es a lower bound on PKi=1 pi. Recall that the set of oversized usersis denoted by K. 21



Lemma 5.1 Let K be the set of oversized users. Given the constraint (28),min( NXi=1 yi1� yi) = Xi2K�i + (N� j K j)Pj 62K e (�j)N� j K j �Pj 62K e (�j) (33)Suppose true. Then for any allocation of sequences and powers so that the SIR requirementsof the users are met, (33) can be used in conjunction with (32) to obtain a lower bound onthe sum of allocated received powers:KXi=1 pi �Xi2K�i + (N� j K j)Pj 62K e (�j)N� j K j �Pj 62K e (�j)It is now straightforward to verify that the sum of powers allocated in the su�ciency proofof Theorem 5.1 (in (23)) meets this lower bound. Thus, our speci�c valid allocation of se-quences and powers is optimal in the above sense of minimizing the sum of allocated powers.We shall now prove the lemma.Proof of Lemma 5.1: Let us develop some notation by de�ning the set over which y1; : : : ; yNvary. Rewriting (28), letN = n(y1; : : : ; yN) 2 RN+ : (y1; : : : ; yN ; 0; : : : ; 0) majorizes (e (�1) ; : : : ; e (�K))o (34)Observe that the map x 7! x1�x is convex and hence the symmetric convex map f(y) =PNi=1 yi1�yi is Schur-convex (see De�nition 4.1 and Example 4.1). Hence if y majorizes ~y thenf(y) > f(~y). We now complete the proof of Lemma 5.1 by identifying a \Schur-minimal"element in N . Let the set of oversize users be denoted by K. Let y� = (y�1; : : : ; y�N) 2 RN+ bey� =  Pj 62K e (�j)N� j K j ; : : : ;Pj 62K e (�j)N� j K j ; e (�i) ; i 2 K! (35)Consider the following claims: y� 2 N (36)y majorizes y� 8y 2 N (37)Suppose these are true. Then f (y�) is the minimum value of the optimization problem in(33) and the claim in Lemma 5.1 is now straightforward to verify. We only need to prove(36) and (37) above.It is straightforward to verify from the de�nition of y� and by properties of oversize usersthat y� 2 N . Let y = (y1; : : : ; yN) 2 N and y[1]; : : : y[N ] denote the order statistics of y(see De�nition 3.1 for the notation). Let �[1]; : : : ; �[K] be the order statistics of �1; : : : ; �K.22



By the de�nition of y� in (35) and properties of oversize users, it can be veri�ed that thefollowing relation is true among the elements of y�:y�[1] = max(PKi=1 e (�i)N ; e ��[1]�) (38)y�[k+1] = max8<:PKi=1 e (�i)�Pki=1 y�[i]N � k ; e ��[k+1]�+ kXi=1 �e ��[i]�� y�[i]�9=; 8k = 1 : : : N � 1Hence 8k = 1 : : : N � 1 we can writek+1Xi=1 y�[i] = max(k+1Xi=1 e ��[i]� ;PKj=1 e (�j)N � k + N � k � 1N � k kXi=1 y�[i]) (39)Now, since y 2 N we have PNi=1 yi = PKi=1 e (�i) and hence y[1] � PKi=1 e(�i)N . Furthermore,y[1] � e ��[1]�. Hence, y[1] � max(PKi=1 e (�i)N ; e ��[1]�) = y�[1]We shall complete the proof of the claim that y majorizes y� by induction. SupposePki=1 y[i] � Pki=1 y�[i] for some 1 � k < N . Since PN�ki=1 y[k+i] = PKj=1 e (�j) � Pki=1 y[i] andy[k+1] � y[k+2] � : : : � y[N ], we have y[k+1] � PKj=1 e(�j)�Pki=1 y[i]N�k . Hencek+1Xi=1 y[i] � PKi=1 e (�i)N � k +  N � k � 1N � k ! kXi=1 y[i]� PKi=1 e (�i)N � k +  N � k � 1N � k ! kXi=1 y�[i] by induction hypothesis (40)Since Pk+1i=1 �y[i] � e ��[i]�� � 0, from (40), we havek+1Xi=1 y[i] � max(k+1Xi=1 e ��[i]� ;PKj=1 e (�j)N � k + N � k � 1N � k kXi=1 y�[i])= k+1Xi=1 y�[i] from (39)This is true for all k = 1 : : : N � 1. Hence y majorizes y� and y� is a Schur-minimal elementof N .6 Downlink and User CapacityUntil now, we have been considering the uplink of the cellular system. In the downlink ofthis system there is a single transmitter (the base station) and there are multiple receivers(the users). We shall �rst formally de�ne our model and then consider the user capacity ofthe downlink. 23



6.1 De�nitions and ModelSuppose there are K users in the downlink of the system. Let the path gain from the basestation (interchangeably referred to as transmitter) to user i be hi. We suppose that the noiseat the receivers is additive white Gaussian with the same variance �2 per degree of freedomfor each user (there is no loss of generality in this assumption since we can incorporate thisinto the path gain parameter hi). We say that K users (with path gains from the basestation being h1; : : : ; hK and each having the same SIR requirement of �) are admissible inthe downlink of the system with processing gain N if we can allot transmit power pi andsignature sequence si at the transmitter corresponding to user iSIRi = pihi (si; ci)2�2 (ci; ci) +Pj 6=i pjhi (sj; ci)2 � � (41)where ci is the MMSE linear receiver given the signature sequences and the powers. Pro-ceeding as in Section 2.1, it is easy to verify that the optimal (in the sense of maximizingSIR for each user) linear receiver ci for user i isci = ~Z�1i si (42)where ~Zi = �2hi I +Pj 6=i pjsjstj and the corresponding SIRi with the optimal receiver isSIRi = sti ~Z�1i sipi (43)It is clear that we can make a similar de�nition of admissibility of the users when the receiverstructure is �xed to be the matched �lter. The similarity of the achieved SIR equation (41)to the corresponding one in the uplink in (2) is apparent. Only the noise variance �2 in (2)is replaced now by �2hi . If we have no constraints on the allocated power we can \null out"the additive noise and the admissibility characterization is identical to that of uplink.6.2 User Capacity CharacterizationTheorem 6.1 K users with path gains h1; : : : ; hK from the base station and each having thesame SIR requirement � are admissible in the downlink of the system with processing gainN if and only if K < N  1 + 1�! :Proof We shall �rst show the necessity, on the same lines of the uplink situation. Supposethe K users are admissible in the downlink. Then, for each user i, there exists signaturesequence si and transmit power at the base station pi (as a function of the path gainsh1; : : : ; hK) such that the achieved SIR of user i (as in (41)) is greater than or equal to �.Using (43) sti ~Z�1i sipi � � (44)24



Proceeding as in (5), we have, for each user i,sti ~Z�1i sipi = stiẐ�1i sipi1 � stiẐ�1i sipi (45)where Ẑi = ~Zi + pisisti. Recalling the notation developed in Section 2, S = [s1; : : : ; sK] andD = diag fp1; : : : ; pKg and SDSt = U�U . Then we can rewrite Ẑi = �2hi I +SDSt. We have,from (44), that for each user i, stiẐ�1i sipi � �1 + �Equivalently, we have for each user i,(Usi)t  �2hi I + �!�1 (Usi) pi � �1 + �Denoting ĥ = maxKi=1 hi, we have for each user i,�1 + � � (Usi)t  �2̂h I + �!�1 (Usi) pi= sti  �2̂h I + SDSt!�1 sipiSumming up the terms, we haveK�1 + � � tr24St  �2̂h I + SDSt!�1 SD35= tr24SDSt  �2̂h I + SDSt!�135< NTo show this is su�cient also: suppose K < N �1 + 1�� and h1; : : : ; hK be arbitrarypositive real numbers. Allot WBE signature sequences for the users and powerspi = p = �2�h �1 + 1� � KN � 8i = 1 : : :K (46)where �h = minKi=1 hi. Then, SSt = KN I and hence for every user i we have Ẑi = ��2hi + KpN � I.Using (45), 8i = 1 : : : ;K, SIRi = p ��2hi + KpN ��11� p � �2hi + KpN ��125



= p�2hi + KpN � p (47)= ��hhi �1 + � � K�N �+ K�N � �� � (48)where we used the fact that �hhi �1 + � � K�N �+ K�N �� � 1 since by hypothesis we have thatK < N �1 + 1�� and �h � hi. Hence the K users are admissible.Some comments are in order now:1. A (simple) closed form expression of the allocation that is optimal (in the sense of theprevious sections) seems unattainable. But it is worth emphasizing that our allocationabove has the property that the f signature sequences are allocated (to be WBE se-quences) independent of the path gains and only the powers are chosen as a functionof the path gain.2. With matched �lter receivers the admissibility is unchanged and we have: K users withpath gains h1; : : : ; hK from the base station and each having the same SIR requirement� are admissible in the downlink of the system with processing gain N if and only ifK < N  1 + 1�!3. When users have di�erent SIR requirements, a simple calculation shows: K users withpath gains from the base station h1; : : : ; hK and having SIR requirements �1; : : : ; �Kare admissible in the downlink of the system with processing gain N if and only ifPKi=1 �i1+�i < N . The same statement is true when using matched �lter receivers insteadof MMSE receivers.4. For every class l, �l users per unit processing gain of that class are admissible by\channelizing" the downlink of a large enough system if PNl=1 �l�l1+�l < 1.7 Joint FDMA/CDMA Case and User CapacityTraditional multiple-access schemes divide the channel into slots and it is important to notethat we can incorporate a slotted system into our framework. We achieve this by forcingthe signature sequences to be chosen only from an orthogonal sequence set. Then users thathave the same signature sequence are in the same \slot" or \channel" and do not causeany interference to users in di�erent \channels" due to the orthogonality of the signaturesequences. In this case the receiver is trivial and the MMSE and matched �lter receiverscoincide. It is interesting to identify the user capacity in this situation and this exercise will26



enable us to explicitly identify the gain in user capacity by using non-orthogonal signaturesequences. In this section, we identify the user capacity of the slotted system in the varietyof settings. The conclusion we draw from the results is that the user capacity in this casedi�ers from the earlier one by an integer part of a function of the SIR requirement. Theassumption below is that the signature sequences are now constrained to be chosen from anorthogonal sequence set (whose linear span has dimension equal to the processing gain ofthe system). We �rst focus on the uplink.Proposition 7.1 K users each with SIR requirement � are admissible in the system havingprocessing gain N if and only ifK < N �1 + 1�� if b 1� c = 1�K � Nb1 + 1� c elseProof Since the sequences are chosen from an orthogonal set, only users having the samesequence (we shall refer to them as users in the same channel) cause interference to eachother. We shall hence focus on the user capacity for a single channel. ~K users are admissibleinto a channel with SIR requirement � if there exist positive powers p1; : : : ; p ~K such that,analogous to (2), SIRi = pi�2 +Pj 6=i pj � � 8i = 1 : : : ~K (49)The existence of such powers can be seen to be equivalent to (see Theorem 2.1 in [16])r (A) < 1 + 1� (50)where r (�) is the Perron-Frobenius eigenvalue of the argument (which is a non-negativeirreducible matrix; for notation and de�nition see Chapter 1 in [16]) and A is a ~K � ~Kmatrix with all entries being equal to 1. Since r(A) = ~K, the existence of powers satisfying(49) is equivalent to the number of users ~K < 1 + 1� . Since we have N channels available,this is equivalent to the total number of users K < N �1 + 1�� if b 1� c = 1� and K � Nb1+ 1� celse.In the general situation when users have arbitrary SIR requirements, we shall summarizeour results without detailing the proofs:1. We shall focus on a single channel �rst. K users with SIR requirements �1; : : : ; �K areadmissible in a single channel if and only ifKXi=1 �i1 + �i < 127



2. When there are N channels, a su�cient condition for admissibility of K users withSIR requirements �1; : : : ; �K is PKi=1 �i1+�i < N . A necessary and su�cient conditionfor admissibility is there being a way to allot every user to one (among N) channelssuch that users within each channel are admissible. A (simple) closed form expressionis eluding us.Proposition 7.2 K users each with SIR requirement � are admissible in the system havingprocessing gain N and power constraint P if and only ifK � Nb1 + 1� � G�2P c:Let us consider the single channel �rst. K users are admissible in the single channel if thereexist positive powers p1; : : : ; pK each upper bounded by �P such that for each user iSIRi = pi�2 +Pj 6=i pj � �We can rewrite this in matrix notation as �I � �eet1+� � p � ��21+�e where e is a K � 1 vectorsof all ones. As in (50), the existence of such positive powers is seen to be equivalent tor(eet) = K < 1 + 1� . Furthermore, under this condition, there is a component wise minimalpower solution, (see Theorem 2.1 in [16]) given by�p = ��21 + �  I � �eet1 + �!�1 e= ��21 + � �K�e after some elementary algebraThus, K users are admissible in the single channel with power constraint P if and only ifK < 1 + 1� and ��21+��K� � �P . This is equivalent toK � 1 + 1� � G�2PSince there are N channels, we conclude that this is equivalent to the total number of users(in all the N channels) K � Nb1 + 1� � G�2P c.As earlier, we shall state the user capacity for the downlink system in this situationwithout detailing the proofs. The proofs can be obtained by an argument similar to the onesmade above.1. K users (with path gains from the base station being h1; : : : ; hK) each with SIR re-quirement � are admissible in the downlink of the system having processing gain N ifand only if K < N �1 + 1�� if b 1� c = 1�K � Nb1 + 1� c else28



2. K users (with path gains from the base station being h1; : : : ; hK) with SIR requirements�1; : : : ; �K are admissible in a single channel in the downlink if and only if PKi=1 �i1+�i <1.8 Conclusions and Future WorkWe have characterized the user capacity in a S-CDMA system using linear receiver structuresfor both the uplink and the downlink. The e�ect on user capacity by limitations such aschoice of receiver structure (restriction to matched �lter) and transmit power has also beencharacterized. User Capacity when there are multiple classes of users has been discussed.We also identi�ed the signature sequences and the appropriate received powers to choose sothat every point in the user capacity region is attained and identi�ed the optimal natureof this allocation scheme. Though our model does not make any restrictions on the users'symbols Xi, we have a heavily coded system (such as that of IS-95) in mind and that theMMSE estimates are used for soft decoding of the users' raw bits. The desired EbI0 for IS-95system is about 3-7dB (see page 183 in [24]) and this corresponds to a SIR requirement ofabout � = 3.Most previous studies of multiuser receivers (see [22] for a comprehensive study) are user-centric. Speci�cally, typical measures such as near-far resistance focus on the performanceof a single-user in the face of worst-case interference. Di�erent from these works, here,we consider a network-centric formulation where the users have to simultaneously satisfytheir performance requirements and network-level user capacity is the ultimate performancemeasure. Despite the simplistic setting of symbol synchronism and no fading (equivalently,perfect channel estimation and power control) this formulation allows us to study the fun-damental tradeo�s between the performance of di�erent users through the allocation ofsignature sequences and power control.We are currently studying the e�ects of asynchronous reception of the users' symbols atthe base station and presence of multi-paths. The assumption of perfect power control madein this paper is relaxed and results here are extended in [1]. The performance of randomsequences in an asynchronous CDMA system appears in [6].A Existence and Construction of Generalized WBESequencesWe have identi�ed generalized WBE sequences as the optimal sequence allocation in Sec-tion 5. In the proof of Theorem 5.1, we also illustrated a procedure to construct thesesequences. In this appendix we shall discuss some characterizations of these sequences andmention some open problems. As a reprise, we shall repeat the de�nition of generalizedWBE29



sequences: Fix K � N henceforth. Fix D, the diagonal matrix of user powers p1; : : : ; pK.Let ptot = PKi=1 pi. Then, say that s1; : : : ; sK 2 SN�11 , (the unit sphere in RN), are gener-alized WBE sequences and the matrix S = [s1; : : : ; sK] as a generalized WBE matrix if thefollowing three conditions are satis�ed:1. The rows of S have the same l2 norm, equal to qptotN .2. The columns of S have unit l2 norm.3. The rows of SD 12 are orthogonal to each other.Properties 1 and 3 can also be succinctly expressed as SDSt = ptotN I. When K = N and D isscaled identity, orthonormal matrices are the only matrices satisfying the above 3 properties.When K = N and D is not the scaled identity, then there is no generalized WBE matrix.We shall now generalize this observation to arbitrary K > N :The matrix D 12StSD 12 has the same eigenvalues as SDSt along with N additional zeroeigenvalues. Since the diagonal entries of D 12StSD 12 are p1; : : : ; pM , a necessary conditionfor the existence of a generalized WBE matrix S is, by an appeal to Lemma 3.1,�ptotN ; : : : ; ptotN ; 0; : : : ; 0� majorizes (p1; : : : ; pK)which simpli�es to ptotN � pi; 8i = 1; : : : ;K (51)Observe that when K = N , (51) reduces to the condition that p1 = p2 = � � � = pK. Assuggested by Lemma 3.1, this condition is also su�cient for the existence of a generalizedWBE matrix S. To see this: suppose (51) holds. Then, by an appeal to Lemma 3.1, thereexists a real symmetric matrix, say P , with diagonal entries p1; : : : ; pK and eigenvalues ptotNand 0 with multiplicities (both geometric and algebraic) N and K �N respectively. Let usdenote the set of such matrices by P and P as an element of this set. Also, let v1; : : : ; vL bethe normalized eigenvectors of P corresponding to the eigenvalue ptotN (written as elementsof R1�K. We claim that the de�nitionS = rptotN 266664 v1v2...vN 377775D� 12satis�es the three properties of generalized WBE matrix. Properties (1) and (3) are satis�edby de�nition. It is trivial to verify that StS has unit diagonal entries and hence property (2) issatis�ed also. The important observation is that every generalized WBE matrix is generatedin this way: If S is a generalized WBE matrix, then the N rows of V 4= q NptotSD 12 servesas the eigenvectors corresponding to the eigenvalue ptotN of some matrix P 2 P. Also, it is atrivial observation that, if S is a generalized WBE matrix, then so is QS for any orthonormal30



matrix Q, i.e., rotating all the generalized WBE sequences by the same rotation matrix doesnot alter their properties.Given their optimality, it is important to characterize generalized WBE matrices up to anequivalence class of orthonormal rotations. Such a characterization will aid design questionssuch as constructing sequences with entries constrained to be in f+1;�1g or with a peakpower constraint on the entries. Though we have characterized all generalizedWBE matricesthrough the eigenvectors of certain positive de�nite matrices with �xed diagonal entries and�xed eigenvalues, this characterization does not seem to aid, in a straightforward way, theanswering of the design questions mentioned above. Nevertheless, this has a�orded us someintuition on constructing modi�ed WBE matrices; in [23], we demonstrate a constructive(iterative, with at most K iterations) algorithm to construct the eigenvectors v1; : : : ; vN ofthe matrix P 2 P.For the special case when D is the identity, the matrix S reduces to a WBE matrix andsimple construction schemes are known:1. WBE matrix goes by the name of tight frames2 in the context of over complete ex-pansions in RN in Wavelets literature (see [2] for a detailed review of tight frames).The following construction of tight frames is well known: assuming N is odd, the kthsequence is given by:s 2N  1p2 ; cos 2�kK ; sin 2�kK ; : : : ; cos 2� (N � 1) k2K ; sin 2� (N � 1) k2K !for 1 � k � K. When N is even, we construct K sequences as above (replacing Nby N + 1) and ignore the �rst element (namely 1p2) of each sequence and scale theresulting sequence by qN+1N to normalize it. It is easily veri�ed that this constructsWBE sequences for arbitrary K � N .2. In [12], the authors construct WBE sequences with entries restricted to f+1;�1g whenK = 2l for l � N .3. We remark that constructing WBE sequences for every K � N with entries restrictedto f+1;�1g is equivalent to solving the longstanding open problem of constructingHadamard matrices for every multiple of 4 (see [4] for details and further references onthis problem).4. Recently in [19], motivated by the demonstration of the optimal nature of WBE se-quences, the authors describe a distributed algorithm that updates iteratively the sig-nature sequences of the users. Given from a initial set of signature sequences for theusers (that has some very weak properties) the authors show that the users' signaturesequences converge to WBE sequences using this iterative algorithm.2We would like to thank Vivek Goyal and Prof.Martin Vetterli for pointing this out to us.31
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