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Iterative Learning Control: Brief
Survey and Categorization

Hyo-Sung Ahn, YangQuan Chen, and Kevin L. Moore

Abstract—In this paper, the iterative learning control (ILC) lit-
erature published between 1998 and 2004 is categorized and dis-
cussed, extending the earlier reviews presented by two of the au-
thors. The papers includes a general introduction to ILC and a
technical description of the methodology. The selected results are
reviewed, and the ILC literature is categorized into subcategories
within the broader division of application-focused and theory-
focused results.

Index Terms—Categorization, iterative learning control (ILC),
literature review.

I. INTRODUCTION

I TERATIVE learning control (ILC) is an effective control
tool for improving the transient response and tracking per-

formance of uncertain dynamic systems that operate repetitively.
Systems typically treated under the ILC framework are repet-
itively operated dynamic systems, such as a robotic manipula-
tor in a manufacturing environment or a chemical reactor in a
batch processing application. The ILC notion can also be ex-
tended to include periodically disturbed or periodically driven
dynamic systems, where the periodicity could be time-, state-, or
trajectory-dependent. More generally, the key idea of ILC can
be viewed as a multipass process. Historically, the first novel
idea related to a multipass control strategy can be traced back
to [115], published in 1974, though the stability analysis was
restricted to classical control concepts and did not explicitly
cover the ILC approach. Interestingly, the essential idea of iter-
ative learning was captured even before 1970, not in the archival
literature, but in a U.S. patent, as explained in [65].

The purpose of this paper is to provide a summary and review
of the recent trends in ILC research from both the application
point of view and the theoretical point of view. We focus on the
literature published between 1998 and 2004, logically extend-
ing three previous surveys presented by two of the authors of
the papers [62], [275], [282]. Section I continues with a general
introduction to ILC and a technical description of the method-
ology. In Section II, we summarize the survey methodology
that we used and present selected results from recent literature.
Section III is the main part of the paper, where we separate the
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literature into application-focused results and theory-focused re-
sults, giving detailed subclassifications of each of these broader
categories. Section IV presents some concluding remarks.

A. What Is ILC?

Control systems have played an increasingly important role
in the development and advancement of modern civilization
and technology. Control problems arise in practically all en-
gineering areas and have been studied by both engineers and
mathematicians. In industry, control systems are found in nu-
merous applications, including quality control of manufactured
systems, automation, network systems, machine tool control,
space engineering, military, computer science, transportation
systems, robotics, social systems, economic systems, and bi-
ological/medical engineering, among others. Mathematically,
control engineering includes modeling, analysis, and design
of control systems. The key feature of control engineering is
the use of feedback signals for performance improvement of a
controlled system. The branches of current control theories are
broad and include classical control, robust control, adaptive con-
trol, optimal control, nonlinear control, neural network, fuzzy
logic, and intelligent control.

ILC is a relatively recent but well-established area of study
in control theory. ILC, which can be categorized as an intel-
ligent control methodology,1 is an approach for improving the
transient performance of systems that operate repetitively over a
fixed time interval. Although control theory provides numerous
design tools for improving the response of a dynamic system, it
is not always possible to achieve desired performance require-
ments, due to the presence of unmodeled dynamics or parametric
uncertainties that are exhibited during actual system operation
or to the lack of suitable design techniques [274]. Thus, it is
not easy to achieve perfect tracking using traditional control
theories. ILC is a design tool that can be used to overcome the
shortcomings of traditional controller design, especially for ob-
taining a desired transient response, for the special case when
the system of interest operates repetitively. For such systems,
ILC can often be used to achieve perfect tracking, even when
the model is uncertain or unknown and we have no information
about the system structure and nonlinearity.

Various definitions of ILC have been given in the literature.
Some of them are quoted here.

1) The learning control concept stands for the repeatability
of operating a given objective system and the possibility

1From “Defining intelligent control, report of the task force on Intelligent
Control,” IEEE Control Systems Society, Panos Antsaklis, Chair, December
1993: “. . . intelligent control uses conventional control methods to solve lower
level control problems . . . conventional control is included in the area of intelli-
gent control. Intelligent control attempts to build upon and enhance the conven-
tional control methodologies to solve new challenging control problems. . . .”
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of improving the control input on the basis of previous
actual operation data (Arimoto et al. [27]).

2) It is a recursive online control method that relies on less
calculation and requires less a priori knowledge about the
system dynamics. The idea is to apply a simple algorithm
repetitively to an unknown plant, until perfect tracking is
achieved (Bien and Huh [37]).

3) ILC is an approach to improving the transient response
performance of the system that operates repetitively over
a fixed time interval (Moore [274]).

4) ILC considers systems that repetitively perform the same
task with a view to sequentially improving accuracy
(Amann et al. [9]).

5) ILC is to utilize the system repetitions as experience to
improve the system control performance even under in-
complete knowledge of the system to be controlled (Chen
and Wen [60]).

6) The controller that learns to produce zero tracking error
during repetitions of a command, or learns to eliminate
the effects of a repeating disturbance on a control system
output (Phan et al. [332]).

7) The main idea behind ILC is to iteratively find an input
sequence such that the output of the system is as close
as possible to a desired output. Although ILC is directly
associated with control, it is important to note that the
end result is that the system has been inverted (Markusson
[266]).

8) We learned that ILC is about enhancing a system’s perfor-
mance by means of repetition, but we did not learn how
it is done. This brings us to the core activity in ILC re-
search, which is the construction and subsequent analysis
of algorithms (Verwoerd [433]).

All definitions about ILC have their own emphases. However,
a common emphasis of these definitions is the idea of “repeti-
tion.” Learning through a predetermined hardware repetition is
the key idea of ILC. Hardware repetition is a physical layer
on the uniformly distributed time axis for providing experience
to the mental layer of ILC. “Predetermined” means that the
ILC system requires some postulates that define the learning
environment of a control algorithm. A person learns his/her liv-
ing environment by experience where the physical layer is their
daily activity and the mental layer is the memory of strongly per-
ceived events that are closely related to his/her interest. These
strongly perceived events of the past provide knowledge to a
human being that can be used for their current activity. In ILC,
the current activity is a control force and the past experience
is stored as data. A difference between human learning and
machinery learning is in the “predetermined” aspect. For a hu-
man being, knowledge by learning could be based on similarity
and impression, whereas in a machine, the initial setup, fixed
time point, uniform sampling, repetitive desired trajectory, etc.
are predetermined, which may be used to determine the future
actions of the hardware machine.

Following the definitions earlier, we can say that ILC is an
approach to improve the transient response performance of an
unknown/uncertain hardware system that operates repetitively
over a fixed time interval by using the previous actual operation
data to compensate for uncertainty. The key question of ILC
is how to eliminate the uncertainty by using past performance

information on the current trial. If the system uncertainty and
external disturbances are predetermined on the uniformly dis-
tributed repetitive time axis, then finding an “inverse” of these
predetermined effects can be thought of as the main objective
of ILC.

B. Technical Overview of ILC

In this section, we summarize basic ILC algorithms, both con-
tinuous time and discrete time, and their convergence properties.
For discrete-time ILC, we focus especially on the so-called su-
pervector framework.

1) Continuous-Time Ilc: As shown from the categorization
in Section III, the scope of ILC research is so wide that it is
nearly impossible to introduce all the branches of ILC. In this
section, the basic ideas of ILC algorithms are briefly reviewed.
Let us consider the following linear continuous-time system:

ẋk (t) = Axk (t) + Buk (t) (1)

yk (t) = Cxk (t). (2)

The control task is to servo the output yk to track the desired out-
put yd on a fixed interval t ∈ [0, T ] as the iteration k increases.
In classical ILC, the following basic postulates are required, al-
though in recent ILC research some of these postulations have
been relaxed.

1) Every trial (pass, cycle, batch, iteration, repetition) ends
in a fixed time of duration.

2) Repetition of the initial setting is satisfied. That is, the
initial state xk (0) of the objective system can be set to the
same point at the beginning of each iteration.

3) Invariance of the system dynamics is ensured throughout
the repetition.

4) Output yk (t) is measured in a deterministic way.
5) The system dynamics are deterministic.

Under these assumptions, if the system has relative degree one
or less, an iterative learning control scheme of the “Arimoto-
type” [25], [26], given by

uk+1 = uk + Γėk (3)

where ek (t) = yd(t) − yk (t), and Γ is a diagonal learning gain
matrix, ensures that

lim
k→∞

yk (t) → yd(t)

for all t ∈ [0, T ], if

‖I − CBΓ‖i < 1 (4)

where ‖‖i is an operator norm and i ∈ {1, 2, . . . ,∞}. Notice
that the basic formula for selecting the learning gain given in (4)
does not require information about the system matrix A, which
implies that ILC can be effective for model-uncertain systems
(though some knowledge of the system structure, such as its
relative degree, is needed). This is a key characteristic of ILC.

Starting from the classical Arimoto-type ILC algorithm, we
can develop a number of more general expressions. For instance,
a “PID-like” update law can be given as [274]

uk+1 = uk + Φek + Γėk + Ψ
∫

ekdt (5)
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Fig. 1. Basic ILC configuration.

where Φ, Γ, and Ψ are learning gain matrices. A higher order ILC
(HOILC)—meaning information from more than one previous
trial is used in the ILC algorithm—PID-like update rule [60]
can be formulated as

uk+1 =
N∑

k=1

(I − Λ)Pkuk + Λuo

+
N∑

k=1

(
Φk ei−k+1 + Γk ėi−k+1 + Ψk

∫
ei−k+1dt

)
.

(6)

If
∑N

k=1 Pk = I , then by properly choosing the learning gain
matrices, we can ensure that ek converges to zero asymptotically
[60]. Similarly, a time-varying P-type (meaning no derivative
and integral effects) version of the ILC update rule given in (5)
can be written as

uk+1(t) = uk (t) + Γk (t)(yd(t) − yk (t)) (7)

where Γk (t) is the proportional learning gain matrix that is
now time varying. In this first-order ILC algorithm, by properly
choosing the learning gain matrix Γk (t), the ILC process will
converge to zero steady-state error for systems of relative degree
zero. Similar results can be developed for systems of relative
degree one or higher. In this simple ILC algorithm, the key
feature of ILC is to make use of information from the most
recent past trial for the current update. Thus, it is also natural to
derive time-varying HOILC update rules such as

uk+1(t) = uk (t) +
i=k−l∑
i=k

Γi(t)(yd(t) − yi(t)) (8)

or

uk+1(t) =
i=k−l∑
i=k

Λi(t)ui(t) +
i=k−l∑
i=k

Γi(t)(yd(t) − yi(t)) (9)

which uses not only the most recent previous control in-
put/transient error information, but all of the previous control
inputs/transient error information. These algorithms highlight
the perspective that ILC is “a control law that uses all available
past information for the performance improvement of a periodic
system.” This idea is depicted in block diagram form in Fig. 1,
which shows the next trial’s control input to be calculated from
the previous trial’s control input and transient error. In this fig-
ure, including more than one previous trial is accomplished by

incorporating trial-to-trial dynamics (e.g., memory) in the block
labeled “Iterative Learning Controller.”

2) Discrete-Time ILC: So far, we have considered
continuous-time ILC algorithms. However, since micro-
processor-based systems are widely used in actual applications,
it is practically desirable to use a discrete-time or sampled-data
formulation. To this end, consider the discrete-time state-space
model given as

xk (t + 1) = Axk (t) + Buk (t) (10)

yk (t) = Cxk (t). (11)

We suppose that system operates on a finite horizon given by
t ∈ [0, N ] where t is an integer and that the system has relative
degree m. Thus, each iteration domain consists of a finite num-
ber of discrete-time points, which can be used via lifting to form
the following so-called “supervectors”:

Uk = (uk (0), uk (1), . . . , uk (N − 1)) (12)

Yk = (yk (m), yk (m + 1), . . . , yk (N − 1 + m)) (13)

Yd = (yd(m), yd(m + 1), . . . , yd(N − 1 + m)) (14)

Ek = Yd − Yk = (Ek (m), Ek (m + 1), . . . , Ek (N − 1 + m)).

(15)

With these definitions, the linear plant can be described by
Yk = HUk , where H is a matrix of rank N whose elements are
Markov parameters of the plant G(z)

H =




hm 0 0 . . . 0
hm+1 hm 0 . . . 0
hm+2 hm+1 hm . . . 0

...
...

...
. . .

...
hm+N −1 hm+N −2 hm+N −3 . . . hm


 . (16)

In the literature, the supervector framework has been generalized
to systems given by

xk (t + 1) = (A+ ∆A)(t)xk (t) + (B + ∆B)(t)uk (t)+ v(k, t)

(17)

yk (t) = (C + ∆C)(t)xk (t) + w(k, t) (18)

where now A, B, and C are time varying and ∆A, ∆B, and ∆C
are model uncertainties, also time varying, but possibly charac-
terized in the frequency domain or via interval mathematics, and
v(k, t) and w(k, t) are time- and iteration-dependent process
and measurement noises, respectively. In this case, by defin-
ing suitable supervectors representing the noise and disturbance
signals, the system can be represented by

Yk = (H + ∆H)Uk + Dk (19)

where the “plant” H is still lower triangular but no longer
Toeplitz, Dk represents the collective effects of v(k, t) and
w(k, t), and ∆H captures the uncertainty in the plant. Finally,
we note that even more generally, for discrete-time multipass
processes, we may allow the plant and the plant uncertainty to
vary from trial to trial, resulting in a lifted model given by

Yk = (Hk + ∆Hk )Uk + Dk. (20)
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As discussed in [276], this formulation effectively transforms a
2-D problem into a multivariable 1-D problem.

Now consider the update algorithm in the supervector frame-
work. A typical ILC update scheme for a plant with relative
degree one, such as

uk+1(t) = uk (t) + Γ(q)ek (t + 1) (21)

where Γ(q) denotes a linear time-invariant filter using the stan-
dard abuse of notation, which would be expressed in the super-
vector notation as

Uk+1 = Uk + LEk . (22)

The learning gain matrix L could be fully populated in the
general case, corresponding to a time-variant noncausal learn-
ing operator or could have various forms of structure imposed,
such as lower- or upper-triangular Toepliz, in the cases of com-
pletely causal or completely noncausal learning operators, re-
spectively, or band-diagonal, corresponding to finite-impulse
response (FIR) averaging operators (causal and noncausal), etc.

We may further consider HOILC in the supervector frame-
work. Suppose our discrete plant has transfer function G(z) =
C(zI − A)−1B. It is assumed that t ∈ [0, N ]. Without loss of
generality, we take m = 1 and CB �= 0. An earlier version of
the following HOILC update rule was first introduced in [276]
as

Uk+1 = −DnUk −Dn−1Uk−1 − · · · −D0Uk−n

+ Nn+1Ek+1 +NnEk + · · · +N1Ek−n+1 + N0Ek−n

(23)

where k denotes the iteration trial; Di are fixed learning gain
matrices associated with the previous control input vectors; Ni

are fixed learning gain matrices associated with the previous
error vectors; and n is the number of the past trials used for the
current control update (if n = 0, we have first-order ILC, and
if n ≥ 1, we have HOILC). This update equation expands on
the results of [276] by the inclusion of the term Nn+1Ek+1. In
the literature, this term is called “current-cycle feedback” (also
called “current-iteration feedback” or CITE) and accounts for
the action of a typical feedback controller that would be used
even in the absence of ILC. We note that from the perspective
of a design problem, the CITE gain Nn+1 must be causal (i.e.,
lower triangular), while all the other matrices in (23) may be
fully populated as they act on information from the past.

3) Ilc Convergence: Whether considering continuous-time
or discrete-time ILC, the key focus in ILC literature has been
the design of the ILC update algorithm and then the subsequent
analysis of the convergence properties of the algorithm. Because
the time-axis in an ILC problem is finite, ILC convergence refers
to stability along the iteration axis. There are two convergence
concepts to consider: asymptotic stability (AS) and monotonic
convergence (MC). The former is concerned with whether an
ILC algorithm converges as the number of iterations goes to
infinity. The latter is concerned with the error getting smaller and
smaller (in the sense of some norm) from iteration to iteration.

To illustrate the difference between AS and MC for first-
order discrete-time ILC, consider the Arimoto-type update (22)
where L = diag(γ). If the system is characterized by the matrix
H and the first Markov parameters is h1, then the (necessary

and sufficient) condition for AS is |1 − γh1| < 1, whereas the
(sufficient) condition for MC is ‖I − HL‖i < 1, a stronger con-
dition to achieve, but one that ensures that the error gets smaller
on each trial.

To discuss convergence for HOILC, it is helpful to introduce
a shift operator w with the property that

w−1uk (t) = uk−1(t).

This is just the standard z-transform, renamed to reflect the
fact that it is operating from trial to trial, with time t fixed, as
opposed to the standard z-transform operator, which operates
from time step-to-time step, with k fixed. Thus, we may write
Yk = HUk as Yk (w) = HUk (w). This represents the nominal
plant. With this notation, taking the w-transform of both sides
of the HOILC equation (23) with Nn+1 = 0 (i.e., no CITE) and
combining terms gives

Dc(w)U(w) = Nc(w)E(w)

where

Dc(w) = Iwn+1 + Dnwn + · · · + D1w + D0

Nc(w) = Nnwn + Nn−1w
n−1 + · · · + N1w + N0

which can also be written in a matrix fraction as U(w) =
C(w)E(w) where

C(w) = D−1
c (w)Nc(w).

Combining this controller representation with the plant, the
repetition-domain closed-loop dynamics becomes

Gcl(w) = H[Dc(w) + Nc(w)H]−1Nc(w).

Thus, we can say that the system is AS if Gcl is stable. Standard
techniques from linear multiple-input multiple-output (MIMO)
controller design can be used to design the learning matrices in
(23) to ensure AS. However, the study of MC is still an open
question for HOILC.

II. FROM 1998 TO 2004: AN OVERVIEW

A. Methodology of Literature Search

There have been a number of previous reviews and surveys
of ILC. Of particular note is the two part ILC overview and
critical analysis papers [454], [455] by Xu, which includes ref-
erences through 2002. Part I [454] gives a thorough analysis of
contraction-mapping-based ILC while Part II [455] describes the
use of energy functions for ILC and relates ILC to adaptive con-
trol. In previous publications, two of the authors of the present
paper have presented major ILC surveys in 1992 [282, Sec. 2],
1997 [62, Ch. 1], and 1999 [275, Ch. 4.4]. Detailed explanations
about ILC research before 1990 were provided in [282, Sec. 2].
The first part of [282, Sec. 2] introduced Japanese researchers
who suggested LTI Arimoto-type gains (see below), PID-type
gains, and gradient method-based optimization algorithms for
ILC. In the latter part of [282, Sec. 2], literature dealing with
nonlinear ILC, robustness of ILC, adaptive schemes in ILC,
the optimal control approach to ILC, and neural-network-based
ILC was introduced. An earlier classification of ILC works was
given in [62, Ch. 1], and a wider ILC classification was given in
[275, Ch. 4.4]. Note that in [275], the literature published before
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TABLE I
ILC-RELATED PUBLICATIONS FROM WEB OF SCIENCE AND IEEE XPLORE

TABLE II
MISCELLANEOUS ILC-RELATED PUBLICATIONS FROM 1988 TO 2004

1997 was classified into two main categories: theoretical works
and applications. We have retained this approach in this paper.
Also note that a total number of 256 publications were covered
in [275], which were obtained by searching on the keywords
(“Control” AND “Learning” AND “Iterative”). Though it is out
of the time range of the present survey, we note a recent survey
that appeared in 2006, which provides a detailed technical sur-
vey on ILC algorithms along with new results on the design of
the so-called Q-filter [42].

The present survey began with a search on the “Web of Sci-
ence”2 and “IEEE Xplore”3 sites conducted on January 4, 2005.
Table I shows the search results. As shown in this table, from
the keywords (“Control” AND “Learning” AND “Iterative”), we
have a total number of 877 publications. Given that there were
256 citations in [275], we can argue that since 1998 there have
been approximately 600 publications related to ILC. A more
broad but reliable broader search was also carried out using
the keyword combinations (“Iterative” AND “Learning”) and
(“Learning” AND “Control”), from which we have 1910 and
20 260 publications, respectively. Thus, connected to the word
“Learning,” a great deal of literature has been published. We
also searched under a related topic using the keywords “Repeti-
tive Control,” from which we obtained 309 publications. Given
these large number of publications, in this paper, our review is
restricted to the literature obtained by searching under the exact
phrase “Iterative Learning Control,” from which 510 different
publications were found. However, for a reliable survey, we
also decided to include papers from selected conferences and
journals that could not be searched in the Web of Science and
IEEE Xplore databases. Specifically, we also considered papers
in the 1999 and 2002 World Congresses (WC) of the Interna-
tional Federation of Automatic Control (IFAC), the 2000 and
2002 Asian Control Conferences (ASCC), the 2001 European
Control Conference (ECC), the 7th Mechatronics Conference,
the Asian Journal of Control (AJC), and several other miscel-
laneous conferences where ILC papers appeared (see Table II).
Thus, this paper covers IEEE conference and journal papers,
papers in international journals listed in SCIE, IFAC conference
papers, and ASCC papers.

Fig. 2 gives a graphical depiction of the number of ILC publi-
cations since 1990 in international conference proceedings and

2http://isi01.isiknowledge.com/portal.cgi/wos
3http://ieeexplore.ieee.org

Fig. 2. Number of ILC-related publications in conference proceedings and
journals.

TABLE III
REGIONAL DISTRIBUTION OF AUTHORS OF IEEE CONFERENCE

PAPERS AND SCI JOURNAL PAPERS

journals. As shown in Fig. 2, the number of publications in-
creased steadily up to 2002, but then seems to have tapered
off. We do not have an explanation for this effect, though the
large number of conference publications in 2002 may be due
to the IFAC WC. It is also interesting to note Table III, which
shows the regional distribution of the authors of the literature,
which was published in IEEE conference proceedings and SCIE
journals (from the Web of Science database).

Table I and II and Fig. 2 give gross statistics about the number
of ILC publications. In Sections II-B and III, we expand on these
tables by reviewing selected results from the recent literature
and then separating the papers into detailed subclassifications,
respectively.

B. From 1998 To 2004: Brief Comments on Selected Literature

The first ILC monograph [274] was published in 1993. After
1998, there were an editorial publication [38] in 1998; three
special issues (a special issue of the International Journal of
Control [285] in 2000), (a special issue of the Asian Journal
of Control in 2002), and (a special issue of the Intelligent Au-
tomation and Soft Computing: Learning and Repetitive Con-
trol [115]); and two more ILC monographs [60], [480] in 1999
and in 2003, respectively. The outcome of the 2nd Asian Con-
trol conference held in Seoul, Korea, in July, 1997, is presented
in [38]; and [285] is the outcome of the 1998 IEEE Conference
on Decision and Control held in Tampa, FL. It is useful to read
[38, Ch. 1, 2]. In Chapter 1, as a conclusion, Arimoto argued that
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the P-type update rule may be more natural than D-type ILC.
In Chapter 2, Xu and Bien described several key issues in ILC
research and commented on the limitations of ILC applications.
Their discussions were given in three different categories: tasks,
a connectivity of ILC to other control theories, and ILC issues
in a future research direction. In [60], the nonlinear HOILC
was developed to address robust ILC stability, and in [480],
nonlinear ILC, mostly based on the idea of a composite-energy
function, was described.

We also note that since 1998, at least 18 different Ph.D. disser-
tations can be found, as shown in Table IV, which was developed
from a search on the “Digital Dissertations” Website4 combined
with information suggested by an anonymous reviewer [103],
[131], [152], [176], [200], [246], [254], [261], [266], [304],
[306], [336], [385], [433], [446], [499], [502], [513].

In the following sections, we will briefly review the special
issue, vol. 73, no. 10, of the International Journal of Control
(IJC) [285] and the Ph.D. dissertations. The IJC special issue
includes well-refined ILC topics while the Ph.D. dissertations
represent interesting ILC applications and some important the-
oretical developments.

1) IJC Special Issue, vol. 73, no. 10, 2000: The IJC spe-
cial issue contained 15 articles that were based on presenta-
tions made at the Iterative Learning Control Workshop and
Roundtable, a two-day meeting of 28 ILC researchers preced-
ing the 1998 IEEE Conference on Decision and Control. Papers
in the special issue included theoretical contributions related to
the authors’ expertise in conventional control theories, as well as
applications ranging from semiconductors to robots to process
control.

In [28], Arimoto presented ideas on the equivalence between
“learnability,” “output-dissipativity,” and “strictly positive real-
ness.” Based on [28, Th. 1–4], it is possible to check if there
exists an ILC controller to give input–output l2 stability of the
controlled system. In the general case when D = 0, learnabil-
ity can be checked by investigating if there exist two positive-
definite symmetric matrices X and Q such that

AT X + XA = −Q XB = CT . (24)

In [130], a linear quadratic ILC scheme was modified so as to re-
duce the dimension of the supervectors in calculating an optimal
control at each trial and to estimate an unknown system model
based on conjugate basis vectors. French and Rogers [126] pro-
vided an adaptive ILC with a calculated cost for lp -bounded
disturbances. This paper also discussed how to handle the ro-
bustness issue in the adaptive control framework. Owens and
Munde [312] also provided a new adaptive approach for ILC
systems. They included the current error feedback into an adap-
tive control law to exploit the fact that the most recent error
data reflects the current performance most closely. Also, by in-
cluding the feedback signal, they could stabilize an unstable
plant during each trial. Xu et al. suggested a robust learning
controller (RLC) in [484] for robotic manipulators to compen-
sate for state-independent periodic uncertainties and to suppress
nonperiodic system uncertainties. As commented in the same
paper, the results of [484] can be applied to various periodi-
cally disturbed systems and to uncertain dynamic systems (see

4http://wwwlib.umi.com/dissertations/gateway

TABLE IV
ILC-RELATED PH.D. DISSERTATIONS

Section III-B8). In [326], the initial- state-error problem was
handled. In [187], Hillenbrand and Pandit provided a design
scheme for two-norm convergence using the idea of reduced
sampling rate. Anticipatory ILC was suggested by Wang at the
ILC Round Table Workshop held at the 1998 IEEE CDC and
published in [437] and [438], whereby an ILC update rule was
given by

ui+1(t) = ui(t) + L(·)[yd(t + �) − yi(t + �)] (25)

with a saturation condition also included on the input. Notice
that the update rule is different from D-type or P-type (also
compare this with [8]). In [79], Chien suggested an ILC de-
sign method based on fuzzy control for sampled-data systems.
In [357], a state observer and a disturbance model were used
to the learning controller. Longman gave a valuable discus-
sion in [259], providing several important guidelines for the
actual design of ILC and repetitive control (RC) algorithms.
Longman also provided experimental test results and detailed
explanations on the practical uses of ILC. In [283], Moore
proved a convergence analysis for ILC systems with a desired
periodic output trajectory. The final three papers of the spe-
cial issue were dedicated to ILC applications: [356] used an
H∞ approach for a wafer positioning control problem, [308]
applied ILC to nonholonomic systems, and [35] showed how
ILC can be utilized for position control of chain conveyer
systems.

2) ILC-Related Ph.D. Dissertations Since 1998: First of all,
note that our search for Ph.D. dissertations published since 1998
is very limited, because “Digital Dissertations” does not include
all the schools in the world, and we were not able to person-
ally be aware of all the dissertations published everywhere on
this topic. Nonetheless, we tried to include all the Ph.D. dis-
sertations of which we were aware. In 2004, the number of
Ph.D. dissertations in ILC significantly increased as shown in
Table IV. In [176], Hätönen studied the algebraic properties
of a standard ILC structure and made progress in the norm-
optimal ILC field. Verwoerd [433] suggested equivalent feed-
back controllers for causal ILC and noncausal ILC based on
an admissibility concept. A similar discussion to [433] can be
found in [155], [314], and [156]. Dijkstra [103] showed some
exciting ILC applications. In his dissertation, lower order ILC
has been applied to the different wafer stages. In addition, for
finite-time ILC, Dijkstra provided several interesting theoret-
ical developments in [103, Ch. 4]. Oh [306] introduced a lo-
cal learning concept to avoid undesirable overshoot during the
transient. Norrlöf [304] presented a number of useful results
on the theory of ILC, including ideas about the use of mod-
els in ILC and presentation of a successful ILC application
for a robotic manipulator. Markusson [266] used ILC to find
an inversion of the system, particulary focused on noncausal
and nonminimum systems. A time-frequency adaptive Q-filter
ILC was suggested for nonsmooth-nonlinearity compensation
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by Zheng in [513], and the idea was used for an injection mold-
ing machine. ILC and RC were summarized and some new re-
sults for nonlinear nonminimum phase systems were developed
by Ghosh in [152]. Yang [499] studied ILC based on neural
networks, and in [131], Frueh suggested the basis-function-
model-reference adaptive learning controller (see also [130]).
The suggested method in [131] has several advantages. One, in
particular, is an adaptive property to account for slowly varying
plant parameters or errors from the initial model. Huang [200]
introduced Fourier- series-based ILC algorithms for the tracking
performance improvement. In [446], several important issues
from the field of learning and repetitive control were addressed;
for example, indirect adaptive control ideas applied to learn-
ing control were introduced, and based-functions were used to
show that the learning control and the repetitive control prob-
lems are mathematically the same under the same conditions.
Songchon [385] showed that learning control has the ability to
bypass the waterbed effect, which is a fundamental problem in
traditional feedback controls. LeVoci [246] developed methods
for predicting the final error levels of general first-order ILC,
of higher order ILC including current-cycle learning (CCL),
and of general RC, in the presence of noise, using frequency
response methods. Three main difficulties in the area of linear
discrete-time ILC were addressed in [254]: 1) the number of
output variables for which zero tracking error can be achieved
is limited by the number of input variables; 2) every variable for
which zero tracking error is sought must be a measured variable;
and 3) in a digital environment, the intersample behavior may
have undesirable error from a ripple. As interesting application
of optimal ILC was utilized for a chemical molding process
in [502]; Ma [261] showed that an ILC algorithm can be used
for the vision-based tracking systems; and Phetkong [336] used
ILC on a cam designed and built using a 2–3 polynomial profile,
and it was shown that eight cycles for learning were seen to be
sufficient to effectively accomplish the morphing of the cam
behavior.

III. FROM 1998 TO 2004: CATEGORIZATION

In this section, we separate the literature into two different
parts. The first part is related to the literature that focuses on
ILC applications, and the second part is related to the litera-
ture focused on theoretical developments. Of course, it is often
difficult to separate the literature into these two groups, so the
categorizations given in this section are largely based on au-
thors’ subjective opinions. Also, note that in this section, we do
not make detailed comments but simply categorize the papers.

A. Literature Related To ILC Applications

In [275], ILC literature dealing with applications was
categorized as “robotics” and “applications.” In “robotics,”
detailed categories were given as “elastic joints,” “flexible
links,” “cartesian coordinates,” “neural networks,” “cooper-
ating manipulators,” “hybrid control,” and “nonholonomic.”
In applications, detailed categories were given as “vehicles,”
“chemical processing,” “mechanical/manufacturing systems,”
“nuclear reactor,” “robotics demonstrations,” and “miscella-
neous.” In this paper, we began by trying to follow the above
categories, but found it difficult to restrict all the publications

between 1998 and 2004 into the categories given above [275,
Table 4.2]. Thus, we make more detailed categories, includ-
ing “Robots,” “Rotary systems,” “Batch/factory/chemical
processes,” “Bio/artificial muscle,” “Actuators,” “Semiconduc-
tors,” “Power electronics” and “Miscellaneous,” and in each
category, we provide further subcategories.

1) Robots: As shown in [275], robotics is the most active
area of ILC application. Since 1998, this continues to be the
case. Robotic applications of ILC have included:

� general robotic applications, including rigid manipulators
and flexible manipulators [19], [34], [93], [158], [166],
[167], [193], [194], [204], [210], [211], [213], [219],
[224], [252], [292], [301], [379], [389], [417], [418], [494],
[503]–[505], [514];

� mechatronics design [429], [448];
� robot applications with adaptive learning [390];
� with Kalman filter [295];
� impedance matching in robotics [30], [44], [289], [436];
� table tennis [268];
� underwater robots [220], [372]–[374];
� acrobat robots [444], [496];
� cutting robots [212];
� mobile robots [67], [279];
� gantry robots [173], [352];
� arc welding process [191];
� microscale robotic deposition [41].
2) Rotary Systems: Rotational motion is generally dis-

turbed by position-dependent or time-periodic external dis-
turbances. Thus, control of rotary systems is a good can-
didate for ILC application. The papers related to this area
include:

� vibration suppression of rotating machinery [249];
� switched reluctance motors (SRM) [367]–[371];
� permanent-magnet synchronous motor (PMSM)

[231]–[243], [342]–[344], [460], [461];
� linear motors [408];
� (ultrasonic) induction motor [263], [264], [366];
� AC servo motor [378];
� electrostrictive servo motor [196].
3) Batch/Factory/Chemical Process: The number of ILC

applications in process control has increased significantly since
1998. The literature includes:

� tracking control of product quality in agile batch manufac-
turing processes [238], [452];

� chemical reactor [87], [247], [270], [271], [506];
� water heating system [458];
� laser cutting [428];
� chemical process [40], [145], [183], [413], [456];
� batch process [85], [415], [453], [457];
� industrial extruder plant [319]–[322];
� moving problem of liquid container [162], [163], [353];
� packaging and assembly [39];
� injection molding [72], [411].
4) Bio/Artificial Muscle: Bioengineering or biomedical ap-

plications are not yet a popular ILC application area, but slowly,
the number of applications is increasing as evidenced by the
following:

� biomedical applications such as dental implants [202],
[203];
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Fig. 3. Publication number of application-focused ILC literature.

� functional nueromuscular stimulation (FNS) application
[107], [450];

� human operator [12];
� artificial muscle [195];
� pneumatic system [46];
� smart microwave tube [1], [375];
� biomaterial applications [435].
5) Actuators: ILC applications to nonrobotic/nonmotor ac-

tuators are closely related to the mechanical hard-nonlinearity
compensation problem discussed in Section III-B8:

� proportional-valve-controlled hydraulic cylinder system
[45];

� electromechanical valve [189], [190], [331];
� Hysteresis problem of a piezoelectric actuator [260];
� linear actuators [242], [412].
6) Semiconductor: It is quite interesting to see that ILC is

widely applied in the semiconductor production process. Be-
tween 2001 and 2003, the following literature was published in
semiconductor applications: [84], [86], [92], [99]–[102], [237],
[358], [498]. For a more detailed discussion of the application of
ILC to semiconductor manufacturing processes, refer to [103].

7) Power Electronics: Examples of ILC applications to elec-
trical power systems can be found in the following:

� electronic/industrial power systems [441], [510]–[512];
� inverters [2], [36].
8) Miscellaneous: Many miscellaneous applications of ILC

are described in the following:
� traffic [192];
� magnetic bearing [73], [98];
� aerospace [61], [69];
� linear accelerator [230];
� dynamic load simulator [440];
� hard disk drive [474], [475];
� temperature uniformity control [236], [240], [269];
� visual tracking [251];
� quantum mechanical system [333];
� piezoelectric tube scanner [188].
Fig. 3 plots the number of papers focused on the use of ILC in

applications. As shown in Fig. 3, ILC has most dominantly been
applied to the area of robotics. However, notably, ILC has also
been widely used in rotational motion control systems, in the
process control industry, and for semiconductor manufacturing
processes.

We also note that to check the practical uses of ILC, we
searched U.S. patent abstracts using the keywords “Iterative”
AND “Learning.”5 From this search, we found ILC-related
patents in motor control [341], process control [160], disk-drive
control [68], and network communication [218].

B. Literature Related to ILC Theories

Since the spectrum of the theoretical developments is so
broad and individual papers often treat several different top-
ics, assigning a given paper to a specific category can be quite
subjective. Our approach was to try to separate papers that
considered ILC as a specific topic from those that connected
ILC analysis to other control theory topics. Our general cate-
gories were defined as “General (Structure),” “General (Update
Rules),” “Typical ILC Problems,” “Robustness,” “Optimal and
Optimization,” “Adaptive,” “Fuzzy and Neural,” “Mechanical
Nonlinearity Compensation,” “ILC for Other Repetitive Sys-
tems and Control Schemes,” and “Miscellaneous.” The first
three categories are related to unique ILC problems (i.e., ILC’s
own issues not related to other control theories). The next four
categories (robust, optimal, adaptive, fuzzy/neural) are for pa-
pers that combine or use results from these specific fields to
advance the theoretical developments of ILC. The next two cat-
egories consider special cases where ILC has been applied to
develop theoretical solutions to these special problem classes
(mechanical nonlinearity, repetitive control) and the final cate-
gory collects miscellaneous contributions.

1) General (Structure): In this category, we include litera-
ture related to “ILC structure,” “convergence analysis,” “stabil-
ity analysis,” and “basic theoretical works.” In [316], Owens
studied an ILC algorithm using the following update rule:

uk+1(t) = αuk (t) + Kek+1(t) (26)

which leads to the steady-state error expression e∞ = (I +
GKeff)−1yd, where G is a plant, yd is the desired trajec-
tory, and Keff = K/(1 − α). Relationships were given between
the steady-state error, the learning gains, and the structure of
the ILC system. In [155], [156], and [314], the equivalence
of current-cycle (single iteration) feedback control and ILC
was discussed. Goldsmith showed that a learning controller
updated by uk = Fuk−1 + Cek + Dek−1 is equivalent to a
feedback controller u(t) = Ke(t − 1) if K is determined by
K = (I − F )−1(C + D). This result is intuitively true and
implies that the iterative learning controller is also eventu-
ally a feedback controller, based on the fact that ILC is a
controller for finding the best feedforward gain in the time
domain and the best feedback controller in the iteration do-
main. In [29], Arimoto and Naniwa used a positive real condi-
tion on the plant for defining passivity and output-dissipativity
of LTI ILC systems. The ILC convergence was then proved
based on the strictly proper and positive realness of the plant
in [29, Th. 1] and uniform convergence was proved in [29,
Th. 2]. Eventually, this convergence can be interpreted as learn-
ability, which is defined as the existence of a function norm
‖ · ‖ such that ‖yd − yk‖ → 0 as k → ∞. In [172], Hätönen
et al. showed that if a plant G is positive (i.e., ∃ σ > 0 such

5http://patft.uspto.gov/netahtml/search-bool.html
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that uT Gu ≥ σuT u for any u �= 0), then for the ILC sys-
tem updated by uk+1(t) = uk (t) + γk+1ek (t + 1) with learn-
ing gain γk+1 = (eT

k Gek )/(w + eT
k GT Gek ), the resulting error

sequence satisfies ek → 0 as k → ∞. In [256], Longman and
Huang discussed the large overshoots in the transient response
that can occur in ILC even when the system is asymptotically
converegent. They noted that the trajectory error of the first
iteration can be separated into two different frequency areas:
low frequency and higher frequency. ILC initially learns the
low-frequency area where the majority of error stays, but the
remaining higher frequency errors grow as the number of itera-
tions increases, which generates divergence in the intermediate
trials until the higher frequencies can be learned. Thus, the large
overshoots that can occur in the learning transient depends on
the initial error, which depend on the desired trajectory and
time-domain feedback control scheme. For more detailed pa-
pers related to structure issues, see the following:

� structure [169], [175], [315], [316], [332], [424];
� equivalence of ILC to one-step minimum prediction control

or feedback control [153]–[157], [277], [314], [432];
� analysis in the point of passivity (dissipativity) [22]–[24],

[29], [31], [288];
� analysis in the point of positivity [139], [171], [172];
� divergence observation [256];
� steady-state oscillation condition and its utilization [222];
� strongly positive system [10], [11].
2) General (Update Rules): In this category, we include lit-

erature that discusses “ILC update rules” and their “performance
comparisons.” Eventually, in ILC, the control force can be up-
dated by

uk+1(t)

=
i=k−l∑
i=k

j=n∑
j=0

λi(j)ui(j) +
i=k−l∑
i=k

j=n∑
j=0

γi(j)(yd(j) − yi(j))

︸ ︷︷ ︸
A

+
j=t−1∑
j=0

λk+1(j)uk+1(j) +
j=t−1∑
j=0

γk+1(j)(yd(j) − yk+1(j))

︸ ︷︷ ︸
B

+
j=n∑
j=t

λk+1(j)uk+1(j) +
j=n∑
j=t

γk+1(j)(yd(j) − yk+1(j))

︸ ︷︷ ︸
C

(27)

where A is for first-order and higher order schemes, B is for
current cycle update, and C is for anticipatory update. It is
also natural to include D-type and I-type terms into (27) using
the past error signals. When we consider the continuous case,
these D-type and I-type can be also updated in a fractional
way [54]. In [32], a Broyden-update rule was used by solving
the optimization problem

Pk+1 = arg min
P

‖P − Pk‖

where Pk is the learning gain matrix for the kth iteration used in
the update law uk+1 = uk − P−1

k ek . In [118], [120], and [229],

there was a debate about a control law that ensures a zero out-
put error for the whole desired trajectory after only one itera-
tion trial. In these papers, they claimed that zero error can be
assured only using the information about B and C matrices.
Other debates have centered on the value of HOILC. In [293],
a first-order ILC algorithm and a second-order ILC algorithm
were compared. From an industrial robot test, Norrlöf concluded
that “it is not possible to say that a second-order ILC algorithm
does better than a first-order algorithm.” However, Norrlöf also
added that the second-order ILC scheme is very competitive
when there is an uncertainty in the plant that makes the plant
different between the iterations. Furthermore, he found that the
second-order algorithm could smooth the behavior of the sys-
tem by using the control and the error signal from more than
one iteration. In [459], Xu et al. compared previous-cycle learn-
ing (PCL), CCL, and synergetic previous- and current-cycle
learning (PCCL). The conclusion was that PCCL has a better
performance than PCL or CCL. Also, as remarked in the con-
clusion of [459], it was highlighted that ILC robustness can be
enhanced by incorporating a current-cycle feedback. For various
other ILC update rules, refer to the following categories:

� update rules such as D-type ILC, P-type ILC, I-type ILC,
PD-type ILC, and PID-type [57], [174], [380], [381], [463],
[497], [509];

� fractional [54];
� using current cycle [338];
� anticipatory [437];
� update in Hilbert space [32], [33];
� performance guaranteed ILC, convergence speed improve-

ment, or performance improvement [66], [104], [118],
[120], [186], [229], [423], [465], [471], [472], [477];

� linearization [184];
� automated/self tuning [258], [262], [447];
� comparison of ILC update rules [293], [459], [464], [476];
� discussion on convergence and/or robustness [233], [303],

[307], [479].
3) Typical ILC Problems: In this category, we include ILC

problems such as nonminimum phase, initial condition reset,
higher order approach, 2-D analysis, and frequency-domain
analysis. From [275, Table 4.1], it is shown that these typ-
ical ILC problems had been popularly studied before 1997.
But, we can observe that many publications are still devoted
to these topics. It has been widely accepted that ILC can be
very effective in controlling a nonminimum phase system be-
cause it uses noncausal filters (in traditional control theory,
if a plant is nonminimum phase, perfect tracking cannot be
achieved using causal operators). In [151], Ghosh and Paden de-
signed a pseudoinverse-based learning controller for the follow-
ing nonlinear (could be nonminimum phase) affine system with
disturbance:

ẋk (t) = f(xk (t)) + g(xk (t))uk (t) + b(xk (t))wk (t),

xk (0) = 0 (28)

yk (t) = h(xk (t)) + vk (t) (29)

where wk (t) includes both repetitive and random-bounded dis-
turbances. For solving this problem, Ghosh and Paden linearized
the nonlinear system around the nominal plant using a first-order
Taylor series and then used the pseudoinverse of this linearized

Authorized licensed use limited to: Utah State University. Downloaded on May 7, 2009 at 19:44 from IEEE Xplore.  Restrictions apply.



1108 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 37, NO. 6, NOVEMBER 2007

plant for the control force propagation. In [205], an input update
law, which depends on the number of nonminimum phase zeros,
was proposed using an iterative learning control scheme with
advanced output data (ADILC). In [305], Ogoshi et al. used
input–output linearization for the ILC system design of the non-
linear nonminimum phase system (28), (29) (but without noise
and disturbance). Sogo provided a stable inversion filter with
a noncausal operation [382, Ex. 1] and Verwoerd et al. [431]
concluded that noncausal ILC outperforms causal ILC, and ILC
can be very effective in cases where the causality constraint
imposed by the closed loop is the limiting factor.

Initial condition reset is one of the most critical assump-
tions of ILC. Many publications have been devoted to relaxing
this critical assumption. For example, Sun and Wang provided
an analysis about initial reset for a nonlinear continuous ILC
system [397] and for a nonlinear discrete ILC system [398],
and suggested initial rectifying actions to improve the tracking
performance. In [323], Park and Bien showed for both linear
and nonlinear systems that limk→∞ yk (t) = yd(t) − e(t), where
e(t) is analytically determined from the initial reset error.

HOILC has been steadily studied for improving convergence
speed and robustness [223]. In ILC, 2-D analysis has also been
studied for a long time. The first 2-D approach in ILC field
is [228], which was developed based on Kurek’s earlier work
[227]. Recently, Fang and Chow [119] used 2-D theory for
handling the initial reset problem of ILC. In fact, ILC system is
a 2-D system in nature. French et al. [128] developed an adaptive
iterative learning algorithm based on 2-D concept, and Owens
et al. [317] comprehensively explained the stability of HOILC
scheme, norm-optimal ILC, predictive norm-optimal ILC, and
adaptive ILC based on 2-D concepts.

In [346], a frequency-domain-based learning update rule was
introduced for the tracking control of a tooth-belt driven po-
sitioning table. For this purpose, a continuous periodic signal
is approximated by discrete Fourier transform (DFT); then they
use a feedback controller (PD control) and feedforward learning
control for the control force calculation according to

u(t) = PD(t) + û(t). (30)

Then, transforming (30) into the discrete frequency domain,
they proved the convergence of a frequency-domain-based up-
date rule (actually the proof was given in [416]). In [117], a
frequency-domain-based stability analysis was given, by which
the following two conditions need to be satisfied:

|1 − ejwT φG(ejwT )| < 1, ∀w (for SISO)

σ[1 − ejwT φG(ejwT )] < 1, ∀w (for MIMO) (31)

where φ is the learning gain (matrix). Since the inequality
boundary of (31) is a unit circle centered at +1 in the Nyquist
polar plot of zφG(z), it was noted that the poor transient prob-
lem is due to the frequency range where the Nyquist plot is
outside the unit circle. For eliminating this frequency range, it
was concluded that a cutoff is needed, and it was claimed that the
cutoff is also necessary for good transient robustness. For a sim-
ilar frequency-domain-based stability analysis, refer to [299].
Additional papers related to typical ILC problems include:

� nonminimum phase and/or noncausal filter [90], [122],
[123], [147], [150], [151], [205], [207], [208], [225], [226],
[265], [291], [305], [382], [383], [431];

� inverse model based or pseudoinverse-based ILC [148],
[149], [290];

� initial setting (shift) [71], [121], [323], [325], [393],
[396]–[398], [401], [402], [405], [500];

� HOILC [6], [70], [223], [281], [300], [334], [478];
� 2-D approach/analysis [96], [112]–[114], [119], [128],

[139], [141], [142], [161], [276], [317], [354];
� frequency-domain analysis and/or synthesis based on

frequency-based filtering [51], [52], [64], [117], [244],
[248], [298], [299], [302], [339], [346], [384].

4) Robustness Against Uncertainty, Time-Varying, and/or
Stochastic Noise: This category includes robustness prob-
lems such as disturbance rejection, stochastic affects, H∞ ap-
proaches, etc. Arif et al. [15] used the update rule uk+1(t) =
uk (t) + Γ1ėk (t) + Γ2ėk+1(t) where ėk+1(t) is the predicted er-
ror, to improve the ILC convergence speed for time-varying lin-
ear systems with unknown but bounded disturbances. In [425],
time-periodic disturbances and nonstructured disturbances were
compensated using a simple recursive technique that does not
use Lyapunov equation (refer to [469] for disturbance com-
pensation using Lyapunov functions). For general ideas about
robust ILC, refer to [273] for the linear case and see [74], [337],
[419], [421], [439], [482], and [492] for the nonlinear case.
Other related papers include:

� disturbance rejection with feedback control [83];
� disturbance rejection with iteration-varying filter [297];
� nonlinear stochastic systems with unknown dynamics and

unknown noise statistics [49];
� stochastic ILC [48], [362]–[365] and with error prediction

[15];
� measurement noise [287], [296];
� H∞ approach [330];
� µ-synthesis [105], [106];
� model-based [21], [351];
� based on backstepping ideas [425];
� polytope uncertainty approach [250].
5) Optimal, Quadratic, and/or Optimization: Optimal ILC

is considered as one of the main ILC theoretical areas, and
it has a well-established research history. Norm-optimal ILC
is due to [137], as commented in [177]. Recently, there have
been several different quadratic-cost-function-based ILC algo-
rithms. In this category, we consider these algorithms and other
optimization-based methods. Amann et al. [8] proposed the so-
called norm-optimal controller to determine a control force at the
(k + 1)th iteration by minimizing the following cost function:

Jk+1,N (uk+1) =
N∑

i=1

λi−1(‖ek+i‖2 + ‖uk+i − uk+i−1‖2)

(32)
where the weigh parameter λ determines the importance of more
distant (future) errors and incremental inputs compared with the
present ones. We note that (32) uses the next N trials’ informa-
tion (compare with the anticipatory algorithm [437]). In [8],
an optimal control force is calculated as uk+1 = uk + G∗(I +
λQN −1)ek+1, where ek+1 is recursively updated by ek+1 =
[I + GG∗(I + λQN −1)]−1ek and QN is also recursively
updated by QN = [I + GG∗(I + λQN −1)]−1(I + λQn−1).
Gunnarsson and Norrlöf [164] interpreted the norm-optimal ILC
in the frequency domain, and recently, in [177], norm-optimal
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ILC was used with a genetic algorithm for calculating the opti-
mal learning gain for a class of nonlinear ILC problems. In [311],
optimality-based adaptive ILC algorithms were developed. For
nonlinear systems, Choi and Jang [89] used the steepest gradi-
ent method for minimizing a performance index function, and
in [221], singular value decomposition was used for analyzing
a quadratic-form-based optimal ILC algorithm. Other related
references include:

� optimal ILC [4], [5], [8], [164], [170], [177]–[182], [310],
[311], [360], [361], [427];

� linear quadratic optimization-based method [159], [309];
� quadratic cost function-based method [89], [129], [221],

[235];
� numerical optimization [267].
6) Adaptive Control and/or Adaptive Approaches:

Adaptive-control-based ILC is very popular, and many
theoretical works in ILC are related to Lyapunov functions
and/or adaptive control concepts. In this category, we only
include the literature, which focuses on purely theoretical
adaptive ILC. For robot manipulator control, adaptive learning
control has been very popular. For example, in [391], an
adaptive learning (A-L) control scheme was developed for
robot manipulator tracking; in [272], Miyasato proposed a
hybrid adaptive control scheme (enhanced by ILC), and in [94],
Choi and Lee provided a hybrid adaptive learning control
scheme using both feedback control and feedforward control
for robot manipulation. For nonrobotic adaptive-control-based
ILC, in [125], French and Rogers consider the following
system:

ẋi = xi+1, i = 1, . . . , n − 1

ẋn = θT φ(x) + u

where φ(x) is known, and θ ∈ Rn are unknown parameters. If
θ̂ are the adaptively estimated parameters, it was shown that θ̂

can be estimated such that (θ − θ̂)T (θ − θ̂) is monotonically de-
creasing in a finite time horizon. Owens et al. [318] used an adap-
tation learning gain update law, and French et al. [124] further
provided a learning control scheme based on learning gain adap-
tation, using only the information of sign(BC). In [76], a model
reference adaptive control scheme for an affine nonlinear ILC
system was developed based on output-feedback linearization,
and in [241], a discrete-time model reference adaptive learn-
ing control scheme was developed for a linear system. Other
publications studying adaptive control-based ILC include:

� general works [47], [50], [77], [94], [124], [125], [127],
[272], [294], [318], [391], [501];

� model reference [76], [241];
� model reference with basis functions [335], [445].
7) Fuzzy or Neural Network ILC: In the ILC literature, it has

been shown that learning gains can be determined from neural
network or fuzzy logic schemes [274]. Specific results include:

� fuzzy ILC and fuzzy ILC for initial setting [7], [75], [82],
[340], [376], [442], [486], [508];

� feedforward controller (LFFC) using a dilated B-spline
network [59], [430];

� artificial neural networks for ILC and ILC applied to
neural networks [80], [81], [95], [97], [185], [198], [209],

[214], [215], [253], [377], [409], [414], [443], [451], [485],
[495].

8) ILC for Mechanical Nonlinearity Compensation: Many
ILC publications show that mechanical hard nonlinearities can
be compensated successfully if they have some sort of period-
icity in the time-, state-, or frequency-domain. The main idea
of hard-nonlinearity compensation is to analyze stability in the
iteration domain as done in [391]. That is, in the first itera-
tion, we need to guarantee bounded-input bounded-output in
an lp norm topology. Then, from the second iteration onward,
asymptotic stability should be guaranteed as a function of it-
eration. Even though the main idea can be found in [480], the
following publications can be referred to for stability analy-
sis of specific hard-nonlinearity compensation strategies using
ILC:

� ILC without a priori knowledge of control direction and
with non-Lipschitz disturbance [217], [469], [490];

� ILC with input saturation [466], [481];
� input singularity [468], [489];
� deadzone [216], [359], [493];
� Coulomb friction [108], [109], [111], [146];
� using Smith predictor for time delay and disturbance sys-

tem [197], [473];
� delay [324], [329], [394];
� backlash [201].
9) ILC for Other Repetitive Systems and Control Schemes:

Though classical control theories have been utilized for ILC
performance improvement, it is also possible to use ILC theory
for the performance improvement of other control schemes.
Using the general idea of ILC, the performances of several
other types of control strategies have been improved, including:
repetitive control, PID, optimal control, neural network, etc.,
[18], [43], [91], [143], [199], [206], [313], [434]; and model-
based predictive control [234], [239].

10) Miscellaneous: Papers that we cannot separate into the
categories 1–9 include:

� different tracking control tasks [467];
� slowly-varying trajectory and/or direct learning control

(DLC) for nonrepeatable reference trajectory, or DLC for
MIMO [3], [13], [17], [482], [486], [487];

� LMI ILC [138], [140], [144], [355], [388];
� monotonic ILC [56], [278], [280], [284], [286], [327],

[328];
� Hamiltonian control systems [132]–[136];
� MIMO linear time-varying system ILC [410];
� observer-based ILC [419];
� blended multiple model ILC [420];
� composite energy function ILC [462], [487];
� cascaded nonlinear system [347], [349];
� nonlinear with constraint [53];
� maximum phase nonlinear system [88];
� unknown relative degree [392]; and arbitrary or higher rel-

ative degree [20], [78], [403], [507];
� decentralized iterative learning control [449];
� internal model-based [55], [58], [422], [426], [491];
� distributed parameter systems [348], [350];
� ILC with prescribed input–output subspace [165], [168];

with desired input in an appropriate finite dimensional input
subspace [386], [387]; and with bounded input [110];
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Fig. 4. Publication number of theory-focused ILC literature.

� sampled data ILC [395], [399]–[401], [404], [406], [407];
� experience/information database [13], [14], [16];
� Fourier series based learning controller [345];
� learning variable structure control [470];
� with weighted local symmetrical integral feedback con-

troller [63];
� inter-sampling error [245];
� model identification [255], [257].
Fig. 4 plots the number of papers related to the theoretical

developments in ILC. As seen in Fig. 4, the ILC theory has been
advanced by being connected to existing control theories such
as robust, adaptive, optimal, and neural/fuzzy control. However,
the ILC structure and update problems, which are investigated
within ILC’s own framework, dealing with ILC problems such
as the nonminimum phase systems, the initial reset problem, the
higher-order issue, 2-D analysis, and convergence/performance
improvement, have been more widely studied. Fig. 4 reveals
that lot of research is still devoted to ILC’s own theoretical and
structural problems. It is also interesting to point out that while
other control schemes have been used to help improve ILC, in
the same way, the ILC concept has been used for improvement
in performance of other control schemes.

IV. DISCUSSIONS AND CONCLUSION

In this paper, we have categorized and discussed the ILC lit-
erature published between 1998 and 2004. Following a general
introduction to ILC and a technical description of the methodol-
ogy, selected results were reviewed, and we then categorized the
ILC literature into two broad divisions: application and theory.

From the categorization of application-related literature, we
have found that ILC applications have been extended from
robotics and process control to more specific semiconductor
manufacturing and bioengineering applications. However, ap-
plications remain dominated by manipulator-based robotics, ro-
tary systems, and process control problems, which are basically
time- or state-periodic in either the desired trajectory or the
external disturbances. Although some of the publications have
shown that ILC can be used in the areas of aerospace, nonrobotic
actuator control, biomedical applications, visual tracking, arti-
ficial muscles, and other emerging engineering problems, suc-
cessful industrial applications have not yet been reported in
these areas.

From the survey of theory-focused literature, it is seen that
ILC theory has been developed in two different areas: research
on ILC’s own features, and research on ILC systems fused with

other control theories. Most of the recent theoretical work has
been related to performance improvement with various types
of uncertainties and/or instabilities. However, although many
recent theoretical achievements have provided beautiful mathe-
matical formulations of ILC, much of the theoretical develop-
ment remains far away from actual application considerations.
From our observations, we would argue that it is more urgent
to develop theoretical ILC works to support industrial ILC
application, where the robust performance issues on the iter-
ation domain may be more important.

As a disclaimer, we would note again that while we tried to
include as many ILC publications as we could find, the litera-
ture search was restricted to the exact name of “iterative learning
control.” Thus, it is certain that we have missed many impor-
tant ILC publications. Nonetheless, we believe that the survey
work performed in this paper can help the reader understand the
overall trend of ILC in both applications and theory. We would
finally repeat that research in ILC applications is still not so
active as compared with purely theoretical works. Thus, it is our
hope to see more publications that include successful ILC ex-
perimental results and/or industrial applications. In this respect,
we hope that the next ILC survey to appear will find that more
papers such as [259] will have been published.
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