
Biological Cybernetics manuscript No.
(will be inserted by the editor)

Detailed and abstract phase-locked attractor network

models of early olfactory systems.

Dominique Martinez

LORIA, Campus Scientifique - BP 239, 54506 Vandoeuvre-Les-Nancy, France

Phone: +33 383-59-30-72 Fax: +33 383-41-30-79 Email: dmartine@loria.fr

Received: / Revised version:

Abstract Across species, primary olfactory centers show similarities both in their cellular orga-

nization and their types of olfactory information coding. In this article, we consider an excitatory-

inhibitory spiking neural network as a model of early olfactory systems (antennal lobe for insects,

olfactory bulb for vertebrates). In line with experimental results, we show that, in our network,

odor-like stimuli evoke synchronization of excitatory cells, phase-locked to the oscillations of the

local field potential. As revealed by a mathematical analysis, the phase-locking probability of ex-

citatory cells is given by an inverted-U function and the firing probability of inhibitory cells is well

described by a sigmoid function. These neural response functions are used to reduce the spiking

model to a more abstract model with discrete-time dynamics (oscillatory cycles) and binary-state

neurons (phase-locked or not). An iterative map, built for explaining the dynamics of the binary

model, reveals that it converges to fixed point attractors similar to those obtained with the spiking

model. This result is consistent with odor-specific attractors found in recent experimental studies.

It also provides insights for designing bio-inspired olfactory associative memories applicable for

data analysis in electronic noses.
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1 Introduction

Primary olfactory centers in insects and vertebrates show striking similarities both in their cellular

organization and their types of olfactory information coding (Strausfeld and Hildebrand, 1999).

Odorant molecules are first captured by olfactory sensory neurons distributed on the insect an-

tennae or in the vertebrate epithelium. It is now well established that the large number of sensory

neurons expressing the same odorant receptor gene converge onto one or few specific glomeruli in

the insect antennal lobe (AL) or the vertebrate olfactory bulb (OB), where they connect to other

cells.

Both the AL and the OB are networks of excitatory cells interconnected via local inhibitory

neurons. Olfactory stimuli produce fast oscillations of the local field potential (LFP), resulting from

the interplay between inhibitory and excitatory cells in the AL/OB. Indeed, the oscillations persist

after ablation of higher brain structures (Laurent and Davidowitz, 1994) but are disrupted when

the GABAergic synapses from inhibitory to excitatory cells in the AL/OB are pharmacologically

blocked (Stopfer et al., 1997; Hosler et al., 2000; Lagier et al., 2004). An oscillatory activity in

the LFP indicates the presence of an olfactory stimulus but the LFP oscillations are independent

on the applied stimulus, as any odor leads to the same mean frequency, e.g. 20 Hz in the locust

(Stopfer et al., 1997). Such a robust field oscillation is believed to play an important role in

the coding of olfactory information by providing a ’clock’ or temporal frame of reference for the

encoding neurons (Laurent, 1996).

It has been reported that the LFP oscillations emerge from the synchronization of the underlying

neuronal population. In the presence of an olfactory stimulus, excitatory cells show a synchronized

activity, phase-locked to the LFP oscillations (Kashiwadani et al., 1999; Buonviso et al., 2003;

Lagier et al., 2004; Friedrich et al., 2004). The LFP oscillatory power in the beta frequency band

increases during learning (Ravel et al., 2003) or repeated exposure to an odor (Stopfer and Laurent,

1999), indicating either a better synchronization, a larger number of synchronized cells or both.

At each oscillatory cyle, some neurons exhibit phase-locked activity while others do not. The

phase of the activity of individual neurons relative to the LFP oscillation does not convey any
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information about the odor identity (Laurent, 1996; Friedrich et al., 2004), nor about its intensity

(Stopfer et al., 2003). Although response latencies with respect to the slower respiratory cycles

depends on the odor intensity in the mammal OB (Margrie and Schaefer, 2003), there is so far no

experimental evidence for a phase code with respect to the LFP. In contrast, wich excitatory cells

synchronize at each oscillatory cycle depends on the odor stimulus. More precisely, the identities

of the phase-locked neurons evolve in time in an odor-specific manner (Laurent and Davidowitz,

1994; Laurent et al., 1996; Wehr and Laurent, 1996; Laurent, 1999; Friedrich et al., 2004). Recent

experimental data indicate that activity patterns become more specific over time (Friedrich and

Laurent, 2001; Friedrich et al., 2004) and eventually converge onto odor-specific attractors (Gálan

et al., 2004; Sachse and Galizia, 2003).

In summary, electrophysiological studies in the AL/OB demonstrated that olfactory stimuli gener-

ate odor-specific synchronization of excitatory cells, phase-locked to the oscillations of the LFP. In

order to explain the observed oscillatory synchronization, several computational models have been

developed, ranging from networks with detailed conductance-based spiking neurons (Bazhenov

et al., 2001; Davison et al., 2003) to networks with binary McCulloch-Pitts neurons (Holub et al.,

2002; Quenet and Horn, 2003). On the one hand however, the intrinsic complexity of conductance-

based models does not permit mathematical analysis and large scale simulations. On the other

hand, oversimplified models derived from scratch lack biological plausibility. In this study, we

present a procedure to reduce a spiking neural network model of the insect AL to a more ab-

stract model using binary neurons. The motivation behind this work is twofold. First, the reduced

complexity of the binary model will allow a deeper understanding of the mechanisms underly-

ing olfactory coding. Second, the binary model is likely to provide a direct input for designing

bio-inspired data analysis methods for artificial olfaction in electronic noses.

In the next section, we describe the spiking neural network exhibiting oscillatory synchronization

as a model of early olfactory systems and present simulation results. In section 3, the spiking model

is analyzed. The mathematical analysis consists in determining single neuron response probability,

conditional to field potential oscillations. As revealed by the analysis, the phase-locking probability
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for excitatory cells is an inverted-U function while the firing probability for inhibitory cells is well

described by a sigmoid-shaped function. In section 4, we present a binary model based on such

neuronal activation functions and show that it converges to fixed point attractors similar to those

obtained with the spiking model. In section 5 we summarize the results obtained and discuss the

hypothesis that early olfactory systems work as phase-locked associative memories.
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Fig. 1 Neuron model. Phase circle for the theta neuron model (Eq. (1) with J < 0). There are two fixed

points ±acos[(1 + αJ)/(1−αJ)]. The positive one is unstable, the negative one is stable and corresponds

to the neuron’s resting state.

2 Spiking model : nonlinear integrate and fire neurons and continuous-time

dynamics

2.1 Model description

We simulated the conductance based models of excitatory and inhibitory cells from (Bazhenov

et al., 2001) and found that their firing frequency in response to a constant input current can

be arbitrarily low (type I excitability). It has been shown that the quadratic integrate and fire

model or the equivalent theta model are very good approximations of any type I neuron around the

threshold (Ermentrout, 1996). Therefore, in our model we use theta neurons (parameters have been

fitted such as to obtain the same frequency-current response than their equivalent conductance

based neurons). The state variable θ of a theta neuron obeys the following equation

dθ

dt
= (1 − cos θ) + (1 + cos θ)αJ (1)
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Fig. 2 Network model. E-I network model : NE = 90, NI = 30. The synaptic strengths are gE→I = 0.05,

gI→E = 0.5, gI→I = 0.1 with probability of connection p = 0.4 and 0 with probability 1−p. The decay rates

are τE = 5 ms and τI = 6 ms for the excitatory and inhibitory synapse. E-cells : α = 0.05, I th = 0.5. I-cells :

α = 0.1, Ith = 0.8. Because the number of activated neurons increases with odor concentration (Ng et al.,

2002; Sachse and Galizia, 2003), the percentage of neurons in our network receiving the external input

mimic odor concentration. Unless otherwise specified, the input is applied to 33% of the neurons chosen

at random. For each one of these activated neurons, the input consists of a constant current Iext = 0.75

with added gaussian noise (0.1 standard deviation) of 600 ms duration (stimulus onset randomly chosen

between 0 and 30 ms). Note however that, for I-cells, this external current is below threshold (I th = 0.8)

and additional synaptic current coming from the E-cells is needed to induce firing. The output of the

network is provided only by the E-cells which project to higher stages.

where J is the total input current and α > 0 is a constant characterizing the neuron current-

frequency response curve. Such a theta neuron can be considered as a point (cos θ, sin θ) moving

on the unit circle (Ermentrout, 1996; Hoppenstead and Izhikevich, 2002) for which a spike oc-

curs whenever θ crosses π (see Fig. 1). When J < 0 and constant, there are two fixed points at

±acos[(1+αJ)/(1−αJ)]. The negative one is stable and corresponds to the neuron’s resting state.

When J > 0 and constant, the fixed points do not exist anymore and the neuron fires regularly at

a frequency given by
√

αJ/π. By using the transformation v = tan(θ/2) the theta model becomes

the quadratic integrate and fire model (Gerstner and Kistler, 2002). The total input current in

Eq. (1) is J = I + Isyn, where Isyn is the synaptic current and I = Iext − Ith. Iext is the external

current and Ith denotes the threshold, i.e. the minimal current required for repetitive firing. As

shown in Fig. 2, our model is a network of NE excitatory cells (E-cells) and NI inhibitory cells
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(I-cells) coupled via simple exponential synapses (model parameters are specified in figure caption).

2.2 Model simulation

Although the AL model used here is an idealized version of the one proposed in (Bazhenov et al.,

2001), simulation results remain qualitatively the same. In the presence of a stimulus, the net-

work presents cycles of activity, in line with experimental observations (see Fig. 3 for a typical

spike raster plot). Each oscillatory cycle is defined by a volley of quasi-synchronized E-cell spikes

followed a few milliseconds later by a similar volley of I-cell spikes. Consecutive cycles of activity

are separated by periods of silence lasting for about 50 ms and giving rise to 20 Hz LFP oscilla-

tions, similar to that of recorded in the locust (Stopfer et al., 1997). Blocking inhibitory I → E

synapses in our model disrupted E-cell synchronization and LFP oscillations. This is in agreement

with previous experimental and modeling studies which support the functional relevance of fast

GABAergic inhibition from I-cells in the synchronization of the E-cells (Stopfer et al., 1997; Hosler

et al., 2000; Bazhenov et al., 2001). To see if the mean LFP frequency could convey some infor-

mation about the odor identity and its intensity, we performed repeated simulations with random

stimuli of different intensities. Note that the number of activated neurons in our model reflects odor

concentration (see model assumptions in caption of Fig. 2). As shown in Fig. 4, the LFP frequency

is independent on the odor concentration. Moreover, the small standard deviations, obtained from

different runs with random input and network, indicate that the LFP frequency does not depend

on particular input configurations and network connectivities. In contrast, it only depends on the

time constant of the inhibitory synapse, which is in agreement with previous studies, e.g. (Chow

et al., 1998). Because the LFP frequency is independent on the applied stimulus (identity and

intensity), it defines a ’clock’ or a temporal frame of reference for the encoding neurons.

If one looks more carefully at particular oscillatory cycles displayed in Fig. 5, we see that some

E-cells exhibit phase-locked activity while others do not. An E-cell is considered to be phase-locked
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Fig. 3 Simulation of the E-I network. Raster plot of network activity (dots denote individual spikes).

Network parameters are given in caption of Fig. 2. The LFP is computed as the instantaneous average

of the E-cells’ θ variables so that there is no phase lag between the peak of the LFP and the mean firing

time T of the E-cell population.
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Fig. 4 LFP frequency. LFP frequency vs. odor concentration for two different decay rates of the

inhibitory I → E synapse. The percentage of neurons activated by the stimulus reflects the odor concen-

tration. This is taken as a model assumption (see caption of Fig. 2). The LFP frequency is given by the

frequency of the maximum Fourier component in the power spectrum computed on the unfiltered signal.

For each odor concentration, mean LFP frequency and standard deviation are obtained over 10 runs. For

each run, network connectivity pattern and input pattern (set of neurons receiving the stimulus) were

random.
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Fig. 5 E-cell Phase-locking. The LFP oscillations define a ’clock’ or temporal frame of reference of

period T . The filtered LFP is obtained with a low pass filter (2nd order Butterworth with 30Hz cutoff

frequency). At each oscillatory cycle, phase-locked E-cells are those which fire within a temporal windows

of ±ε ms around the mean firing time T of the E-cell population. Typically, ε = 5 ms (Laurent, 1999;

Laurent et al., 2001).

at a given cycle if it fires within a temporal windows of ±ε ms around the peak of the LFP (typi-

cally, ε = 5 ms (Laurent, 1999; Laurent et al., 2001)). In order to see if this phase-locked coding is

robust, we performed 20 repeated simulations with different initial conditions and random noise

added to the input. We adapted the analysis reported by Laurent et al. (1996) and Bazhenov et

al. (2001), by assigning to each E-cell spike a phase (−π,+π) relative to its closest LFP peak (zero

phase = positive peak of the LFP). Note that the LFP is artificially generated in our simulations

as the average of the E-cells’ θ variables so that there is no phase lag between the peak of the LFP

and the mean firing time T of the E-cell population. Figure 6 shows the results of this analysis for

20 different runs of the network and two particular E-cells (one is phase-locked and the other is

not). As shown in the figure, the pattern is time invariant, an E-cell being either synchronized or

desynchronized at all the oscillatory cycles. This stable state is reached very quickly, just after one

oscillatory cycle. In addition, a phase-locked E-cell produces a single spike per oscillatory cycle

and the phase locking pattern is reproducible across repeated trials, in agreement with previous

observations (Laurent, 1996; Wehr and Laurent, 1996). As done in (Wehr and Laurent, 1996), the
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output of an E-cell at each oscillatory cycle is represented as a binary state 1 or 0 depending on

whether its firing is phase-locked or not. At each oscillatory cycle, the stimulus is thus charac-

terized by a binary vector lying in a multidimensional space, where each dimension corresponds

to the binary state of a given E-cell. Fig. 7 shows a 2D projection of these patterns for three

different stimuli. Note that logistic principal component analysis (PCA) has been used for this

analysis because it is better suited to modeling binary data than conventional PCA (Schein et al.,

2003). We see that different simulations of the network for each stimulus converge to the same

representation despite noise and different initial conditions, and that different representations are

obtained for different stimuli.

A stimulus is thus robustly encoded by the binary code formed by the identity of the phase-locked

E-cells, at each oscillatory cycle. Can this binary code be generated by an abstract model using

discrete-time dynamics and binary-state neurons ? In order to answer this question, we will build

an abstract model based on single response probabilities, conditional to field potential oscilla-

tions. In the next section, probabilities of E-cell phase-locking and I-cell firing will be determined

mathematically.

3 Mathematical analysis of single neuron response probability

3.1 E-cell phase-locking probability

We consider here the conditional probability P (E|k−) that an E-cell is phase-locked at the current

cycle n, given it received k− inhibitory synaptic events at the previous cycle n−1. The conditional

probability P (E|k−) is derived in appendix A1 and is given by Eq. (5) where <k−> is the

mean inhibitory drive, i.e. the mean number of unitary inhibitory post-synaptic currents (IPSCs)

received by the E-cells on average at the previous cycle, and σI is the IPSC temporal jitter, i.e. the

standard deviation in the occuring times of the inhibitory events. In the insect AL, we can assume

that the inhibitory synaptic events are synchronous (σI small). This is justified both with our

simulations, from which we obtained σI ≈ 3.5 ms and with electrophysiological recordings in the
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Fig. 6 Phase-locking pattern analysis over 20 simulations of the spiking model with different initial

conditions θ(t = 0) and different input currents due to the noise. For repeated trials, the stimulus was

applied to the same 33% ”random set” of neurons. The top row is for a desynchronized E-cell, the bottom

row is for a phase-locked E-cell. Each box corresponds to an oscillatory cycle (from 1 to 12). The phase of

each spike is represented as a dot across repeated trials (zero phase in the ith box = no jitter between the

spike and the ith peak of the LFP). Note that the twelve oscillatory cyles of 50 ms each (LFP frequency

is 20 Hz) have a total duration of 600 ms, which corresponds to the stimulus duration (see legend of Fig.

2).

locust AL showing a very synchronous I-cell activity (σI ≈ 3.8 ms, see also Fig. 2B in (Laurent and

Davidowitz, 1994)). Although in the mammal OB, the I-cell activity is less synchronous (σI ≈ 22

ms (Margrie and Schaefer, 2003)), the number k− of IPSCs received by a particular E-cell at each

oscillatory cycle is expected to be large because of the number of I-cells connecting a given E-cell,

estimated to be on the order of 104 (Davison et al., 2003). Therefore, both for the AL and the

OB, the term σ2
I/k− is expected to be small and can be neglected in Eq. (5). Moreover, ε = 5 ms

is in the order of the decay time of the inhibitory synapses τI = 6 ms so that the ratio τI/ε ≈ 1.

Considering these approximations, the phase-locking probability can be simplified to

P (E|k−) ≈ 1 −
(

ln
k−

<k−>

)2

(2)

Note that the simplifications made for deriving Eq. (2) necessarily decrease the negative term in

Eq. (5). Thus, Eq. (2) is not a lower bound anymore. We have check numerically that Eq. (2)

is a good candidate for an approximation of the phase-locking probability. Fig. 8 compares the
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Fig. 7 Stimuli are encoded by the phase-locked binary code. At each oscillatory cycle, the output

of the spiking model is provided by the E-cell only. It is represented as a binary vector in a multidimensional

space (NE = 90), where each dimension corresponds to the binary state of a given E-cell (1 if phase-locked

and 0 otherwise). We pooled the binary data obtained at the different oscillatory cycles (12 cycles), for

different odors (3 stimuli A, B and C) and from repeated trials (3 runs for each stimuli). In total, 99 binary

vectors were available and projected, using logistic PCA (Schein et al., 2003), onto the first two principal

components (PC). Circles, squares and stars are the projected points for stimuli A, B and C, respectively.

approximation given by (2) and the lower bound given by (5) to estimated data obtained from

the simulations of the spiking model. As shown in the figure, the phase-locking probability is an

asymmetric inverted-U function centered on the mean inhibitory drive <k−>. We see that the

values of the phase-locking probability given by (2) are higher than those obtained with the lower

bound (5), as explained above. Because of this, the approximation (2) gives a better fit to the

simulated data than the original lower bound (5).

3.2 I-cell firing probability

Inhibitory synapses between I-cells introduce a complex competition mechanism in the E-I net-

work so that only a fraction of I-cells are active at each oscillatory cycle. Blocking inhibitory

I → I synapses leads to an increased number of active I-cells, in agreement with previous exper-

imental study (Nusser et al., 2001). We consider here the firing probability P (I|k+) of the I-cell
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Fig. 8 The phase-locking probability of an E-cell is an inverted-U function. Circles represent

the E-cell phase-locking probability (ε = 5 ms) vs. number k− of received IPSCs, estimated over repeated

simulations as in Fig. 3 with all the I-cells receiving the external input (20 runs in total). From these

simulations, the estimated mean inhibitory drive and jitter were <k−>≈ 3 and σI ≈ 3.5 ms. The plain

curve represents the lower bound given by (5) and the dashed curve is the approximation given by (2).

receiving k+ excitatory synaptic events at the current cycle. As shown in appendix A2, P (I|k+)

is given by Eq. (7). Let us denote by <k+> the mean number of phase-locked unitary excitatory

post-synaptic currents (EPSCs) received by the I-cells on average at the current cycle. The I-cells

receiving the strongest excitatory drive will cross firing threshold first and inhibit other I-cells.

When k+ À <k+>, the probability to be inhibited by another I-cell vanishes, pk+ ≈ 0 in Eq. (7)

and, thus, P (I|k+) ≈ 1. Vice versa, when k+ ¿ <k+>, we have P (I|k+) ≈ 0. The firing prob-

ability P (I|k+) given by Eq. (7) is actually a sigmoid-shaped function whose threshold depends

on the mean excitatory drive <k+>. This is in agreement with experimental data from which the

relationship between neuronal firing probability and the LFP has been described by a sigmoid

function (Eeckman and Freeman, 1991). Therefore, the firing probability can be simplified to

P (I|k+) ≈ σ
(

k+− <k+> − Θ′
)

(3)

where σ is the sigmoid function and <k+> + Θ′ is a global threshold. Fig. 9 compares the

approximations given by (3) and (7) to estimated values obtained from simulations.
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Fig. 9 The firing probability of an I-cell is a sigmoid-shaped function. Circles represent the I-cell

firing probability vs. number of received EPSCs k+, estimated over repeated simulations as the one in

Fig. 3 (50 runs in total). The plain curve represents (7) and the dashed curve is (3). The global threshold

of 11.5 (<k+>= 15 and Θ′ = −3.5) in (3) and the slope of the sigmoid function have been adjusted so as

to match data points as much as possible.

4 Binary model : Binary neurons and synapses and discrete-time dynamics

We consider here a network of stochastic binary neurons and discrete-time dynamics. Derivation

of the binary model is described in appendix A3. All units in the network are (0,1) binary valued.

I-cells may be active (1) or inactive (0) according to P (I |k+) given by Eq. (3) and E-cells may

be phase-locked (1) or not (0) according to P (E |k−) given by Eq. (2). The output of the network

is provided by the E-cells only. At iteration n, the network activity is given by the fraction of

phase-locked E-cells or, equivalently, by the probability PE that an E-cell is phase-locked

PE(n) =
∑

k−

P (E|k−)Pk−(n − 1)

P (E|k−) is given by Eq. (2) and Pk−(n−1) is the probability that an E-cell has received k− IPSCs

at the previous cycle n − 1, given by a binomial distribution (Eq. 10 in Appendix A3).

At each oscillatory cycle, the competition mechanism due to inhibitory synapses between I-cells

insures that only a fraction of the I-cells are active. The probability that an I-cell fires at iteration

n is given by
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PI(n) =
∑

k+

P (I |k+)Pk+(n)

P (I |k+) is given by Eq. (3) and Pk+(n) is the probability that an I-cell receives k+ EPSCs at the

current cycle n, given by a binomial distribution (Eq. 13 in Appendix A3).

We have compared the dynamics of the binary model, described by Eqs. (8)-(15) in appendix A3,

to the one of the spiking model. As shown in Fig. 10, the dynamics of the two model converges

to similar fixed points. The convergence is also very fast, obtained in only one oscillatory cycle in

most cases.
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Fig. 10 Iterative map PE(n) = f(PE(n − 1)) for the binary model described by Eqs. (8)-(15) in

appendix A3, for different probabilities of connection p = 0.2, 0.3 and 0.5, and for 100% of the neurons

activated by the stimulus. Gaussian approximations of the binomial have been used in Eqs. (10) and (13).

The fixed points for the binary model, obtained at the intersections with the identity line, correspond to

the fixed points obtained for the spiking model and indicated by the stars. Two typical raster plots of

E-cell spiking activity are given for the spiking model (p = 0.2 and p = 0.5).
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5 Discussion : Early olfactory systems as phase-locked associative memories

In this paper, we considered an excitatory-inhibitory spiking neural network exhibiting oscillatory

synchronization as a model of the antennal lobe, the insect early olfactory system. We presented

a procedure to reduce this spiking model to a more abstract model using binary neurons. The

process of abstraction consists in determining single neuron response probability, conditional to

field potential oscillations. We found that phase-locking probability for excitatory cells is given by

an inverted-U function while firing probability for inhibitory cells is well described by a sigmoid.

Based on these neural response functions, we then considered a network of binary-state neurons

and discrete-time dynamics. We compared the dynamics of this binary model to the one of the

spiking model, for different probabilities of connection. The binary network dynamics converges

to fixed-point attractors similar to those obtained with the spiking neural network. Moreover,

different simulations of the network for each stimulus converge to the same attractor, despite noise

and different initial conditions, and that different attractors are obtained for different stimuli. In

Fig. 7, the three clusters of points, corresponding to the attractors obtained from three different

stimuli, could be easily separated by simple discriminant functions. This view is compatible with a

perceptron-readout mechanism in the mushroom body or the olfactory cortex (Gálan et al., 2004).

Similarly to our study, experimental and modeling works have shown that neuronal activity in early

olfactory systems follows trajectories converging onto odor-specific attractors (Gálan et al., 2004;

Raman and Gutierrez-Osuna, 2004; Sachse and Galizia, 2003; Linster and Masson, 1996). These

trajectories need about one second to reach the attractors (Gálan et al., 2004). They cannot be

seen in our model because convergence towards the stable state is too rapid, within one oscillatory

cycle only. Nevertheless, they become apparent when a temporal dynamics is added to the external

stimulus, e.g. when the stimulus is taken as a current step with a rise time constant instead of a

constant external current. Therefore, the temporal dynamics of the glomerulus activities, lasting

for several seconds (Sachse and Galizia, 2003), could explain the trajectories seen in AL activity.

A property of neural networks working as associative memory is their ability to converge to fixed

point attractors representing the stored memories. Previous associative memory models of early
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olfactory systems are based on a firing rate assumption (Hendin et al., 1997; Li and Hopfield,

1989; Li and Hertz, 2000). In contrast, the binary and the spiking models developed in this paper

can be seen as phase-locked associative memory models in which memories are embedded in a

phase-locked E-cell activity relative to the LFP oscillation. Because E-cells have a binary response

(1 if phase-locked and 0 otherwise) and connections are binary (either present or absent), a related

associative memory model is the Willshaw network (Willshaw et al., 1969; Palm, 1980). In the

Willshaw model, neurons are thresholded binary units and long-term storage is enabled by binary

synaptic connections adjusted with a clamped version of Hebbian learning. The model is efficient

if training patterns are sufficiently sparse, i.e. have a small number of active components, and if

the threshold is properly adjusted, e.g. according to the global activation of the network (Graham

and Willshaw, 1995; Schwencker et al., 1996; Hirase and Recce, 1996).

Like the global adjustment of the threshold in the Willshaw model, we found, in our model, that

the activity of single neurons is regulated by the mean activity of the other cells. For example, if

the inhibition received by an E-cell does not deviate too much from the mean inhibition, then the

E-cell will be phase-locked. Such a regulation of the neural response could act as a gain control

mechanism. More neurons are actived when odor concentration increases (Stopfer et al., 2003;

Sachse and Galizia, 2003). Let us assume that twice of the I-cells are activated by the same odor

but at a higher concentration. Both the inhibitory drive k− received by an E-cell and the mean

inhibition <k−> will be doubled. However, their ratio will remain unchanged in Eq. (2), leading

to the same value of the phase-locking probability. Thus, E-cells that are phase-locked at low

odor concentrations will also be phase-locked at higher concentrations of the same odor. Different

codings of the same odor at different concentrations will then share common phase-locked E-cells.

Recognizing an odor regardless of its concentration could be accomplished by decoding the set

of common phase-locked E-cells, with downstream neurons acting as coincidence detectors. This

concentration-invariant coding scheme is consistent with experimental data (Perez-Orive et al.,

2002; Stopfer et al., 2003). In the binary and spiking models, the output is provided by the E-cells

only. A possible role for the I-cells is to transform the initial E-cell pattern into a sparse code so
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as to facilitate stored pattern retrieval. This is particularly true for the mammal OB for which the

ratio of I-cells to E-cells is about 150:1. Projecting input patterns into the high dimensional space

defined by the I-cells (dimension in the order of 106 for the OB) shares similarities with kernel

methods like Support Vector Machines (Cortes and Vapnik, 1995).

Ongoing research is aimed at developing a kernel associative memory based on the ideas derived

from this paper. An associative memory built on such ideas is expected to be applicable for artificial

olfaction using electronic noses. Other lines of research as extensions to this work are interesting

to pursued. In particular, it has been seen in (Martinez, 2005) that the spiking neural network

does not converge to fixed-point attractors when an adaptation current is added to the I-cells.

Indeed, each time an I-cell fires, it increases its adaptation current and makes subsequent firing

harder. Such a unit fatigue mechanism, introduced into the Hopfield network, has been shown

to generate oscillatory activities (Horn and Usher, 2003; Horn and Usher, 1991). In our spiking

model, the firing probability for inhibitory cells has been described by a sigmoid-shaped function

whose threshold is dependent on the adaptation current. Similar to (Horn and Usher, 2003; Horn

and Usher, 1991), our binary model can then be turned into an oscillatory associative memory by

using, for each I-cell in Eq. (3), an individual dynamic threshold.

Appendix

A1. Phase-locking probability of an E-cell

We first consider an E-cell receiving a single IPSC at a time tf via a simple exponential synapse

of strength gI→E with decay time τI . The total input current, for t ≥ tf , is then given by

J(t) = I − gI→Ee−(t−tf )/τI (4)

where I = Iext − Ith.

Börgers and Kopell (2003) have shown that the firing time T1 of a theta neuron receiving a single

strong IPSC is relatively independent of the initial condition θ(t = 0). Provided gI→E is large

enough, trajectories in the phase plane (θ, J) are all attracted towards a given trajectory so that



18

they all reach approximately the same point (π, J?) at firing time. This is shown in Fig. 11 for

our theta model of E-cell. The result is an almost complete loss of the initial condition θ(t = 0).

Whatever the initial condition might be, the total input current is approximately equal to J ? at

the firing time T1

J? ≈ J(T1) = I − gI→Ee−(T1−tf )/τI

and thus

T1 ≈ τI ln gI→E − τIν(I) + tf

where ν(I) = ln(I − J?).

In order to obtain expressions for the firing time of an E-cell, we have generalized Börgers and

Kopell’s (2003) study to the case of an E-cell receiving k− IPSCs of strength gI→E at time tfi ,

i = 1, 2 · · · k−. Without loss of generality, we consider that the neuron fires after receiving the

k−th IPSC. At the firing time Tk− , the total input current is approximately equal to J?

J? ≈ J(Tk−) = I −
k−

∑

i=1

gI→Ee−(T
k−

−tf

i
)/τI

and thus, the firing time of an E-cell which received k− inhibitions is

Tk− ≈ τI ln(k−gI→E) − τIν(I) + τI ln
1

k−

k−

∑

i=1

etf

i
/τI

We consider that the E-cell is phase-locked at the current cycle if its firing time Tk− is within a

temporal window of ±ε ms around the ensemble mean T (see Fig. 5). The probability P (E|k−)

that an E-cell receiving k− IPSCs is phase-locked at the current cycle is then given by

P (E|k−) = P (|Tk− − T | < ε)

Using the Chebychev inequality, we have previously derived in (Martinez, 2005) a lower bound on

P (E|k−)
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P (E|k−) ≥ 1 − E[(Tk− − T )2]

ε2
≈ 1 − 1

ε2

(

σ2
I

k−
+ τ2

I

(

ln
k−

<k−>

)2
)

(5)

where <k−> is the mean number of IPSCs received by the E-cells on average at the previous cycle

and σI is the IPSC temporal jitter (standard deviation in the occuring times of the inhibitory

events). Note that the bound is valid for k− > 0 only. An E-cell without inhibition is not phase-

locked, i.e. P (E|k− = 0) = 0.

−3 0 3

−2

−1

0

θ

θ(Τ1)=π

J

J(T1)=J*
 

Fig. 11 Trajectories in the phase plane for E-cells receiving inhibition. Phase plane (θ, J) for

Eqs. (1) and (4) with tf = 0 and for the E-cells considered in the paper. For strong gI→E , trajectories

converge towards a given trajectory, called a ’river’ in (Börgers and Kopell, 2003), so that they all reach

approximately the same point (θ, J) = (π, J?) at the firing time T1. Trajectories initialized at θ far from π

(indicated with arrows) are rapidly attracted to the river and, thus, the first spike approximately occurs

at T1. Trajectories initialized close to θ = π induce a first spike soon after tf = 0. Right after that, θ = −π

and the trajectories are attracted to the river so that the second spike approximately occurs at T1.

A2. Firing probability of an I-cell

In our model, the external current received by the I-cells is below threshold and additional synaptic

current coming from the E-cells is needed to induce I-cell firing. We first consider an I-cell receiving

a single EPSC at a time tf via a simple exponential synapse of strength gE→I with decay time
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τE . The total input current, for t ≥ tf , is then given by

J(t) = I + gE→Ie
−(t−tf )/τE (6)

where I = Iext − Ith.

The I-cell will fire if the received synaptic current brings its trajectory in the phase plane above the

go curve, as defined in (Rubin and Bose, 2004) for the theta model and shown in Fig. 12A. This will

happen if gE→I is high enough. As shown in Fig. 12B, an I-cell receives many almost synchronized

synaptic events during LFP oscillations. We consider here it receives k+ phase-locked EPSCs at

the current cycle. Because the period of silence that separates consecutive cycles of activity is

large compared to the synaptic time constants (50 ms vs. 5 and 6 ms), the I-cells are at rest

when E-cells fire (see Fig. 12B). The resting state is defined as the stable fixed point for the theta

model. The I-cells receiving the strongest excitatory drive will cross firing threshold first. They

will inhibit other I-cells and may even suppress their activity. This leads to a complex competition

between I-cells (see Fig. 12B). For simplicity, we consider an I-cell connected to nI = p(NI − 1)

other I-cells on average and receiving k+ EPSCs and j IPSCs at the same time. The cell will fire

when k+gE→I − jgI→I ≥ Θ where Θ is the additional current needed to move from the stable

fixed point to the go curve. From Fig. 12A, Θ ≈ 0.3. The number j of received IPSCs is a binomial

random variable with parameter (nI , pk+) (pk+ is the probability that another I-cell receiving the

external current also receives more than k+ EPSCs and therefore fires earlier). Using the gaussian

approximation of the binomial, we can find the firing probability of the I-cell as

P (I|k+) = p(j ≤ k+gE→I − Θ

gI→I
)

≈ 1

2
+

1

2
erf(

Z√
2
) (7)

where erf is the error function and Z = (a − nIpk+)/
√

nIpk+(1 − pk+) with a = (k+gE→I −

Θ)/gI→I .
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Fig. 12 Trajectories in the phase plane for I-cells receiving excitation. A) Phase plane (θ, J) for

Eqs. (1) and (6) with tf = 0 and for the I-cells considered in the paper. Trajectories initialized above the

go curve induce firing while trajectories initialized below the go curve converge to the stable fixed point.

(B) An I-cell receives many almost synchronized synaptic events during LFP oscillations (k+ EPSCs from

the E-cells and j IPSCs from the other I-cells). The figure shows the trajectory of an I-cell in the phase

plane during two consecutive LFP oscillations (extracted from simulation in Fig. 3). In both cases, the

excitation is large enough to bring the trajectory above the go curve. However, firing only occurs at the

second oscillatory cycle. At the first cycle, inhibition from other I-cells brings back the trajectory below

the go curve and prevents I-cell firing.

A3. Derivation of the binary model

We consider a network of binary neurons, with probability of connection p. At iteration n, the

network activity is given by the fraction of phase-locked E-cells or, equivalently, by the probability

PE that an E-cell is phase-locked

PE(n) =
∑

k−

P (E|k−)Pk−(n − 1) (8)

with
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P (E|k−) =















1 −
(

ln k−(n−1)
<k−>

)2

if k−(n − 1) > 0

0 otherwise

(9)

Pk−(n − 1) =

(

Na
I

k−

)

pk−

(1 − p)Na
I −k−

(10)

Na
I = NI PI(n−1) represents the number of I-cells that have been activated at the previous cycle.

At iteration n, the probability that an I-cell is active is given by

PI(n) =
∑

k+

P (I |k+)Pk+(n) (11)

with

P (I|k+) = σ
(

k+(n)− <k+> −Θ′
)

(12)

Pk+(n) =

(

Na
E

k+

)

pk+

(1 − p)Na
E−k+

(13)

Na
E = NE PE(n) represents the number of E-cells that are phase-locked at the current cycle. In

Eqs. (9) and (12), the mean number of inhibitions <k−> received on average by the E-cells and

the mean number of excitations <k+> received on average by the I-cells are given by

<k−> = p NI PI(n − 1) (14)

<k+> = p NE PE(n) (15)

Instead of considering a random network as above, a particular connectivity matrix can be taken

into account. Let us denote by W E→I
ij the binary weight from E-cell i to I-cell j (=1 if i and j

are connected and 0 otherwise). Similarly, W I→E
ij is the binary weight from I-cell i to E-cell j.

Let us denote SE,I
i (n) ∈ {0, 1} the binary activity of a neuron i (excitatory or inhibitory) at the

oscillation cycle n. An E-cell j generates SE
j = 0 or 1 stochastically according to Eq. (9) in which
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k−(n − 1) =

NI
∑

i=1

W I→E
ij SI

i (n − 1)

<k−> = p

NI
∑

i=1

SI
i (n − 1)

An I-cell j generates SI
j = 0 or 1 stochastically according to Eq. (12) in which

k+(n) =

NE
∑

i=1

WE→I
ij SE

i (n)

<k+> = p

NE
∑

i=1

SE
i (n)

Note that a deterministic dynamics can also be obtained by using neurons whose activation func-

tions are thresholded versions of Eqs. (9) and (12).
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