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Abstract 

This paper proposes a systematic method to 
classify data with outliers. The essential techniques 
consist of the outlier detection and the fuzzy support 
vector machine (FSVM). In this approach, the main 
body set for each class is first determined by the 
outlier detection algorithm (ODA) that estimates the 
outliers based on the total similarity objective 
function. Then, incorporated with the total similarity 
measure of the ODA, a fuzzy membership degree is 
assigned to each training sample. Experiments show 
that the proposed method can greatly reduce the 
effects of outliers in the training process and the final 
decision surface of the FSVM is insensitive to 
outliers.  

Keywords: Outlier detection, Support vector 
machines, Fuzzy SVMs. 

 
1. Introduction 

 
The theory of support vector machines (SVMs) first 

developed by Vapnik and his research group is a 
powerful methodology for solving pattern classification 
and regression estimation problems [1], [2], [3], [4]. 
Those techniques are based on the theoretical learning 
theory that embodies the structural risk minimization 
(SRM) principle [2]. SVMs have been shown to provide 
high generalization performance on a wide range of 
applications. The SVM technique can be considered as 
an alternative training method for polynomial-function, 
radial-basis-function, and multilayer-perceptron 
classifiers by selecting proper kernel functions. In recent 
years, SVMs have been applied broadly and successfully 
to various fields such as pattern recognition [3], image 
classification [5], time prediction [6], and regression [7], 
[8]. 

In the theory of SVM, one of the main assumptions is 
that all data in the training set are treated equally. 
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However, noisy data or outliers are usually inevitable in 
practical applications [9]. This may make the decision 
surface deviate severely from the optimal hyperplane 
due to the unawareness of outliers in the training process 
and lead to the degradation of generalization 
performance in the test stage. Recently, some algorithms 
have been proposed to tackle the outlier problem. In [10], 
the weighted least square support vector machine 
(LS-SVM) is proposed to reduce the effects of outliers. 
Nevertheless, the parameters in those techniques need to 
be chosen carefully. In [11], an adaptive margin SVM is 
proposed based on the utilization of adaptive margins for 
each training pattern. However, there is no general way 
to use the class center in the margin of each training data 
to suppress the effects of noise and outliers. Using of the 
distance between each data point and the center of the 
respective class, a robust SVM [5] is proposed to 
calculate the adaptive margin which makes the SVM less 
sensitive to outliers. In [12], a robust SVM based on an 
accelerated decomposition algorithm is proposed to 
solve the over-fitting problem that results from outliers 
in the training data set. This approach and the technique 
in [5] both depend on the distance between the training 
data and class centers in the feature space. In addition, 
some fuzzy support vector machines (FSVMs) have been 
proposed to tackle the outlier problem [13], [14]. Huang 
et al., [13] adopt a fuzzy c-means algorithm cascaded 
with an unsupervised neural network to detect outliers in 
a training data set. Then, a membership model is 
developed to assign membership values to main body 
training samples and outliers according to their relative 
importance in the training data set. Therefore, FSVMs 
can reduce the over-fitting effects and outperform SVMs 
in classification problems with outliers. 

In this paper, a systematic method using the outlier 
detection algorithm (ODA) and the FSVM is proposed to 
handle the outlier problem. As shown in Figure 1, the 
proposed approach first adopts the ODA to obtain the 
main body from all the training samples in each class. 
Incorporated with the total similarity measure from the 
ODA, each sample can be properly assigned a 
membership degree by a pre-selected sigmoid function. 
Thus the proposed approach enhances the insensitivity of 
the FSVM to outliers. 

The rest of this paper is organized as follows. Section 
2 gives a brief review of SVMs and FSVMs. In Section 
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3, the proposed algorithm is developed. The 
experimental results and discussions are presented in 
Section 4. Finally the conclusion is given in Section 5. 

 
2. Related Background 

 
In this section, we will briefly review the algorithms 

of SVMs and FSVMs. More detailed descriptions can be 
found in [1], [2], [13], and [14]. 
 
A. Support Vector Machines 

The support vector machine is a classifier based on 
the structural risk minimization to find the hyperplane 
that maximizes the margin between classes. Without loss 
of generality, the theory of SVMs is introduced through a 
two-class classification problem. Assume that the 
samples from class one and class two are associated with 
a class label  and  respectively. Given a 
training data set S of N data points 

1iy = − 1iy = +

1{ , }N
i i iS y == x  (1) 

in which the input sample  belongs to one of 
the two classes labeled by 

thi n
i ∈x \

{ 1, 1}iy ∈ + − . The training 
goal of the SVM is to find an optimal hyperplane 

 that maximally separates the two 
classes of training samples, where 

( ) 0T bϕ + =w x
( )ϕ i  is a nonlinear 

function which maps the input space into a higher 
dimensional space,  is a weight vector, and w b∈\  is 
a bias of the hyperplane. Then the sample point  can 
be assigned its corresponding class label and the 
classifier can be expressed as 

ix

(( ) sgn ( )T
i )ig bϕ=x w x +

i

 (2) 

where  stands for the bipolar sign function. For a 
separable case, there exists a weight vector  and a 
bias  such that each sample point satisfies the 
following conditions: 

sgn( )i
w

b

( ) 1,         1
( ) 1,         1

T
i

T
i i

b for y
b for y

ϕ
ϕ

⎧ + > + = +⎪
⎨

+ < − = −⎪⎩

w x
w x

 (3) 

which are equivalent to   

 

( ( ) ) 1,    1,2,...,T
i iy b iϕ + ≥ + =w x N . (4) 

In this separable case, the optimal hyperplane that 
maximizes the margin of separation can be found. 
However, in the non-separable case, the separating 
hyperplane in the higher dimensional space does not 
exist. In order to handle such cases, a set of nonnegative 
slack variables 1{ }N

i iξ =  is introduced such that the 
following conditions are satisfied 

( ( ) ) 1 ,    1,2,...,T
i i iy b iϕ ξ+ ≥ − =w x N

N

 (5) 

0,    1,2,...,i iξ ≥ = . (6) 

This approach allows training samples that violate Eq. 
(4). According to the structural risk minimization, the 
optimal decision can be found by solving the following 
quadratic programming (QP) problem: 

1

1min    ( , )
2

N
T

i
i

C iξ ξ
=

= + ∑w w wL   (7) 

subject to Eqs. (5) and (6), where C is a predefined 
positive constant. A smaller C imposes a less penalty on 
empirical errors. Instead of solving the QP optimization 
in the primal space, a set of Lagrange multipliers is 
introduced for Eqs. (5) and (6), and the following dual 
problem can be obtained 

1 1 1

1max  ( ) ( ) ( )
2i

N N N

i i i j i j i
i i j

Q y y
α

α α α α ϕ ϕ
= = =

= −∑ ∑∑ x x j  (8) 

   0 ,    1,2,...,isubject to C i Nα≤ ≤ =  (9) 

1
0,    1,2,...,

N

i i
i

y iα
=

= =∑ N . (10) 

According to the Kuhn-Tucker conditions, the solution 
1{ }N

i iα =  to Eqs. (8), (9), and (10) has to satisfy the 
following conditions  

( )0 0( ( ) ) 1 0,    1,2,...,T
i i i iy b iα ϕ ξ+ − + = =w x N  (11) 

( ) 0,    1,2,...,i iC iα ξ− = = N . (12) 

Those points with 0iα > are called support vectors 
which can be divided into two types. If 0 ,i Cα< <  the 
corresponding training points just lie on one of the 
margins. If i Cα = , this type of support vectors are 
regarded as misclassified data. 

 

Figure 1. The proposed classification system. 
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B. Fuzzy Support Vector Machines 
The SVM has been introduced as a powerful tool for 

solving classification problems. However, there are still 
some difficulties in applying the theory to practical 
problems. One of the major difficulties is that the SVM 
algorithm is sensitive to outliers. Although the influence 
of outliers can be reduced by choosing a proper 
parameter C, it is not easy to find a suitable C. In the 
formulation in Eq. (7), the parameter C is a user-defined 
parameter to penalize the training data with a positive 

iξ . A larger C imposes a heavier penalty on the 
misclassified training data and thus results in fewer 
support vectors and a narrower separation region, while 
a smaller C sets a smaller penalty for the error and thus 
leads to a wider margin [16]. It is clearly that all training 
points in the class are treated equally in the theory of the 
SVM. This may make the SVM very sensitive to noise 
and outliers [9]. In many applications of pattern 
classification, some training points are more important 
than the others. Therefore, it is very important to 
distinguish the meaningful training points from outliers 
or noisy samples. This can be achieved by assigning a 
membership value  to each training point iu ix .  

Assume that a training data set FuzzyS  of N data 
points with corresponding membership values is given 
by 

1{ , , }N
Fuzzy i i i iS y u == x   (13) 

where is the input data sample, 
is its label, and 0  is its 

membership value. In contrast with SVMs, the term 

n
i ∈x \ thi

{ 1, 1}iy ∈ − + 1iu≤ ≤

i iu ξ  is used as a weighted measure of the error in 
FSVMs. Because a proper membership value is assigned 
to each training sample, FSVMs should be more robust 
in the classification problems. In this formulation, the 
optimal separating hyperplane is regarded as the solution 
to  

1

1min    ( , )
2

N
T

i
i

C ui iξ ξ
=

= + ∑w w wL   (14) 

    ( ( ) ) 1 ,    1,2,...,T
i i isubject to y b i Nϕ ξ+ ≥ − =w x

 (15) 

0,    1,2,...,i i Nξ ≥ =  (16) 

where C is a positive parameter to be defined by the user. 
The larger (smaller) the value  is, the more (less) 
influence the parameter 

iu

iξ  has, and the more (less) 
important the training point  is. Now the Lagrangian 
function can be constructed as   

ix

( )
1

1 1

1( , , , , , )
2

( ( ) ) 1

N
T

i i i i i i
i

N N
T

i i i i i i
j i

Q b v u C u

y b v

ξ α ξ

α ϕ ξ

=

= =

= +

− + − +

∑

∑ ∑

w w w

w x ξ−
 (17) 

where 1{ , }N
i i ivα =  are Lagrange multipliers. The solution 

is given by the saddle point of the Lagrangian function 
( , , , , , )i i i iQ b v uξ αw . Thus, the following dual 

optimization problem (function of iα  only) can be 
obtained  

1 1 1

1max  ( ) ( ) ( )
2i

N N N

i i i j i j i
i i j

Q y y
α

α α α α ϕ ϕ
= = =

= −∑ ∑∑ x x j  (18) 

   0 ,    1,2,...,i isubject to u C i Nα≤ ≤ =  (19) 

1
0,    1,2,...,

N

i i
i

y iα
=

= =∑ N  (20) 

and the Kuhn-Tucker conditions are 

( )0 0( ( ) ) 1 0,    1,2,...,T
i i i iy b iα ϕ ξ+ − + = =w x N  (21) 

( ) 0,    1,2,...,i i iu C i Nα ξ− = = . (22) 

When compared with SVMs, it is obvious that the upper 
bounds of FSVMs in Eq. (19) are different from those of 
SVMs. The upper bounds of FSVMs are function of 
membership values  such that they can adjust the 
weighting for meaningful points and outliers in the 
training process, while the upper bounds of SVMs are 
constants. Similarly, there are also two kinds of support 
vectors. Training points with 0

iu

i iu Cα< <  will lie on 
the margin of the hyperplane. Training points with 

i iu Cα =  are misclassified. Once the values of iα  have 
been found, the solution of  can be determined by 0w

0
1

( )
SVN

i i i
i

yα ϕ
=

= ∑w x  (23) 

where  is the number of support vectors, and the 
value of threshold  can be obtained from Eq. 

SVN

0b (21). In 
this way, the decision function can be obtained in the 
new feature space, i.e., 

0
1

( ) sgn ( ) ( )
SVN

i i i
i

g yα ϕ ϕ
=

b⎡ ⎤= +⎢ ⎥⎣ ⎦
∑x x x

j

. (24) 

The calculation of Eqs. (8), (18), and (24) requires the 
computation of the inner product ( ) ( )iϕ ϕx x  or 

( ) ( )iϕ ϕx x  in a high dimensional feature space. By 
using a suitable “Kernel function ”, (  K ( , )i jK x x
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( ) ( )i jϕ ϕ= x x ), that obeys the Mercer condition [1], [15], 
Eqs. (8) and (18) can be computed in the input space 
through this kernel technique. Similarly, the discriminant 
function can be written as 

0
1

( ) sgn ( , )
SVN

i i i
i

g y K bα
=

⎡= ⎢⎣ ⎦
∑x x ⎤+ ⎥x . (25) 

The major advantage of using a kernel function is that 
the explicit computation of ( )iϕ x  can be avoided. 
Instead of calculating the inner product of ( ) ( )iϕ ϕx x  in 
the feature space, the kernel function  can be 
obtained in the primal input space. 

( , )iK x x

 
3. The Proposed Techniques 

 
In this section, a systematic method is developed to 

classify data sets containing outliers. It includes an ODA 
for detecting outliers, the FSVM machine with the fuzzy 
membership function, and the kernel parameter 
estimation. 
 
A. Outliers Detection 

In this work, we introduce a simple but effective 
method based on the similarity measure which aims to 
detect the outliers in a training set. It is assumed in this 
algorithm that outliers in a class have two important 
characteristics [17], [18]. The first one is that the number 
of outliers should be much smaller than the number of 
patterns in the main body. The second one is the outliers 
should at least somewhat separate from the main body. 
More precisely, let  be a set of 
training samples from a class distributed in an unknown 
probability density function in the input space. We use a 
similarity measure function (SMF) denoted as 

to measure whether the data  is located 
inside, near or far from the main body of . The SMF 

 is defined as        

1 2{ , ,..., }mS = x x x

( , )i SxD ix
S

( , )i SxD
2

1
( , ) exp ,    0

m i j
i

j
S

λ

λ
β=

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟= −
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑

x x
xD >  (26) 

where  

21 ,    
j jSm m

β ∈= − =∑x x z z x1
j jS∈∑x ,  (27) 

and  denotes the Euclidean distance. In Eq. || ||i (26), λ  
is an adjustable parameter that is used to replace the 
effect of the parameter β . Therefore, the parameter β  
can be assigned a fixed value, for example, the sample 
variance of the data. Eq. (26) is also used in the 

mountain clustering method proposed by Yager and 
Filev [19], [20]. With a proper parameter λ , it can be 
regarded as the estimate of the density shape of the data 
points in the neighborhood of . The data point  
with a smaller  will be located farther away 
from the main body of . When there are more data 
points around , the value  will become 
larger. Thus the set  can be treated as an 
index to detect the outliers.  

ix ix
( , )i SxD

S
ix ( , )i SxD

1{ ( , )}m
i iS =xD

In order to analyze the effect of the parameter λ , the 
similarity measure for a spiral-shaped data set  with 3 
outliers is calculated using Eq. 

S
(26). Plots (b), (c), and (d) 

in Figure 2 show the results of the SMF with λ =1, 10, 
and 20, respectively, and β  is pre-selected as the 
sample variance. From Figure 2 (b), it is clear that the 
SMF with λ =1 can not isolate the outliers from the 
main body of . However, after increasing S λ  to 10 or 
20, the peaks of the SMF can clearly distinguish the 
outliers from the main body. It should be noted that the 
peak values of the main body are much larger than those 
of the outliers. Although Figures 2 (b), (c), and (d) can 
provide the visual impression for selecting the value of 
the parameter λ , a method for selecting a proper λ  
must be taken into account for a systematic method. 

In an application, the percentage of the outliers in the 
data set  is unknown. In order to detect all the outliers, 
a larger initial value 

S
δ % is adopted to represent the 

candidates for outliers. According to Figure 2 and Eq. 
(26), increasing λ  is equivalent to decreasing the 
neighborhood radius of the data point . For a data 
point , Eq. 

ix

ix (26) can be rewritten as   

2

1
( , ) 1 exp ,    0

m i j
i

j
j i

S

λ

λ
β=

≠

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟= + −
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑

x x
xD >  (28) 

where the second term in the right side of the equality 
represents the contribution from the other elements in 
the data set  to . If the data point  is an 
outlier and 

S ( , )i SxD ix
λ  has been properly determined, the value 

of the second term should be very small. Thus, we first 
select a proper λ  such that <( , )i SxD Tθ  for the data 
points  with the ix δ % lowest value of the  in 
the data set. Then the number of outliers can be 
estimated. In our experiments, the initial threshold is set 
to be  

( , )i SxD

1 0.02 ( 1)T mθ = + × −  (29) 

and its maximal value is 4Tθ = . The ODA for a given 
class can be summarized as following steps : 
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(a)                                                             (b)

(c)                                                             (d)

(a)                                                             (b)

(c)                                                             (d)  

 
Step 1)  Set λ =1, λΔ =0.1, δ %=15%, β as a fixed 

value, ( %)mγ δ= ×int , and outlier_loop = 
true.  

Step 2)  Calculate  and rearrange the 
corresponding values in ascending order 
denoted as .  

1{ ( , )}m
i iS =xD

1{ }m
i ig =

Step 3) If Tgγ θ≤ , then  
   GOTO Step 4 
 Else 
   λ λ λ= + Δ  
   GOTO Step 2 
 End 
Step 4) If (outlier_loop), then  
   1

1 1{ }diff i i ig g γ −
+ == −P  

    max max diff
i

P = P

   ( )max
1 { }

2mean diffP
γ

= −
−

∑ P P

.1

 

   If ( 3 ) 0max meanP P− > , then  

     
1

1
arg maxoutlier diff

i

γ
γ

−

=
= P

   Else 
  { }1 1arg ( 0.5( ))outlier i

i
g g g gγγ = ≥ + −  

   End 
   outlierγ γ=  
   T gγθ =  
   outlier_loop = false 
   1λ =  
   GOTO Step 2 
 Else 
   eλ λ=  

   b
e

βτ
λ

=  

   Stop the ODA 
 End 
 

It should be noted that the pre-determined value β  

Figure 2. (a) A data set with spiral shape. (b), (c), and (d) are 3D plots using Eq. (26) with λ=1, 10, and 20, respectively. 
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must be large enough such that Tgγ θ>  for the initial 
value λ =1. outlierγ  is the estimated number of outliers 
and eλ  is the estimate of λ . Finally, the main body of 
the data set  and the parameter S /b eτ β λ=  for the 
main body can be obtained. For the convenience of 
descriptions, the superscripts “ + ” and “ ” are used to 
denote variables for Class 1 and Class 2, respectively. 
Thus,  (

−

1{ }m
i iS

++ +
== x 1{ }m

i iS
−− −

== x ) denotes the data set 
with an output label ( ) in rest of the 
paper, where ( ) is the number of samples in 

( ). In order to evaluate the ODA, a data set with 
two classes is shown in Figure 

1iy = + 1iy = −

m+ m−

S + S −

3 (a), where data points 
with the "◊" ("∗") sign represent ( ) and each class 
contains 6 outliers. Figure 

S + S −

3 (b) shows the value of the 
SMF function for each data point with δ %=15%. It is 
obvious that the amplitudes of the outliers are much 
lower than those of the main body. After applying the 
ODA, the main body of (S + S − ) with the corresponding 

 ( 4 ) is shown in Figure 5.0
e

λ + = .7
e

λ− = 3 (c), the 

outliers for each class are identified correctly, and the 
bandwidth for the main body of ( ) is  
( ). Figure 

S + S − 1.04
b

τ + =

1.13bτ − = 3 (d) shows that the obtained eλ ’s 
for the SMF can represent the density shape of the two 
main body sets. 
 
B. Membership Functions for FSVMs 

In general, the criterion to choose the membership 
value for each sample depends on the relative 
importance of the data point in its class. As described 
previously, the ODA is capable of fitting the density 
shape of a given data set, and the estimated /b eτ β λ=  
can represent the suitable interpolation neighborhood 
radius of a data point in the given data set. Thus, 
incorporated with the similarity measure obtained from 
the ODA, a membership value can be assigned to every 
training sample by the following fuzzy model to form 
the training fuzzy sets, cf. Eq. (13). The membership 
value set for S +  and S −  is defined as  

(a)                                                             (b)

(c)                                                             (d)

(a)                                                             (b)

(c)                                                             (d)  
Figure 3. (a) A data set of two classes with outliers. (b) The amplitudes of the SMF function for each data point. (c) The 
corresponding main body set after applying the ODA technique. (d) The density shape of the main body sets with λe=5.0, 
and 4.7, respectively. 
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{ }1 1,..., , ,...,mu u u u+
+ + − −=u m−

i
+− u u u− −−= iu

 (30) 

where and . min{ , }i iu u u+ ++= min{ , }i i i
−+ ++  

is an index of the importance of the data point i
+x  in the 

data set , i.e.,   S +

( )( )1 2

1
1 exp ( , )

i

i T

u
Sη η

++

+ + +
=

+ − −xD θ
 (31) 

with 

2

1
( , ) exp ,    1

e

m i j
i e

j
S

λ

λ
β

+

+ + +
+ + +

+
=

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟= −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
x x

xD ≥  (32) 

where eλ +  is obtained from the ODA, β +  is a 
pre-determined value, and 1η  controls the change rate 
of the sigmoid function.  measures the 
similarity of  in , 

( , )i S+ +xD

i
+x S +

Tθ +  is determined by the ODA 
algorithm, and 2η  is a weighted factor. In contrast to 

, measures the overlapping degree between the 
data point 

iu++
iu+−

ix+  and all elements in the data set S − and is 
defined as 

(( ))3 4

11
1 exp ( , )

i

i T

u
Sη η

+−

+ − +−
= −

+ − −xD θ
 (33) 

with 
2

1
( , ) exp ,    1

e

m i j
i e

j
S

λ

λ
β

−

− + −
+ − −

−
=

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟= −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
x x

xD ≥  (34) 

where β −  and Tθ +−  are pre-determined value for S − , 

3η  control the change rate of the sigmoid function, 4η  
is a weighted factor, and   measures the 
similarity between the data point  and the data set 

. Similarly, the membership value  of a data point 
in  can be obtained. 

( , )i S+ −xD

i
+x

S −
iu−

S −

 
C. Parameter Selection 

In this approach, the FSVM with the RBF kernel is 
adopted to classify data with outliers. In the FSVM, the 
regulation parameter C controls the trade-off between 
the margin maximization and the amount of 
misclassification, and the kernel parameter of the RBF, 

2σ , controls the capability of the classifier. Since the 
outliers are associated with low membership values, the 
parameter C can be set to a sufficient large value such 
that the FSVM can obtain a smaller misclassification 
rate for the main body sets. The selection of parameter 

2σ  for the RBF kernel is also non-trivial. Recently, 
several methods were proposed to investigate the 
selection of Gaussian kernel parameter [21], [22]. In 
addition, Ying et al., [23] proposed an optimization 
approach to train SVMs with hybrid kernels such that a 
superior generalization performance over test data could 
be obtained, where the parameters of the hybrid kernels 
are determined by minimizing the upper bound of the 
VC dimension. According to [23], since only the RBF 
kernel is adopted in this paper, the objective function 
becomes 

2

2min    ( )q R
σ

σ = w  (35) 

0
,

1   ( , )j i i i
j SV i j SVSV

ject to b y y K
N

α
∈ =

⎡ ⎤
= −subj ⎢ ⎥

⎦
∑ ∑ x x   (36) 

⎣

and Eq.(8), in which R is the radius of the smallest 
sphere containing all of the transformed data points. This 
optimization problem is to minimize the upper bound of 
the VC dimension through the parameter adjustment of 
the kernel. More detailed descriptions can be found in 
[23]. In this paper, the optimization criterion is used to 
choose the kernel parameter 2σ  for the main body sets 
of the training data. On the other hand, it should be noted 
that the ODA technique can approximately represent the 
actual density shape of the data sets. Thus, the kernel 
parameter 2σ  can also be directly estimated from the 
results of outlier detection of and S + S − , and it is 
defined as  

( )2 1
2 b bσ τ τ+ −= +   (37) 

where /b eτ β λ+ + += and /b eτ β λ− −= − . In the following 
section, these two methods for selecting the kernel 
parameter 2σ  will be adopted and compared. 

 
4. Experimental Results 

 
To illustrate the FSVM of this paper, artificial data 

and benchmark data are conducted to evaluate the 
performance. Data sets with different distribution shapes 
and outliers are first experimented to evaluate the 
proposed method. The data sets are shown in Figure 4, 
where Plots (c) and (d) are of the same shape but with 
different distances between classes. Training samples in 
data sets S +  and S −  are indicated by "◊" and "∗" 
symbols, respectively. Table 1 lists the numbers of 
samples and outliers in each case. In the experiments, the 
FSVM with the RBF kernel is adopted to classify the 
data. The parameters 1η , 2η , 3η , 4η , and  are set C
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to be 10, 1, 10, 1, and 500, respectively, Tθ +−  is set to be 

Tθ −  for , and the kernel parameter are estimated by 
Eq. 

S −

(37) and by minimizing the upper bound of the VC 
dimension (i.e., Eq.(35)). Figures 5 (a), (d), (g), and (j) 
show the classification results of the SVM with kernel 
parameters estimated by Eq. (37), where the black solid 
curves represent the separating boundaries. The support 
vectors for each class are marked with red circle, and the 
color dot curves indicate the equal output levels of the 
SVM classifier between -1 and +1 with an interval of 0.2. 
From the classification results of the SVM classifiers, it 
is clear that the decision surfaces deviate severely from 
the optimal ones due to the unawareness of outliers. 

When the proposed method is adopted to classify the 
test examples, the corresponding results with the kernel 
parameter estimated by Eq. (37) are shown in Figures 5 
(b), (e), (h), and (k). Table 2 gives the estimated 
parameter eλ  from the ODA, and the number of the 
detected outliers. Although the over-fitting problem due 
to the outliers occurs in Figure 4 (a), the sigmoid fuzzy 
function can determine the relative importance of data 
points in the corresponding class, and the obtained 
decision surfaces are less sensitive to the outliers. In 
addition, the proposed FSVM method with the kernel 
parameter determined by minimizing the upper bound of 
the VC dimension is used to classify the same data sets. 
The results are shown in Figures 5 (c), (f), (i), and (l). 
Table 3 lists the values of kernel parameters for the 
examples estimated by these two methods. It is obvious 
that the proposed FSVM method can largely reduce the 
effect of outliers using the kernel parameter 2σ  
determined by Eq. (37) or Eq. (35). However, the 
computational complexity using Eq. (35) is much higher. 

To further evaluate the classification and 
generalization performance of the FSVM, we apply the 
approach to the banana data, twonorm data and thyroid 
data from UCI listed in Table 4, where each data set is 
split into 100 sample sets of training and test set. The 
parameters 1η , 2η , 3η , and 4η  are set to be 1, 0.5, 1, 
and 1.2, respectively. Tθ +−  is obtained from the ODA for 

. Then the performance between the SVM and the 
FSVM is measured by their average error over one 
hundred partitions of the dataset into training and test 
sets. For our comparison, the kernel parameter for each 
training and test set is estimated by Eq. 

S −

(37) directly, and 
the robustness test is conducted with =1, 10, 50, 100, 
500, 1000, and 

C
δ %=10%, 15%, 20%. Table 5 lists the 

average test error rates for the SVM and the proposed 
FSVM while varying and C δ %. It is obvious that the 
FSVM has better performance in most cases. 

For comparison, the same data sets are used to 
evaluate the SVM, the FSVM using strategy of 

kernel-target alignment (KT) [24], and the FSVM using 
strategy of k-NN (k-NN) [24] in which the parameters 
are the same as stated in [24]. Table 6 lists the test error 
rates where the results of the proposed FSVM are the 
best performance in Table 5. For thyroid data set, the 
FSVM using strategy of k-NN can not improve the 
performance of SVMs [24]. Thus, we leave blank in 
Table 6. The simulation results show that the proposed 
FSVM is very comparable to the FSVM using strategy 
of kernel-target alignment (KT) and outperforms its 
counter part - the conventional SVM. 
Table 1. Number of data points and outliers for test examples 

S+  S−  
Example # of data 

points # of outliers # of data 
points # of outliers

Figure 4 (a) 50 3 50 3 

Figure 4 (b) 105 8 100 8 

Figure 4 (c) 150 11 150 11 

Figure 4 (d) 150 11 150 11 

Table 2. Parameters for the proposed FSVM classifier 
S+  S−  

Example 
eλ +  # of estimated 

outliers eλ −  # of estimated 
outliers 

Figure 4 (a) 4.2 4 4.8 4 
Figure 4 (b) 15.5 8 1.6 8 
Figure 4 (c) 1.5 11 1.6 11 
Figure 4 (d) 1.5 11 1.6 11 

Table 3. Kernel parameter for the proposed FSVM classifier 
Kernel 

parameter Figure 4 (a) Figure 4 (b) Figure 4 (c) Figure 4 (d)

Eq. (37) 0.56 1.27 1.29 1.29 

Eq. (35) 1.08 1.17 2.06 2.25 

(a)                                                     (b)

(c)                                                     (d)

(a)                                                     (b)

(c)                                                     (d)  
Figure 4. Four test examples. 
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(a)                                                         (b) (c)

(d)                                                         (e) (f)

(j)                                                          (k) (l)

(g)                                                         (h) (i)

(a)                                                         (b) (c)

(d)                                                         (e) (f)

(j)                                                          (k) (l)

(g)                                                         (h) (i)

 
 

Figure 5. (a), (d), (g) and (j) are the classification results of data points with outliers using the SVM machine. (b), (e), (h) 
and (k) are the classification results using the proposed FSVM machine with kernel parameter estimated by Eq. (37). (c), 
(f), (i) and (l) are the classification results using the proposed FSVM machine with kernel parameter determined by 
minimizing the upper bound of the VC dimension. 
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Table 4 Feature of benchmark data 
Data # of training 

patterns 
# of test 
patterns inputs  classes 

Banana  40000 490000 2 2 

Twonorm 40000 700000 20 2 

Thyroid 14000 7500 5 2 

 
Table 5 Comparison of the average test error rate for the SVM 
and the proposed FSVM 

Data Banana (%) Twonorm (%) Thyroid (%) 

%δ  C SVM FSVM SVM FSVM SVM FSVM

1 10.51 10.66 2.73 2.71 7.21 6.97

10 11.11 11.10 3.24 3.13 4.91 4.65

50 11.83 11.77 3.27 3.15 4.29 4.27

100 12.1 12.06 3.27 3.16 4.16 4.15

500 12.92 12.89 3.27 3.19 4.87 4.88

10 

1000 13.29 13.24 3.27 3.19 4.92 4.92

1 10.61 10.75 2.72 2.70 6.41 5.88

10 11.32 11.27 3.22 3.10 4.79 4.57

50 12.03 11.95 3.25 3.13 4.39 4.35

100 12.35 12.30 3.25 3.14 4.40 4.25

500 13.27 13.15 3.25 3.17 4.84 4.86

15 

1000 13.66 13.57 3.25 3.17 4.83 4.83

1 10.70 10.86 2.73 2.70 5.79 5.12

10 10.52 10.44 3.12 3.08 4.77 4.57

50 12.24 12.14 3.22 3.11 4.27 4.16

100 12.61 12.50 3.22 3.11 4.72 4.53

500 13.62 13.47 3.22 3.14 4.88 4.88

20 

1000 14.07 13.94 3.22 3.15 4.89 4.89

 

Table 6 Comparison of the average test error rate for the SVM, 
the FSVM using strategy of kernel-target alignment (KT), the 
FSVM using strategy of k-NN (k-NN), and the proposed 
FSVM 

Data SVM KT k-NN the proposed 
FSVM 

Banana 11.5 10.4 11.4 10.4 
Twonorm 3.0 2.4 2.9 2.7 
Thyroid 4.8 4.7 - 4.2 

 
5. Conclusion 

 
A systematic method for the two-class classification of 

data with outliers has been developed in this paper. The 
essential techniques consist of the outlier detection 
algorithm (ODA) and the FSVM. In this approach, the 
main body set for each class is first determined by the 
ODA. Then, a membership value is assigned to each 
training sample by the sigmoid fuzzy model. After that, 
the FSVM with the estimated kernel parameter is 

adopted to classify the data. Based on the experimental 
results, the proposed method is shown to be robust 
against outliers.  
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