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Abstract—We derive the system throughput and outage probability perfor-
mance of adaptive modulation with optimal power control in log-normal
shadowing and multipath Rayleigh fading channels. We propose two ob-
jective functions, namely,maximin-SIR optimum power control and minimum
outage probability optimum power control. A dynamic programming based
solution to find the optimum transmit power vector is presented. System
performance achieved using the proposed objective functions is compared
with the performance achieved using other objective functions considered
earlier by Qiu et al. Our results show that a) in terms of total system
throughput, adaptive modulation with optimum power control gives the
best performance compared to other schemes,b) in terms of outage proba-
bility, minimum outage probability optimum power control g ives the best
performance, and
) maximin-SIR optimum power control benefits every
user in the system by evenly distributing the system capacity.

I. I NTRODUCTION

Cellular systems are characterized by time-varying chan-
nels with signal fading due to multipath propagation and shad-
owing, multiple access interference and/or co-channel interfer-
ence. These are compounded by the limited system resources,
like transmitter power and channel bandwidth. Hence, band-
width efficient communication with optimal allocation of sys-
tem resources is crucial in cellular systems in general, andnext
generation high data rate wireless systems in particular [1],[2].
Adaptive transmission is a way to achieve this goal. The ba-
sic idea behind adaptive transmission is to maintain a constant
signal-to-noise ratio at the receiver by varying the transmit pow-
er level, symbol duration, signal constellation size, coding rate/
scheme, or any combination of these parameters [3].

Adaptive transmission schemes are being employed in the evo-
lving 3G wireless standards [1],[2]. Adaptive modulation in
mobile radio channels using M-ary QAM has been considered
in [4]. Optimum adaptive transmission schemes which achieve
Shannon capacity on fading channels have been derived in [5].
Adaptive modulation has been shown to yield significant im-
provement in performance, in terms of bit error rate and spec-
tral efficiency on mobile radio channels [3],[4],[6].

In [8], Qiu and Chawla studied adaptive modulation perfor-
mance with power control on the forward link (base station-
to-mobile link), but without considering time-varying channel
conditions due to shadowing and multipath fading. They con-
sidered two schemes, namely,Adaptive Modulation (AM) with-
out power control, andAdaptive Modulation with optimum Po-
wer Control (AMPC). In this paper, we derive the performance
of adaptive modulation with optimum power control in log-
normal shadowing and multipath Rayleigh fading channels.

One part of our contribution in this paper is the extension ofQiu
et al’s work in [8] to include log-normal shadowing and multi-
path Rayleigh fading in the channel model. Another part of the
contribution is our proposal of two objective functions, namely,
Maximin-SIR optimum Power Control (MSPC) andM inimum
Outage probability optimum Power Control (MOPC). A dy-
namic programming [10] based solution is employed to find the
optimum transmit power vector such that certain system per-
formance metrics are optimized (e.g., maximize received SIR,
minimize outage probability). Performances in terms of both
total system throughput and outage probability achieved using
MSPC and MOPC schemes are compared with those achieved
using AM and AMPC schemes.

The rest of the paper is organized as follows. In Section II,
we describe the system model, and derive the outage proba-
bility and average signal-to-interference ratio (SIR). InSection
III, we introduce the proposed objective functions. Relevant
derivations in the performance analysis are moved to the Ap-
pendices. Section IV gives the performance results and discus-
sions. Conclusions are given in Section V.

II. SYSTEM MODEL

Consider the forward link (base station-to-mobile link ) ofa
cellular system withN co-channel cells. We are interested in
the optimum allocation of transmit powers and modulation al-
phabet sizes from the base stations to their attached mobiles.
LetBi; i = 1; 2 : : : ; N; represent the base stations andMi; i =1; 2 : : : ; N; represent the mobiles in the system such that mo-
bileMi is attached to base stationBi; 8 1 � i � N .

We consider the channel to be characterized by distance loss,
shadow loss, and multipath fading. Letdi;j ; 1 � i; j � N; be
the distance of thejth mobile fromith base station, and� be
the distance loss exponent. We assume that the shadow loss is

log-normally distributed. As in [12], let10��i10 represent the

shadow in the vicinity of the mobileMi, and10��i;j10 represent
the shadow in the path from base stationBi to mobileMj . Note
that�i; 1 � i � N and�i;j ; 1 � i; j � N are� N (0; �2)1.
Let �i;j ; 1 � i; j � N be the random variables representing
i.i.d Rayleigh fading amplitudes in the path from base stationBi to mobileMj , such thatE[�2i;j ℄ = 1.1X � N (m;�2) indicates thatX is a Gaussian random variable with meanm and variance�2.



LetP = [P1; P2; � � �PN ℄T be the transmit power vector, wherePi is the transmit power allocated by base stationBi towards
the mobile stationMi, on the forward link. We are interested in
optimally choosing this power allocation vector, subject to cer-
tain performance constraints like minimizing the outage prob-
ability, maximizing the signal-to-interference ratio (SIR), etc.
The average outage probability and the average received SIR
for the system model considered are derived in the following
subsections. The specific objective functions that we propose
for the optimization are given in Section III.

A. Outage Probability

The received signal at mobileMi; 1 � i � N , will consist
of signal power from its own base stationBi, and interference
power from other base stationsBj ; j 6= i. For sufficiently largeN , ignoring AWGN component at the receiver, the SIR�i at
mobileMi; 1 � i � N; is given by�i = Pid��i;i E[�2i;i℄10� �i;i+�i10PNj=1;j 6=i Pjd��j;i E[�2j;i℄10� �j;i+�i10 : (1)

In the denominator of the above Equation, assumingN to be
large, we can approximate the sum of scaled log-normal ran-
dom variables as another log-normal random variable [13]. In
particular, we assume that for mobileMi,NXj=1;j 6=i Pjd��j;i 10� �j;i10 = 10� zi10 ; (2)

wherezi � N (mzi ; �2zi). Definingk = ln(10)10 , and applying
the of method of matching moments [13], we get2mzi = k(�2zi � �2)2 + 1k ln 1PNj=1;j 6=i Pjd��j;i !; (3)

and�2zi = 1k2 ln 1 + (ek2�2 � 1)PNj=1;j 6=i P 2j d�2�j;iPNj=1;j 6=i Pjd��j;i !: (4)

Hence, the SIR�i at mobileMi can be written as�i = Pid��i;i e�k�i;iek:zi : (5)

We obtain the outage probability for mobileMi, P iout, as the
probability that�i < ��, where�� is the minimum SIR re-
quired. It is easy to obtainP iout asP iout(P ;��) = Q0BB�mzi � 1k : ln� ��Pi:d��i;i �p�2zi + �2 1CCA ; (6)

whereQ(x) = 1p2� 1Rx e�u22 du. The average outage probabil-

ity, Pout, is then given byPout(P ;��) = 1N NXi=1 P iout(P ;��): (7)2The derivation of Eqns. (3) and (4) are given in Appendix-A.

B. Average Received SIR

Note that in (5),Pi; di;i are constants and�i;i is independent
of zi. Also, �i;i � N (0; �2) andzi � N (mzi ; �2zi). Now,
by observing that the moment generating functionMX(z) of a
Gaussian random variableX with meanmX and variance�2X
is given by MX(z) = E[ezX ℄ = ezmXez2 �2X2 ; (8)

and taking expectations on both sides of (5), the average SIR,�i = E[�i℄, at mobileMi can be obtained as�i = Pid��i;i E[e�k�i;i ℄E[ekzi ℄= Pid��i;i ek2 �22 ekmzi+k2 �2zi2 : (9)

By substitutingmzi and�2zi from (3) and (4) in (9), we obtain�i as�i = Pid��i;i "�Pj 6=i Pj d��j;i �2 + (ek2 �2 � 1)�Pj 6=i P 2j d�2�j;i �#�Pj 6=i Pjd��j;i �3 :
(10)

The above expression for�i will be used in the optimization
in AMPC and MSPC schemes.

III. OPTIMIZATION

We are interested in finding the optimum transmit power vec-
tor P such that certain system performances are optimized.
These performances can be any one or a combination of the
following: a) received SIR at the mobiles, b) outage proba-
bility, and c) system throughput. We impose a limit on the
maximum and minimum transmit power levels that the base
stations can use. Accordingly, letPmax andPmin represent
the maximum and minimum power allocation vectors, wherePmax = [P 1max; : : : ; PNmax℄T andPmin = [P 1min; : : : ; PNmin℄T .

As stated in Section I, we consider 4 different adaptive schemes,
namely,AM , AMPC , MSPC, andMOPC schemes. Of these
4 schemes, AM and AMPC schemes were considered in [8].
MSPC and MOPC schemes are our proposals in this paper. All
the schemes are described in the following subsections. We
study AM and AMPC schemes also here, in order to compare
the performance of MSPC and MOPC schemes relative to other
schemes.In all the above schemes, we assume that the channel
estimates made at the mobile receiver are perfect, the delay in
the estimation is negligible, the feedback channel which carries
these estimates to the base station transmitter is perfect and
delay-free. The base station uses this SIR estimate information
to decide the modulation alphabet size to use on the forward
link, such that a desired bit error performance is achieved.

A. Adaptive Modulation without Power Control (AM)

In this scheme, the transmit power vector is fixed atPmax. The
modulation alphabet size on each of the base station-to-mobile
link is dynamically adjusted based on the SIRs received at the
corresponding mobiles. Note that, although there is adaptation
of modulation alphabet size, there is no optimization of trans-
mit powers at the base station in this scheme.



B. Adaptive Modulation with Optimum Power Control (AMPC)

In this scheme, the transmit power vectorP is optimized, in
addition to the adaptation of the modulation alphabet size.In
[8], Qiu et al considered transmit power optimization using
any of two objective functions,viz., objective function 1 (OF1)
andobjective function 2 (OF2). However, their system model
for performance analysis considered only static channel gains.
They did not consider random channel gains due to shadowing
and fading. In this paper, we provide the performance analysis
of this scheme,considering the random channel gains due to
log-normal shadowing and Rayleigh fading. Accordingly, we
derive the iterative equations to solve for the optimum power
vectorP for both objective functions 1 and 2. These deriva-
tions are given in Appendix-B and Appendix-C.

C. Maximin-SIR Optimum Power Control (MSPC)

Here, we propose an objective function to find the optimum
power vectorP such that the mobiles’ received SIRs are max-
imized. Let�1;�2; : : : ;�N ; be the average received SIRs at
mobilesM1;M2; : : : ;MN , respectively. The expression for�i
is given in (10). Let�min = minf�1;�2; � � � ;�Ng. We want
to find the optimum vectorP such that�min is maximized (i.e.,
maximize the minimum average SIR at the mobiles). One pos-
sible objective function to do this is given by�(P ) = minf�1;�2; � � � ;�Ng; (11)

where we need to maximize�(P ) with respect toP . This opti-
mization problem is clearly a dynamic programming problem,
which can be solved efficiently using recursive procedures [10].

D. Min. Outage Probability Optimum Power Control (MOPC)

We proposePout in the Eqn. (7) as another objective function.
That is, determine the optimum power vectorP such that the
outage probability in (7) is minimized.

IV. RESULTS AND DISCUSSION

In this section, we present the system throughput and outage
probability performance of the 4 adaptive schemes considered.
We consider a 5-cell system consisting of five base station-
mobile pairs, as shown in Fig. 1. The distance matrix which
represents the distance of thejth mobile from theith base sta-
tion, 1 � i; j � 5, is randomly generated such that the mo-
biles are uniformly distributed in the cells. The distance loss
exponent,�, is taken to be 4. The modulation considered isM-ary QAM and the desired target bit error rate,Pe, is 10�3.
The minimum and maximum transmit power levels,Pmin andPmax, are fixed at -10 dBm and +20 dBm, respectively.

We determined the optimum power vector,P , for the different
adaptive schemes using their respective objective functions de-
scribed in Section III. The Matlab Optimization Toolbox was
used to carry out the optimization. Once the optimum power
vectorP is obtained, the following steps are carried out to com-
pute the system throughput: a) determine the average received
SIRs,�i, from P , b) determine the modulation alphabet size,Mi, from (17), and c) determine the total system throughput,T (P ), from (16). Table I gives the resulting optimum transmit
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Fig. 1. Cell geometry

power vector (P ), SIR (�) vector, capacity (log2M, in num-
ber of bits) vector and total system throughput (T (P )), for the
different adaptive schemes when� = 8 dB.

From Table I we observe the following. In terms of system
throughput, adaptive modulation with optimum power control
using objective function 1 (AMPC-OF1) performs the best, ach-
ieving a total system throughput of 32.6 bits. However, it achie-
ves this best performance in system throughput at the cost of
degrading the individual performance of disadvantaged mobiles.
In other words, AMPC-OF1 tends to assign high transmit pow-
ers to those mobiles which are in favourable channel conditions
with high received SIR values. On the other hand, mobiles wit-
nessing poor channel conditions with low received SIRs are
assigned low transmit powers. This observation is evident by
noticing that mobileM1 is assigned the minimum transmit po-
wer of -10 dBm, whereas mobileM3 is assigned the maximum
transmit power of +20 dBm3. While mobileM3 receives an
SIR of 34.1 dB, mobileM1 receives a poor -13.3 dB SIR. The
low transmit powers assigned to the disadvantaged mobiles re-
sult in reduced co-channel interference to other mobiles inthe
system, thereby increasing other mobile’s throughput. Conse-
quently, mobileM1 individually achieves a negligible through-
put of 0.02 bits, although the overall system achieves the best
throughput of 32.6 bits. Note that if AMPC-OF1 scheme is
used in a system where keeping the overall system throughput
at its maximum is the prime concern, then the disadvantaged
mobiles may experience increased delay, which may be accept-
able in some data-only applications [2].

AMPC scheme using objective function 2 (AMPC-OF2) pro-
vides total system throughput close to that achieved in AMPC-
OF1. But the SIR balancing is more even in AMPC-OF2 than
in AMPC-OF1. Note that mobileM1 achieves 7.1 dB SIR and
1.29 bits throughput in AMPC-OF2 compared to -13.3 dB SIR
and 0.02 bits throughput in AMPC-OF1. This can be explained
as follows. If the disadvantaged mobiles are driven towardsPmin, then it essentially amounts to driving the cost function�(P ) in (21) to low values. Hence, AMPC-OF2, in an effort
to drive the�(P ) towards the maximum, pushes the transmit
power levels towards all mobiles to sufficiently large values,
leading to a more even balancing of SIRs and throughput.3Essentially, what this objective function tries to do is to maximize the sum
total of log2(Mi); 8i; in (16), and it achieves this by driving the powers of
disadvantaged mobiles towards the minimum and the advantaged mobiles to-
wards the maximum transmit powers.



We further observe that, of the schemes considered, the pro-
posed maximin-SIR optimum power control (MSPC) balances
the mobiles’ SIRs most evenly (see the SIR vector for MSPC:
[21.9, 23.9, 21.9, 21.7, 23.2]). All the mobiles uniformly get a
throughput of about 5 to 6 bits each. Thus, the proposed MSPC
scheme allocates the transmit powers in such a way that each
mobile in the system (disadvantaged or advantaged in terms of
channel conditions) is benefited by evenly distributing thesys-
tem capacity.

To deal with realistic signal constellations, we truncate the con-
stellation size to powers of 2, i,e., if the calculated valueof
log2(M) = 3:7, then we truncate this value to 3 and use 3
bits per modulation symbol. With this discretization of con-
stellation size, we can compute the discrete system throughput,TD(P ), as shown in the last column of Table I.

The proposed minimum outage probability optimum power con-
trol (MOPC) scheme is found to achieve total system through-
put close to those achieved in AMPC-OF1 and AMPC-OF2. In
addition, MOPC scheme achieves the minimum outage prob-
ability among all the schemes considered. This is illustrated
in Fig. 2, where the average probability of outage for various
schemes are plotted as a function of SIR threshold,��, when� = 10 dB.

We also observed the effect ofPmax on the outage probability
and throughput achieved under various schemes. In particular,
we variedPmax from 5 dBm to 20 dBm in steps of 5 dB. We
found that, asPmax is increased, the outage probability im-
proved significantly in the case of MSPC, and remained essen-
tially independent ofPmax in the case of AMPC-OF1. We also
make a note that, asPmax is increased, the system throughput
also improved marginally for MSPC, AMPC-OF1, and AMPC-
OF2 schemes, as illustrated in Fig. 3.

V. CONCLUSIONS

We derived the system throughput and outage probability per-
formance of adaptive modulation with optimal power control
in log-normal shadowing and Rayleigh fading channels. We
proposed and analyzed two objective functions, using a dy-
namic programming based solution to find the optimum trans-
mit power vector. The system performance achieved using the
proposed objective functions was compared with the perfor-
mance achieved using other objective functions consideredby
others in literature. We showed thata) adaptive modulation
with optimum power control performs best in terms of system
throughput,b) minimum outage probability optimum power
control gives the best performance in terms of outage probabil-
ity, and
) maximin-SIR optimum power control benefits every
user in the system by evenly distributing the system capacity.

APPENDIX

A. Derivation of Eqns. (3) and (4)

Using (8), we can take the expectation on both sides of (2) asek2 �22  NXj=1;j 6=i Pjd��j;i ! = e�mzik+k2 �2zi2 ; (12)

where�2 is the variance of log-normal shadowing. Assuming�’s as i.i.d, we can obtain the variance of both sides of (2) asek2�2(ek2�2 � 1) Xj 6=i P 2j d�2�j;i ! = e�mzik(ek2�2zi � 1)ek2:�2zi :
(13)

Dividing LHS and RHS of (13) by the squared LHS and RHS
of (12), respectively, we can get the following equationek2:�2zi = 1 + (ek2�2 � 1) Pj 6=i P 2j d�2�j;iPj 6=i Pjd��j;i !: (14)

Eqn. (3) is obtained by substituting (14) in (12). Eqn. (4) is
obtained simply by taking natural logarithm on both LHS and
RHS of (14) and dividing byk2.
B. Derivation of Iterative Solution for AMPC-OF1

Let�1; : : : ;�N ; be the SIRs received at mobilesM1; : : : ;MN .
For largeN , the interference can be assumed to be Gaussian.
AssumingM-ary QAM withM = 2n, wheren is the number
of bits per modulation symbol, the probability of bit error for
the mobileMi with SIR�i can be approximated by [11]P ie = 0:2 e�1:5:�iMi�1 ; 0 � �i � 30 (in dB); (15)

whereMi is the alphabet size of the QAM constellation for theith mobile. The objective function 1 is given byT (P ) = NXi=1 log2(Mi(�i)); (16)

where�i; i = 1; : : : ; N are the average received SIRs at mo-
bilesMi; i = 1; : : : ; N , which are functions of the transmit
power vectorP . The relation between the alphabet size and the
average received SIR is given byMi(�i) = 1 + ��i; (17)

where, from (15),� is obtained as,� = � 1:5log(5Pe) .
Note thatT (P ) in (16) can be interpreted to be the system
throughput (in terms of total number of bits over the constel-
lations of all the mobiles in the system).T (P ) is maximized
with respect toP . To do so, performingrT (P )rP = 0 givesd�idPi = � NXj=1;j 6=i� 1 + ��i1 + ��j� d�jdPi : (18)

Observing thatd�idPi = �iPi , (18) can be simplified asPi = � �iPNj=1;j 6=i � 1+��i1+��j � d�jdPi : (19)

The expression for�j is given in ( 10). Finding the derivative
of �j w. r. t Pi, and substituting in (19), we obtain an iterative
equation to solve for the optimumPi in terms ofPj ’s, asP (n+ 1) = G(P (n)); (20)

whereP (n) = [P1(n); : : : ; PN (n)℄T is the transmit power
vector at thenth iteration, andG is a function ofP .



TABLE I

Scheme P vector � vector log2(M) vector T (P ) TD(P )
(dBm) (dB) (bits) (bits) (bits)

AM Pmax [16.1, 22.6, 28.3, 30.8, 19] [3.7, 5.7, 7.6, 8.4, 4.5] 29.9 27
AMPC-OF1 [-10, 19.4, 20, 18.7, 18.4] [-13.3, 27.5, 34.1, 34.7, 23.5] [0.02, 7.3, 9.5, 9.7, 6] 32.6 31
AMPC-OF2 [4.5, 20, 16.4, 6.6, 14.4] [7.1, 31.8, 34.3, 24.1, 22.6] [1.3, 8.7, 9.6, 6.2, 5.7] 31.5 29

MSPC [19.9, 19.9, 10.2, 7.9, 19.6] [21.9, 23.9, 21.9, 21.7, 23.2] [5.5, 6.2, 5.5, 5.4, 5.9] 28.4 26
MOPC [7.6, 19.2, 15.2, 12.6, 17.8] [8.1, 29, 29.4, 28.6, 23.9] [1.5, 7.8, 7.9, 7.7, 6.2] 31.1 28

C. Derivation of Iterative Solution for AMPC-OF2

Since maximizing system throughputT (P ) is essentially max-
imizing the ‘sum-of-logs’ expression in (16), it is equivalent to
maximizing the product of the mobiles’ average received SIRs.
This observation leads to the objective function 2, given by�(P ) = NYi=1�i: (21)

To maximize�(P ), setting its gradient w. r. tP to zero gives1�i d�idPi + NXj=1;j 6=i 1�j d�jdPi = 0: (22)

Using d�idPi = �iPi in (22), we getPi = � 1PNj=1;j 6=i 1�j d�jdPi : (23)

Finding the derivative of�j w. r. t Pi, and substituting in (23),
we obtain the iterative equation to solve for optimumPi, asP (n+ 1) =H(P (n)): (24)
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