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Abstract

The framework of our research originates from

natural languageprocessingand deductivedatabase
technology. Deductive databasespossesssuperior
functionality relevanto theefficientsolutionof many
problemsin practical applications, yet there still

existsno broad acquaintance As main obstaclewe
identifiedthe absenceof any user-friendlyinterface.
Natural languageinterfaceshave beemroposedas
optimal candidate, however,in spite of the vast
number of ambitious attempts to build natural

language front ends, thechieved results wenather

disappointing. Irour opinionthemain reasorior this

is missing integration, responsiblefor insufficient
performance and wrong interpretation. In our

Integrated Deductive Approach(IDA) the interface
constitutesan integral part of the databasesystem
itself which guaranteeghe consistentmappingfrom

theuserquerytotheappropriatesemanti@pplication
model.Thispaperfocuse®nthesemanti@analysisfor

which we introduce unknown value list (UVL)

analysis,a techniquethat operatesdirectly on the
evaluation of databasevalues and deep forms of

functional words, that is, syntacticanalysisis only

appliedif necessaryor disambiguationWeprovethe
feasibilityof theIDA approachby useof a casestudy,
the design and implementationof a production
planning and control system

Keywords Natural languageinterfaces, deductive
databasessemantics,information extraction, logic
programming

1 Introduction

Deductive databasdechnologyemergedduring the
pastdecadejt combinesthe strengthsof both logic
programmingand relational databasealgebra[30].
Theextendedunctionalityled theway to solutionsto
practical problems which could not be handled
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efficiently before. In spite of the superiority in
comparisonwith relational databasesystems,there
still existsnobroadacquaintancandacceptancwith
regard to practical applications [18]. Since we
identified the useinterface ashe mainobstacle foa
specificuserto becomefamiliar with a newdatabase
paradigm, our objective was to suppleméetiuctive
databases with a user-friendly front end.

Startingfrom the first daysof researcton natural
language processinthe use of unrestrictethnguage
has been regarded as optimal choice to the
communicationof casual userswith sophisticated
databasapplicationsintensivework wasdoneduring
thelastdecadeandahugenumberof prototypesvere
developedutsomehowtheysufferedthesameateas
deductive databasesthey are still far away from
widespreadoracticaluse[6]. The reasonfor this are
the many limitations that still exist and which are
causedmainly by the factor of missingintegration.
We deal withthis problem byintroducing a nevtype
of architecture,the IntegratedDeductive Approach
(IDA) which brings togethethe two'fellow sufferers'
naturallanguagenterfacesanddeductivedatabaseis
that the interface constitutesan integral part of the
databassystenitself. Thissignifiesthatthecomplete
natural language analysis is performed by the
powerful logic language supplied by deductive
databaseswhich guaranteesfor the first time a
homogenousappingof the semanticrepresentation
of userinput to the underlyingdatabaseapplication
[35].

This paperfocuseson the componenbf semantic
analysis. We propose unknown value list (UVL)
analysisasnewtechniquavhich makesoptimaluseof
the informationsuppliedby the semanticapplication
modelof theunderlyingdatabaseapplicationanduses
syntacticanalysisonly for disambiguatiorof several
interpretationsThe restof the paperis structuredas
follows. After a discussiorof relatedwork we give a
brief overview of the system architecture before
dealingwith the UVL-analysisin detail. Finally, we
give an insight intdmplementation details arutove



the feasibilityof our approachoy applyingit to acase
study, that is, the designand implementationof a
production planning and control system for the
reference language German.

2 Related work

Most existent natural languagedatabasenterfaces
dealwith theaccesso relationaldatabassystemsthe
early systemsRENDEZVOUS[5] andPLANES [34]
aswell as more recentsystemslike TEAM [12] or
System X [20]. Also for Germanlanguagesome
promising prototypes have beendeveloped, e.g.
HAM-ANS [15] or Datenbank-DIALOG [29].

Thecrucialweakpointfrom whatall thesesystems
suffer is the mapping from the final semantic
representatiorof the input sentenceto the actual
databasejuerywhich incorporatesa discontinuityof
homogeneity as concerns the different semantic
models(e.g. mappingof relationsor attributes,see
[25] for a detailed discussion).The secondgreat
difficulty that databaseinterfacesdifferently from
other natural languaggpplications mustope withis
the processingpf databasevaluesas part of the user
guery. As especially systemsthat claim to be
domain-independentio not accessthe knowledge
containedn the databasdor usein naturallanguage
analysis, the usual approachis to assume that
undefined words represent database valuegZ4¢e
Therefore, if one considers the possibility of
misspelled values, those systemsare not able to
distinguish betweenewdatabasealuesfor insertion
or update and misspelled existent data.

Thevery first databasenterfaceLUNAR [38] as
well as the first commercially available natural
language interface INTELLECT [13] tried to
overcomethis situation by retrieving the concerned
valuesfrom the databaseHowever,dueto the huge
search spaces and the limitations of relational
database technologthis methodseverely affectshe
efficiency of the application.A differentapproacho
the resolution of unknown valuesis to restrict the
complexity of input resulting in some kind of
pseudo-naturalanguage examplesof such systems
are LADDER[14], TQA[7], ENLI [16] or HAVANE
[2]. Someimplementationseven delimit the use of
natural languageto a menu-baseaystem,e.g. NL-
MENU [28]. This decreas®f complexityguarantees
an efficient analysisbut also leadsto a significant
reductionof habitability which questionsthe main
reasonfor using naturallanguageinsteadof formal
guery languages [23].

Although deductive databasesincorporate the
power to solve all those shortcomingsthereis no
existentwork that makesfull useof this power.The
only knownprototypeof a naturallanguagenterface
to a deductivedatabasevasdesignedoy Gal/Minker
who focused their researchon the generation of

natural language answers to user queries [11].
However, also this prototype usesonly a loosely
coupled interface resulting again in the above
mentioned inaccuracies for the treatment of unknown
words.

With regardto the interaction of semanticand
syntacticanalysist hasturnedoutto beadvantageous
not tofollow thestrictly sequential procesaodelbut
to overlapthetwo stepsof analysisThisis justified by
the reduction of problem spacefor the parser by
eliminating  meaningless or contradictory
interpretations already an earlypoint of processing
[3]. We chosethesemanticallydrivenanalysig19] as
most favourable solution for the developmentof
database systems with well-defined semantic
applicationmodelswithin the IDA architectureThis
decisionis strongly motivatedby laying more stress
upon theinformationextractionparadigmratherthan
upon text understandird].

Whereasthe information extractionapproachis
well establishedfor information filtering systems
[17], muchwork on naturallanguageinterfacesstill
contributes to the text understanding paradigm.
Therefore, such prototypes suffer from serious
overheadof analysis(for a critique of suchsystems
see[26]). Only few work existsthat derivesbenefit
from the underlying databasemodel for semantic
analysisg.g.[33, 25]. Themainreasorfor this canbe
seenin thefact that sofar for interfacesto relational
databasesio adequatesemantic model existed or
causedyloosely-coupledrchitecturemoaccessvas
possible. Only the complete integration of the
linguistic analysiswithin the databasearchitecture
makesit possibleto mergethe two representation
schemesn a naturaland consistentway. Thus, the
computationeffort is minimisedby providing at the
same time a maximum of quality of analysis.

3 System architecture

The complex task of natural languageanalysisis
subdivided into several componentsas shown in
Figure 1. Our systemarchitecturediffers from the
standardorocessmodel[8] in severalaspectavhich
will be explained in the following in detail

In accordancevith ourintentionof integratingthe
complete naturdhnguageanalysis intdhedeductive
databaseystemwe adaptedhe lexical approachoy
storing only canonicalforms in the dictionary and
assigningto them all the morphological features,
including also prefixes and compound words [37].

Figure 2 shows a simple example of the
assignmenbf morphologicalfeaturesto a verb. In
additionto information aboutthe conjugationof the
verb, a set of possiblerefixes can be declarachich
constitutesderived verbs. Finally, a set of suffixes
together withsets ofrequired prefixsequences care
defined for deriving nouns or adjectives.
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Figure 1: System architecture of IDA.

The dictionary entry shown in Figure 2 therefore
coversall together47 different surfaceforms (see
Figure 3) including also irregular verb forms,
compoundrerbs,anddeclensionsf thederivednouns
and of the adjectival use of both participles.

By supporting a hierarchically structured
dictionary, we supplied the flexible insertion of
syntactic and semanticfeaturesat the appropriate
level in the hierarchy and employed inheritance
mechanismdor the analysisprocessAll properties
areinheritedfrom the ancestorsinlessmore specific
propertiesdefined at a lower level overwrite more
generalattributes.Therefore an efficientand natural

representations obtained,also taking into account
divergent specific meanings of derived words.
For syntactic analysis we selected Categorial
Unification Grammaif31] asoptimalbasishecaus®f
two reasons First, its requirementof assigningall
grammarrulesto the lexical entrieswhich fits very
well with our powerful hierarchical dictionary.
Secondpecausets bottom-upparsingstrategyis in
conformity with deductive databasesemanticsand
satisfies perfectly our claim to analyse also
incompleteand ungrammaticakentencesn an easy
and naturalway. In orderto dealwith the free word
order of Germanin a clear and conciseway, we
extended CUG by six new important concepts [36].

suffix er in combination with prefix durchyielding the naun diameter

suffix ung yielding the noun measurement

VERB(
mess, stem d to measure
11, conjugation dass
2, pastparticiple dass
{al}, prefix abyielding to survey
{(er{[durch}),
(urg {[ 11}
).

Figure 2: Example of morphological features.



messen, mese, mif3, mifdt, meld, mal mafest, malen, mdiet, messed, messende, mesendem,
messenden messende mesendes, gema&sn, gBMesSseRr, gemessenem, @MesEendl, gamesseng
gemeasnes, abmessemmesseab, miRab,mifét &b, medt ab,malab,malkst ab, m#en ab,
malktab, abmessend, abmesdenasbmesendem, eomesenden, dmesende sbmessendes,
abgmessen, abgemesnea, abgemesnan, abgemesnan, abgemesne ebgamesenes,
durcdhmesse, durchmessern durchmessers, messung messungen

Figure 3: Example of coverage of surface forms.

With regard to semanticanalysiswe applied the
UVL-analysismethod(seeSection4), thatis, we did
not producecomplete grammaticatructures ofnput
sentencebut basedhe semanticanalysisdirectly on
thedeepform list producedy morphologicabnalysis
using syntactic knowledge only if necessaryfor
disambiguationThis choicewasmadepossibledueto
the well-defined semantic application model,
therefore making the semantic analysis a rather
straight-forward and natural task.
Sincemanipulationor retrieval of datais seldom
performedoy useof asinglecommandutrathertakes
the form of a dialoguebetweeruserandcomputer,a
great deal of researahias done in pragmatinalysis
aiming at extendingthe scope of analysisto the
completeusersessiorffor agoodsurveyseg10]). We
applied a simple but efficient technique which

/ SEM. FEATURES\.

T

/[ [ SUBSTSUFFIX(
ung,
action
).
SUBSTSUFFIX(
er,
subject
).
VERBPREFIX(
durch,
across
).
VERB(
mess,
measure,
{(er,{([durch], diameter)}),
(ung, {([1, "I}

abstractdrom specific manifestationsat the surface
level (ellipsis,anaphorabpy usingtheentity andentity
type of the precedinganalysisto keeptrack of the
actual focus.

Finally, we dealwith spellingerrorcorrection,one
of the most important features as concernsuser
acceptancéy preventingthe userof the tedioustask
of retyping erroneousinput. In this context, IDA
performs an optimal basis for the correction of
misspelleddatabaseraluesbecauseof the complete
integrationof the applicationdatawithin the natural
languageinterface. This makesit possibleto verify
efficiently theerroneousnput word with the existent
entriesin orderto retrieveacandidatdor substitution.

resulting inmessung = measurement
[measure, action]

resulting inmesser = measurer
[measure, subject]

resulting indurchmessen = measure in all direction
[measure, across]

resulting indurchmesser = diametel
[diameter]
overwrites the general semantic interpretal

[measure, subject, acros:

Figure 4: Example of semantic features.



4 UVL-analysis

As pre-requisiteof semanticanalysiswe assigned
semanticfeaturesto the dictionary entries at the
appropriatelevel of abstractionby making use of
inheritance.For similar approachesvhich also use
hierarchicallystructureddictionariesfor the efficient
processingf semantideaturesee[9, 27, 32]. Figure
4 displaysan exampleof the attachmenbf semantic
features, also illustrating how divergent specific
meanings of derived words can overwrite more
general combined ones.

The morphological analysis computesfor each
word its deep form, so that the output of the
morphologicalcomponenttakesthe form of a deep
form list (DFL) which givesfor the individual input
words a set of possibleinterpretations,each entry
indicatingthe word stem,the word category,andthe
semantic deep form, e.g.:

Die neue Mindestbestellmenge von St 50 H ist 25 Stiick
(=The new minimal order quantity of St 50 H is 25
pieces)

DFL:

[{(die, artikel, [die]), (die, relativpronomen, [die])},
{(neu, adjektiv, [neu])},

{(menge, substantiv, [menge, bestell, mindest])},
{(von, praeposition, [von])},

{("'St', unknown, string)},

{('50', unknown, integer)},

{('H', unknown, string)},

{(sein, verb, [sein])},

{('25', unknown, integer)},

{(stueck, substantiv, [stueck])}]

An importantdifferenceof naturallanguageénterfaces
in comparisorto otherfields of applicationfor natural
language processing techniquesis the fact that
unknownvaluespossesa particularsignificancefor
themeaningof thesentenceAlsoin thiscontext,only
the IDA architecturemakesit possibleto distinguish
betweenexistentdatabasevaluesand new database
valuesfor insertionor updatelf oneconsiderslsothe
misspelling of database values, the situaienomes
evenmore complex. Furthermore existentdatabase
valuescan serveasidentifiersto entitiesand entity
typeswithin thedatabaseapplication Again,valuable
information can be obtained which reduces the
numberof possibleinterpretationsandincreaseshe
efficiency of the natural language analysis.
Therefore, we proposeas preliminary step for

semantic analysis unknown value list (UVL) analysis.

Its task is to transformthe DFL producedby the
morphological component to the following list
presentationgseeFigure 5 for the transformationof
the previous example sentence):

B unknown structure list (USL): contains all
unknown values asub-lists, thais, compoundialues
are split up to several list entries

B unknownvalue list (UVL): compoundvalues
are joined together,stringswhich represennumbers
are converted

B unknown type list (UTL)}compound andtring
valuesarelookedupin thedictionary,if theyrepresent
identifiersof existententities thecorrespondingntity
type is indicated, otherwisethe value 'unknown' is
inserted

/\/\

Die neue Mindestbestellmenge von St 50 H ist 25 Stiick

st // /

[[(St [string]), ('50', [integer]), (H', [string])], [('25, [integer])]]

vt “// /

(St 50 H', [string, integer, string]), (25, [integer])]

[raw_material, unknown]

Figure 5: Example of UVL-analysis.



wort(Wort, (Eintr, ableitSubst, SemG)) <-

verb(Eintr,Sem,_, ... ,_, Suffixe),
affixe(Wort, Eintr, Pr, Suffix),

suffixtest(Suffix, Suffixe,
Praefixe, SemSuf),
praefixtest(Pr, Praefixe, SemPrSeq,
SpezSem),
if(SpezSem ~=""'
then SemG = [SpezSem]
else SemG =
[Sem | [SemSuf | SemPrSeq]]

classifies word as derived substantive
resulting in: stem, word category, defgpm
retrieval of verbs

sub-string test of verb stems

if satisfied, it returns the separated affixes
checks suffix with dictionary yielding
prefixes and general semantic feature
checks prefix with valid prefix sequences
yielding specific or general semantic feature
if specific semantic feature exists,

then it is assigned to deep form

else deep form is constructed from the
semantic features of verb, suffix, and

). prefixes

Figure 6: Example of LDL code for generation of deep form.

The UVL-analysisforms a soundbasisfor efficient
semanti@nalysisvhich mapsthemeaningof theuser
input to appropriatesentenceleepstructures These
deep structurescorrespondexactly to the semantic
categoriesof the underlying databaseapplication,
therefore they guaranteethe correct and efficient
semanticanalysisof the input sentencee.g.for our
example:

[update, raw_material, 'St 50 H', quantity, 25]

5 Implementation

As implementationplatform we usedthe deductive
databaséanguage DL (Logic DataLanguage]22].

LDL wasimplementedat MCC as an efficient and
portableprototypesystemfor UNIX, called SALAD.

An important facility representsthe possibility of

defining external predicatesand functions in the
procedural languagé. SALAD consists ofour main
componentsvhich arestrictly separateéhto different
types of files:

1 a schema for base predicates

1 a set of facts representing the data

1 a set of rules for deriving new predicates

1 asetof queryformsfor generatingaccesplans
to stored data

In contrast to traditional logic programming
languageslike PROLOG, LDL contains neither
navigationalnor proceduralsemanticsn favour of a
purely declarative one, e.g. there exists no
significanceasto the orderof rules. Therefore,LDL
providesthe basisfor a 'purer' logic programming
comparedvith mostconventionalogic language$4].
In additionto thatit possessethe usualfeaturesof
database managementsystems, i.e. support for
transactionsfecovery, schema-basethtegrity, and
efficient managementf secondarystorage.Finally,
the most striking advantages the separatiorof the
fact basefrom the logical rules which allows the

dynamicupdateof factsat run-timewithout the need
for any recompilation.

Figure6 showstheLDL codefor thegeneratiorof
the deepforms of derived substantiveshereasthe
predicatesn Figure7 performthefirst stepof UVL-
analysis, that is, the transformation of DFL to USL.

6 Casestudy

As field of applicationfor our casestudy we have
chosena production planning and control system
(PPC)asnucleusfor a later extensionto a full CIM
system [24]. The PPC performs the mean-term
schedulingof productsandinvolved resourcesn the
manufacturingprocesseghatis, material,machines,
and labourTheresulting masteproductionschedule
forms the basis for the co-ordination of related
businesservicesuchasengineeringmanufacturing,
andfinance.Themodelledenterprisemakesprecision
toolsusingasbasicstrategiegob orderproductionand
serial manufacture. Especially in this branch of
industry there exists the strong need of modelling
complex objects (e.g. the assemblyof a part) and
transitive relations such as operation sequence®r
sub-parthierarchies.As the efficient realisation of
these demands exceedsthe power of relational
databasetechnology, the application presentsan
excellentchoice for deriving full advantageof the
extendedunctionality of deductivedatabassystems.
Furthermore the sophisticatedunctionality justifies
the effective use of a natural language interface.

In orderto obtaina well-definedreferencemodel
for thedevelopmenbf the naturallanguagdront end,
we specified exactly 50 manipulations andgb@ries
to the PPCwhich were implementedoy LDL rules.
The semanticsof the functional part was formally
representeds deepstructuresforming the semantic
application model.



genusl(L, Ergebnis)
suchbeg(L, L2),
if(L2 ~=]
then

zusfg(L2, Rest, Eintrag),

genusl(Rest, Eintrag2),

Ergebnis = [Eintrag[Eintrag2]
else

Ergebnis = []).

genusI([], []).

suchbeg([EintragCRest], L)
aggregate(auswabhl, Eintrag, Eintrag2),
Eintrag2=(_, Kat, ),
if(Kat=unknown
then

L=[EintragRest]
else

suchbeg(Rest, Rest2),

L=Rest2).

suchbeg([ ], []).
zusfg([EintragCRest], Rest2,

[(Wort, Typ)ORest3]) ~
aggregate(auswabhl, Eintrag, Eintrag2),
Eintrag2=(Wort, Kat, Typ),
if(ntrkat(Kat)
then

zusfueg(Rest, Rest2, Rest3)
else

Rest2=Rest,

Rest3=[]).

zusfueg([EintragRest], Rest2, Ergebnis)
aggregate(auswabhl, Eintrag, Eintrag2),
Eintrag2=(Wort, Kat, Typ),
if(fs(Kat, Typ, Rest)
then
zusfueg(Rest, Rest2, Rest3),
Ergebnis=[(Wort, Typ)ORest3]
else
Rest2=[Eintrag[Rest],
Ergebnis=[ ]).
zusfueg([ ], [1. []).

generates USL out of DFL
searches for begin of unknown value
if unknown value exists
then
creates sub-list for unknown value
recursive call
inserts unknown value into USL
else
empty list is returned
exit rule of recursion

searches for next unknown value
retrieves entry from set of interpretations
retrieves category of actual entry
if category equals unknown
then

list of remaining entries is returned
else

recursive ch

exit rule of recursion
analysis of unknown value

retrieves entry from set of interpretations
retrieves word stem, category, and type
if no separating category
then
joins parts of composed unknown value
else
remaining categories are returned
single unknown value is returned

parts of unknown value are composed
retrieves entry from set of interpretations
retrieves word stem, category, and type
if criteria for continuation are satisfied
then

recursive call

result is computed
else

unknown value is added to rest of list

empty list is returned
exit rule of recursion

Figure 7: LDL code for generation of USL.

As startingpointfor theimplementatiorof thenatural
languageinterface,questionnairesvere usedto get
1000 realistic example sentences(10 for each
command).The first step of implementatiorwas to
constructthe dictionary as explainedin Section 3.
Table 1 showsthe final numberof entriesfor each
category.Thesmalltotalamountof 431 entrieswhich
were necessaryto cover all 1000 input sentences
illustrates the compact storage structure resulting
from the application of the IDA architecture.

The maintaskof the final evaluationstepwasto
verify the faultless mapping of the 1000 input
sentenceso the 100 commandof the PPCdatabase

system. After extensivetesting cycles all natural
language input was correctly analysed.

Besides the faultless operation, the basic
requiremenfor the feasibility of the practicaluseof
anydatabaseapplicationis its performanceThemain
measurethat hasto be testedin this contextis of
coursetheresponsdime. We performedcarefultests
andmeasuringthe resultsare shownin Table 2, the
meanresponseime for eachcommandcategoryis
given in seconds and hundredths of seconds.
Furthermore the resultsare divided in the response
time of the interface,the databasesystem,and the
total response time.



Word category Quantity
adjective 32
adjectival suffix 6
adverb 28
article 12
pronoun 33
conjunction 7
numeral 14
preposition 27
substantive 78
substantival suffix 9
verb 119
verb prefix 8
verb form 58

Table 1: Number of dictionary entries for PPC.

Commands Interface | Database Total
Insertions 5:29 5:19 10:48
Deletions 2:14 5:04 7:18
Updates 4:19 5:44 9:63
Complex manipulations 2:56 10:91 13:47
Simple queries 3:.01 0:09 3:10
Queries with selection 3:33 0:12 3:45
or grouping criterion

Queries for transitive 3:89 0:10 3:99
relations

Complex queries 3:47 6:93 10:40

Table 2: Response times of PPC.

Theoverallmearresponséime for all commandsvas
7:71 (3:48 for interface and 4:23 for the database
system),as hardwareconfigurationwe useda SUN
SPARC 10 station.

7 Conclusion and futurework

We haveidentifiedin ourresearcthefollowing main
characteristicef naturallanguagealatabasinterfaces
in contrast to other fields of natural language
processingspecific applicationdomainswith well-
defined semantics, rather small delimited
vocabularies, mappings to simple target
representations, short input sentences without

complex linguistic phenomena but including
misspellings, ungrammatical or incomplete
statements.

The main reasonwhy many previousattemptsto
build successfuhaturallanguagenterfacedailedcan
be seenin the fact that those characteristicsvere
neglected.The use of sophisticatedechniquesthat
maybeworked very well for other applicationsare
simply oversizedfor databasenterfaces,therefore
obstructing the way to efficient solutions.

In this context also the popular term 'domain-
independent' must be regarded with critical
reservation.Many authorsclaim to build domain-

independentinterfaces by ignoring the available
application-specificdata. As we have pointed out,
only a domain-dependentinterface can operate
efficiently by making full use of the information
which can be derived from the underlying database
system.This is not necessarilyin contradictionwith
portability becausalsosuchsystemsanbedesigned
and implementedin view of later easyportationto
other application areas.

Evenif some previouswork cameto the same
conclusions,the limitations of relational database
technology representedan obstacle too high to
overcome.Only with the emergenceof deductive
databasdechnologythere existsfor the first time a
computationaframeworkthatcombineghe required
operationapowerwith a purelydeclarativesemantics
leadingthe way to clear and conciserealisationsof
natural language interfaces.

Our proposed architecture, the Integrated
Deductive Approach to efficient natural language
interfacesregardsthe interfacein contrastto other
existentwork not as loosely coupledfilter but as
integralpartof the databassystemitself. By the use
of the powerfulogic languagéerovided bydeductive
databasewe guarante@ahomogenousappingof the
input to the correspondinglatabase&eommandsover
all steps of analysis.

We introducedUVL-analysisas preliminary step
for semantic analysis, techniquéhat isbased orhe
evaluationof databasealuesaswell asthedeepform
of functional words. Therefore, no complete
grammaticalsentencestructuresare computed but
syntacticinformation is only usedif necessaryfor
disambiguation.

We haveproven thdeasibility ofour approacltoy
an extensive case study, the design and
implementatiorof a productionplanningandcontrol
system.For the creationof an appropriatetest data
collectionwe did notinventany artificial queriesor
manipulationsbut appliedquestionnaire$n orderto
obtain realistic input sentences, therefore
guaranteeing optimalustomisation folaterpractical
use.

Although all conceptsin this paper have been
developedor Germantheyincorporatethe capacity
to be applied also to other languagesespeciallyto
inflexional and free word order languages.

Further research in this topic will include
portability studiesto otherapplicationsandlanguages
as well as investigations on the adaptive behaviour of
naturallanguagenterfaces.e.g.the consideratiorof
new functional words or changego the application
model. We believethattheideagproposedn thiswork
representa challenging application of deductive
databasesas well as contribute an important step
forward to the developmentof efficient natural
language interfaces with widespread user acceptance.
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