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11.1 Introduction to SCEC CyberShake Workflows

The Southern California Earthquake Center (SCEC) is a community of more
than 400 scientists from over 54 research organizations that conducts geophys-
ical research in order to develop a physics-based understanding of earthquake
processes and to reduce the hazard from earthquakes in the southern Califor-
nia region [1].

SCEC researchers are developing physics-based models of earthquake pro-
cesses and integrating these models into a scientific framework for seismic
hazard analysis and risk management. This research requires both structural
geological models such as fault models and three dimensional earth density
models, as well as a variety of earthquake simulations programs, such as earth-
quake wave propagation simulation codes and dynamic fault ruptures simula-
tion codes. The goal of this model-oriented approach to earthquake science is
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to transform seismology into a predictive science with forecasting capabilities
similar to climate modeling and weather forecasting.

SCEC research has several common characteristics. The science is collab-
orative; a wide variety of organizations and disciplines work together. The
science is integrative; techniques and approaches from different disciplines
are combined in new ways. The science is physics-based; the scientists are
continuously trying to incorporate more physics into their models and to en-
sure that their simulations are consistent with physical laws. The science is
model-driven; theoretical results are incorporated into predictive computa-
tional models. The science is validated; predictive model results are compared
to observation and to each other for validation.

The output data for many SCEC earthquake simulations are predicted
ground motions for a specific earthquake. For example, a researcher can model
a “scenario” earthquake on the San Andreas Fault and predict the ground
motions that will be produced in Los Angeles if that earthquake actually
occurs. While ground motion predictions for a particular earthquake are of
significant interest, they are not a solid basis for understanding the earthquake
hazards in an area.

To characterize the earthquake hazards in a region, seismologists and engi-
neers utilize a technique called Probabilistic Seismic Hazard Analysis (PSHA).
PSHA attempts to quantify the peak ground motions from all possible
earthquakes that might affect a particular site and to establish the probabili-
ties that the site will experience a given ground motion level over a particular
time frame. An example of a PSHA hazard curve at a specific site in Los
Angeles is shown in Figure 11.1. Because Los Angeles has widely varying ge-
ological regions (mountains, deserts, and sedimentary basins), hazards curves
for sites fairly close together can differ significantly. PSHA information is used
by city planners and building engineers to estimate seismic hazards prior to
construction of significant buildings and PSHA results are often the basis for
building codes in a region.

A probabilistic seismic hazard curve describes the seismic hazards at a
particular site. Probabilistic seismic hazard curves can be combined into prob-
abilistic seismic hazard maps [? ]. To construct a hazard map, one of the two
variables used in the curve (either (1) the ground motion level, or (2) the
probability of exceedence) is fixed, and then color variations indicate how
the other parameter varies by location on the map. A set of hazard curves,
typically from a set of regularly spaced sites, can be combined into a hazard
map by interpolating the site specific data values and plotting the resulting
contours. In the United States, the United States Geological Survey (USGS),
as well as several state agencies, publish hazard maps. An example PSHA
map, produced by the U.S.G.S, and the California Geological Survey (CGS)
is shown in Figure 11.2. This map fixes the probability of exceedence at 10%
in 50 years and the color variations indicate predicted levels of peak accelera-
tions with the darker colored regions predicted to experience stronger ground
motions than the lighter colored regions.
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Because of the significant role PSHA information has in public safety,
improvements in PSHA techniques are of great interest to seismologists, pub-
lic safety officials, building engineers, and emergency management groups.
PSHA researchers recognize that current PSHA techniques have not fully in-
tegrated recent advances in earthquake simulations capabilities. As a result,
researchers working on the SCEC Community Modeling Environment Project
(SCEC/CME) [? ] [? ] recently initiated the CyberShake Project to develop
new techniques for calculating PSHA seismic hazard curves. The goal of the
CyberShake Project is to utilize earthquake wave propagation simulations
to produce the ground motions estimates used in PSHA hazard curves. The
geoscientists and computer scientists working on CyberShake have success-
fully calculated probabilistic seismic hazard curves for several sites in the
Los Angeles area using peak ground motions values produced by earthquake
wave propagation simulations. This new class of PSHA hazard curves has
the potential to transform probabilistic seismic hazard analysis because the
earthquake wave propagation simulations used to produce these new curves
produce more physically realistic peak ground motion values than the tech-
niques used to calculate peak ground motions used in earlier hazard curve
calculations.

Probabilistic Seismic Hazard Curve
For Site of Los Angeles City Hall
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Fig. 11.1. Probabilistic Seismic Hazard Curve for the site of Los Angeles City Hall.
This curve predicts that this site will experience Peak Ground Accelaration of 0.5G
about every 500 years.
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We refer to all the steps in the CyberShake hazard curve calculation pro-
cess (including preparation, simulation, post-processing, and analysis) as the
CyberShake computational pathway. The CyberShake computational pathway
can be divided into two main computational phases; 1) a high performance,
MPI-based, finite difference earthquake wave propagation simulation phase,
and 2) a post-processing phase in which thousands of serial data analysis jobs
must be executed.

We model the CyberShake computational pathway as a scientific workflow
to be executed within the SCEC grid-based computing environment. The
SCEC scientific workflows utilize a software stack based on Pegasus and the
Virtual Data Toolkit (VDT). VDT is a modular suite of software that enables
execution of workflows in a grid-based environment.

We anticipated several benefits by implementing our computations as sci-
entific workflows. The VDT grid-based workflow-based computing model of-
fers the possibility of developing one workflow that will execute in the dis-
tributed, highly heterogeneous SCEC computing environment. Also, the VDT
tools provide automated job submission and job tracking. In addition, the
VDT tools offer data management tools that include support for data repli-
cation and metadata management.

As we implemented the CyberShake computational pathway as a scientific
workflow, we recognized that our workflows tools provided some additional,
somewhat un-anticipated, benefits. For example, we found that the Virtual
Data Language (VDL) (Chapter ??) allowed us to express our workflows at a
high level of abstraction. Our workflows can be expressed without referring to
particular computer resources or particular file copy. This workflow virtualiza-
tion is performed by the Pegasus meta-schedule which automatically converts
our abstract workflows into concrete executable workflows by selecting partic-
ular computer resources to be used, and by adding implied, but unspecified,
actions such as directory creation and file transfers.

We also uncovered some of the limitiations of these workflow tools. For ex-
ample, we found that only portions of our CyberShake computational pathway
benefited from modeling as scientific workflows. Our original goal of configur-
ing the entire CyberShake processing sequence to run as a workflow proved
to be impractical.

In the following sections, we describe the CyberShake computational path-
way and our efforts to convert this conceptual sequential processing into an
executable scientific workflow. We outline issues related to the modeling of
computations as workflows and describe where we gained significant benefits
from workflow technology.
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Fig. 11.2. This USGS and CGS PSHA map for California and Nevada is based on a
large number of PSHA hazard curves. This map fixes the Probability of Exceedance
at 10% in 50 years and uses color variations to indicate expected peak ground motion
levels throughout the mapped region.

11.2 SCEC Probabilistic Seismic Hazard Analysis
Research

Prior to the start of the CyberShake Project, SCEC researchers outlined a con-
ceptual framework for improving probabilistic seismic hazard analysis. This
conceptual framework describes a series of what are termed computational
pathways. They represent a series of four increasingly more accurate, but also
more complex approaches to calculating the anticipated intensity of ground
motions at a particular site. The computational pathways are shown in Figure
11.3.

The SCEC Computational Pathways can be described as follows: Pathway
1 is standard probabilistic seismic hazard analysis that uses empirical attenua-
tion relationships. Pathway 2 replaces attenuation relationships with anelastic
waveform modeling (AWM) and site response models. Pathway 3 introduces
physics-based dynamic rupture models to describe the earthquakes that pro-
duce the ground motions. Pathway 4 represents a series of inverse problems in
which simulated data is used to constrain and improve the geophysical models
used in the simulations.

The Pathway 1 group has developed a component-based software suite call
OpenSHA [? ] that implements standard PSHA models, such as Earthquake
Rupture Forecasts (ERFs) and Intensity Measure Relationships (IMRs),
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within a common framework. OpenSHA is a stable and robust suite of soft-
ware that allows researchers to combine PSHA components in ways never
before possible.

The Pathway 2 group has developed and validated techniques for running
large, regional-scale, earthquake wave propagation simulations. These simula-
tions, validated for low frequencies against observed earthquakes, demonstrate
important effects such as earthquake directivity and amplification of ground
motions over sedimentary basins.

One reason for the effectiveness of the SCEC computational pathway con-
ceptual framework is that each subsequent pathway builds on elements of pre-
vious pathways. The higher level pathways leverage the work done by other
group on lower numbered pathways. The SCEC CyberShake simulations are
an integration of our Pathway 2 wave propagation simulations with our Path-
way 1 Probabilistic Seismic Hazard Analysis techniques. This integration has
not been without challenges. This integration of pathways requires levels of
computational, data management, and data analysis that exceed any previous
SCEC computational models.

11.3 Computational Requirements of SCEC Workflows

The computational challenges of CyberShake begin with the number of earth-
quakes that must be simulated. We would like to represent all possible
earthquakes that might occur, but for practical reasons, we must settle for
representing all somewhat probable earthquakes that might occur within
200KM of the site being considered. Geophysical models, implemented as com-
puter programs, that can provide a list of somewhat probable future earth-
quakes are called Earthquake Rupture Forecasts (ERFs). For sites near Los
Angeles, current ERFs produce a list of over 20,000 earthquakes within 200km.
Applying an attenuation relationship to 20,000 earthquakes is a fairly modest
computational challenge within the capabilities of a desktop computer. How-
ever, running the state-of-the-art wave propagation simulations for 20,000
earthquakes is prohibitively expensive in CPU-Hours and wall-clock time.
The exact computational time required to run an earthquake wave propa-
gation simulation varies by the size of the volume, the length of time the
wave propagation is simulated, and the frequencies supported by the simula-
tion. Earthquake simulations of approximately the required size and resolu-
tion, such as SCEC’s Pathway 2 TeraShake simulation require approximately
15,000 CPU-Hours and approximately 3 days of wall-clock time. So, for the
20,000 ERF ruptures, it would require 300 Million CPU-Hours and well over
100 years to complete all the simulations needed to calculate a PSHA hazard
curve.

While these processing requirements are well beyond the scale of the com-
puter resources available to SCEC, we have not yet represented the full scale
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Fig. 11.3. SCEC/CME computational pathways represent a series of increasingly
more accurate ways of performing probabilistic seismic hazard analysis.

of the problem. These numbers underestimate the required calculation be-
cause the ERF list of 20,000 earthquakes does not represent the full list of
earthquakes that must be simulated. The ERF indicates only the fault surface
and the magnitude of the earthquakes that are likely to occur. This is suffi-
cient when using an attenuation relationships. However, when using waveform
modeling, one must consider how the earthquake rupture occurs. For exam-
ple, if the earthquake rupture starts at the bottom of the fault and propagates
upward towards the surface, the ground motions at the surface will be larger
than if the earthquake starts near the surface and propagates downward into
the ground. For a given fault, there are many ways that earthquakes can occur.
Each possible, or somewhat likely, earthquake variation must be simulated in
order to properly perform the PSHA analysis.

To capture the possible differences between earthquakes in the PSHA anal-
ysis, one or more variations of each earthquake mentioned in the ERF must
be simulated. For small earthquakes (e.g. Magnitude 5.0 or smaller), typi-
cally only one variation will be considered. But for large faults, there are
many ways the fault may rupture and a reasonable number of these ruptures
scenarios must be simulated in the calculation. There is no widely accepted
approach for identifying all reasonable rupture variations; however, some basic
heuristics have been developed for creating a reasonable number of rupture
variations. When these heuristic are applied to the ERF list for Los Angeles
area sites, the total number of earthquakes that must be simulated to create a
probabilistic seismic hazard curve is over 100,000 earthquake simulations. At
15,000 CPU-Hours per simulation, a fully probabilistic hazard curve calcula-
tion would require approximately 1,500,000,000 CPU-Hours. The computation
time is not the only challenge. There are also significant data management
issues. Each rupture variation will produce two seismograms (horizontal com-
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ponents only), which, depending on the data storage format, may results in a
large number of seismogram files. These seismogram files and their associated
metadata must be managed to support the analysis of the results.

In order to implement the CyberShake 3D waveform-based IMR, all of
these scientific questions, computational scale, and the data management chal-
lenges had to be addressed by the CyberShake development group.

11.4 The SCEC Hardware and Software Computational
Environment

CyberShake was implemented within the distributed computational environ-
ment that was designed and implemented as a part of SCEC/CME Project
[? ]. The SCEC/CME computational system uses a grid-based architecture
that allows us to share heterogeneous computing resources with other col-
laborating computing organizations in a consistent and secure manner. The
SCEC/CME execution environment is composed of the NSF TeraGrid [? ],
the University of Southern California (USC) High Performance Computing
and Communications center (USC HPCC)[? ], a large academic Linux cluster
with approximately 1,800 processors, and the local SCEC computing resources
that include a variety of Linux and Solaris servers. Significant disk storage, in
excess of 10 TB, is available at all sites, including SCEC’s local cluster.

The SCEC, USC HPCC, and TeraGrid sites are linked into an extensible
grid-based computing environment through the NSF National Middleware
Initiative software stack [? ]. Grid security is managed using Grid Security
Infrastructure (GSI). Certificate policy was negotiated between the three or-
ganizations, SCEC, USC, and TeraGrid allowing acceptance of each others
host and user grid-security certificates.

In addition to the grid layer, the SCEC/CME computational system has
implemented a workflow software layer based on the Virtual Data Toolkit
(VDT) [16] . The Virtual Data Toolkit, in turn, includes the Virtual Data
System (VDS) which includes Chimera [47] and Pegasus (Chapter ??). VDT
also includes data management tools such as the Replica Location Service
(RLS) [34]. An overview of the grid-based hardware and software used in the
CyberShake calculations are shown in Figure 11.4.

11.5 Introduction of a Reciprocity-based Site Calculation

The key to reducing the computational demands for CyberShake PSHA haz-
ard curves was the introduction of a non-intuitive scientific technique for cal-
culating synthetic seismograms called reciprocity.

Typically, synthetic seismograms are created through what are termed
“forward calculations”. Motions are introduced in a volume at the point of the
earthquake and the resulting waves are propagated throughout the volume. An
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Fig. 11.4. SCEC/CME workflow system software stack, based on the Virtual Data
Toolkit, provides SCEC workflows with secure access to a distributed, heterogenous,
grid-based computing environment.

alternative method for calculating synthetic seismograms, called reciprocity,
can be used. A reciprocity-based approach places a unit-force at the site of
interest. Then the waves from this force are propagated throughout the volume
to “illuminate the volume”. The response of the volume to the unit force
is saved as Strain Green Tensors (SGT). Given SGT data for a volume, it
is very computationally inexpensive to calculate a synthetic seismogram for
an earthquake located anywhere within the volume using a technique called
seismogram synthesis.

Using a reciprocity-based approach, the computational estimates for cal-
culating a probabilistic seismic hazard curve for a single site is approxi-
mately 25,000 CPU-Hours. This includes the two unit-force simulations, and
the reciprocity-based seismogram synthesis for 100,000 earthquakes. This
reciprocity-based technique brings the computational cost of within reach of
SCEC computing resources.

There is, as might be expected, a tradeoff involved in using this reciprocity-
based approach. These calculations only produce seismograms for the one site
and, consequently, only one hazard curve. Since each hazard curve requires
approximately 25,000 CPU-Hours, producing a small 50km x 50km hazard
map that requires 625 hazard curves requires approximately 15,625,000 CPU-
Hours using this approach.

These estimates indicate that even using a reciprocity-based approach, it
is still prohibitively computationally expensive to produce a PSHA hazard
map. However, it is now possible to calculate a small number of full prob-
abilistic hazard curves with this technique. The CyberShake group felt that
the calculation of waveform-based PSHA hazard curves for a number of sites
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provides an excellent basis for an initial analysis of waveform-based PSHA
hazard curves. If the CyberShake research demonstrates that waveform-based
PSHA hazard curves are significantly more accurate that traditional PSHA
hazard curves, then there will be a strong justification to obtain the necessary
computational resources to calculate full PSHA maps using this new approach.

11.6 Outlining the CyberShake Computational Elements

A CyberShake hazard curve calculation can be described algorithmically in
seven steps. Each processing step has specific computational and workflow
implications.

Processing
Step Number

CyberShake Simulation Algorithm Description

1 Select a site for which a hazard curve is of interest.

2 Use an earthquake rupture forecast (ERF) to identify
all probable ruptures within 200KM of the site of in-
terest.

3 For each rupture, convert the rupture description from
the ERF into a suite of rupture variations with slip-
time history.

4 Calculate Strain Green Tensors (SGT) for the two hor-
izontal components for a volume containing all the
ruptures and save the volume data.

5 Using a reciprocity-based approach, calculate syn-
thetic seismograms for each rupture variation.

6 Calculate the peak intensity measure of interest such
as peak spectral acceleration for each synthetic seis-
mogram.

7 Using the peak intensity measures for each rupture,
and the probabilities of the rupture, calculate a prob-
abilistic hazard curve.

CyberShake Step 1: Select a Site

Probabilistic seismic hazard curves are site specific, so a natural and mean-
ingful unit of work on the CyberShake project is a site. We perform a series
of calculations and at the end we can calculate one or more hazard curves
for one particular site. We typically measure the computational and storage
information by the amounts required for a single site. These numbers can then
be multiplied by the number of sites required.

Sites selected for our initial CyberShake hazard curve calculations must
be in a region for which both a 3D velocity model and an earthquake rupture
forecast have been defined. These items are available for most parts of southern
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California. Also, to facilitate comparison to others types of IMRs, we selected
sites for which hazard curves currently exist. The selection of sites is currently
manual. No software is used at this step in the processing.

CyberShake Step 2: Identify Probable Ruptures

Given a particular site, an Earthquake Rupture Forecast is used to identify all
probable ruptures within 200km of the site. The magnitude and probability of
each identified rupture must also be specified. The table below shows six of the
initial CyberShake sites and the number of ruptures that the ERF identifies
within 200km of each site.

Site Name Number of Ruptures in ERF
within 200KM of Site

USC 24,421

Pasadena 24,870

Downtown Los Angeles 24,620

Port of Long Beach 24,484

Santa Ana Business District 25,363

Whittier Narrows Golf Course 25,056

In this stage in the CyberShake processing, one program, the Earthquake
Rupture Forecast generator is used. The Earthquake Rupture Forecast Gen-
erator is the first computational step in our scientific workflow.

CyberShake Step 3: Calculate Rupture Variations

Rupture descriptions produced by current ERF’s are static descriptions of
earthquakes indicating the fault surface and the magnitude of each earth-
quake. However, earthquake wave propagation simulations require more de-
tailed information about the ruptures, and several variations of each earth-
quake rupture must be considered. As a general rule, the larger the earthquake
in the ERF, the larger the number of rupture variations that will be used in
the CyberShake calculation. For each earthquake in the ERF, the CyberShake
system will calculate a series of rupture variations using a heuristic-based
method developed by SCEC scientists.

The table below shows an example of how the ERF ruptures fan out into
a series of rupture variations for site USC. The ERF contains a large number
of small earthquakes. These earthquakes do not produce many variations.
The ERF produces only a small number of very large earthquakes. However,
each of these very large earthquakes produces a large number of variations.
The result is that the CyberShake processing must produce seismograms for
over 100,000 ruptures. Other sites have similar distribution of ruptures by
magnitude.

CyberShake Step 4: Calculate Strain Green Tensors



11 SCEC CyberShake Workflows 107

Site U.S.C Ruptures By
Magnitude

Rupture Varia-
tions By Mag-
nitude

Magnitude < 5.0 0 0

Magnitude ≥ 5 and < 6.0 20,450 64320

Magnitude ≥ 6 and < 7.0 2524 14600

Magnitude ≥ 7.0 and < 8.0 1435 47066

Magnitude ≥ 8 12 12864

Totals 24421 109806

The next step in the CyberShake computational pathway is to calculate strain
Green tensors for the site of interest. A strain tensor quantifies the strain of
an object, in this case the earth, undergoing a 3D deformation which is, in
this case, caused by an earthquake. For small deformations, the strain tensor
can be described by a Strain Green Tensor (SGT). SGT calculations are the
high performance (parallel), computing aspect of the CyberShake simulation.
Our current SGT code is a fourth order, finite difference code. One SGT
calculation is run for each horizontal component of motion. So for CyberShake,
two SGT simulations are run per site. Before the MPI code can be run, an
input velocity mesh must be generated. This is done in two steps. First a
regular mesh with the appropriate dimensions and grid spacing is created.
Then a 3D velocity model program is run to assign properties such as P-wave
velocity, S-wave velocity, density, and attenuation to each mesh point. The
velocity mesh properties vary by location in the mesh. For example, the P-
wave velocity, S-wave velocity, and density values all typically increase with
depth.

CyberShake Step 5: Synthesize Synthetic Seismograms

The CyberShake reciprocity-based seismogram synthesis processing stage gen-
erates thousands, or hundreds of thousands of seismograms for a site. To do
this, we must run the seismogram synthesis code twice for each rupture, which
amounts to tens of thousands of times. The seismogram synthesis program will
generate output files containing the synthetic seismograms. Metadata must be
maintained for each file so that we can associate the seismogram with the rup-
tures that it represents.

CyberShake Step 6: Calculate Peak Intensity Measure

Once one or more seismograms have been calculated, the next step is to ex-
tract a peak ground motion from the data. SCEC scientists have decide that
spectral acceleration at 3.0 seconds (SA3.0) is a ground motion intensity mea-
sure type that is consistent with the frequency content of the seismograms we
have generated. To calculate peak SA3.0 values from our seismogram we use
codes that can filter the seismograms, differentiate to acceleration, and then
calculate peak SA3.0.
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CyberShake Step 7: Calculate Hazard Curve

When all the peak SA3.0 values have been calculated, the final step is to
calculate a hazard curve. To do this, the peak SA3.0 values for each rupture are
read and a geometric average of the horizontal components is calculated. Then,
the peak SA3.0 values are associated with the probability of the given rupture.
These calculations are done for each rupture, the results are combined, and a
hazard curve is calculated.

11.7 SCEC Workflows Solutions to Key Workflow
Requirements

Scientific workflow tools may be modeled, in general terms, as a set of tasks
with data dependencies between them. Scientific workflow tools must then
meet three essential requirements; 1) user definition of the tasks and their data
dependencies, 2) an execution engine for running the tasks in an appropriate
order, and 3) tools for maintaining data and metadata input and output by
the tasks in the workflow.

The SCEC workflow system uses the Virtual Data Toolkit (VDT) [16].
VDT, in turn, relies on the Virtual Data System (VDS) for constructing and
executing workflows. VDS in turn relies on the Pegasus Planner and the Con-
dor System (Chapter ??) for executing the workflows. VDS-based workflows
try to avoid specification of particular executables and particular physical
files by referring to elements in the workflow in “abstract”, “logical”, or “vir-
tual” terms. This delayed specification relieves the operator of some specific
decisions and provides opportunities for optimization by the workflow system.

The SCEC workflow system satisfies the first essential requirement (user
definition of workflow tasks and data dependencies) by expressing the tasks in
the workflow and the data dependencies between the tasks using an abstract
Directed Acyclic Graph (DAG). The abstract workflow DAG captures the
programmatic and data dependencies in the workflow. The abstract workflow
DAG describes both the program names and file names in logical, not physical
terms. For example, when the workflow refers to a file, it uses a file ID, rather
than a physical path to the file. Later programs in the workflow system will
convert the file ID to a physical file name.

Our large CyberShake workflows require large abstract DAGS so creation
of the abstract DAG is non-trivial. We typically use a Java language program
that can generate the abstract workflow DAG directly. In the future, we plan
to use technologies such as Wings and CAT (Chapter ??).

The VDT tools that convert an abstract DAG to a concrete DAG re-
quire a collection of appropriate configuration files such as configuration file
describing available computer resources (resource pool config) and a list of
executable programs (transformation catalog). Once these configuration files
and the abstract DAG are available, Pegasus can be invoked to convert the



11 SCEC CyberShake Workflows 109

abstract DAG to a concrete DAG. Once the concrete DAG is available, it can
be submitted to the Condor DAGMan (Chapter ??).

Condor DAGMan functions as a job manager, and it will run the jobs
in the DAG in the appropriate order. Pegasus makes a significant number
of runtime decisions. For example, by the time the workflow is expressed as
a concrete DAG, the specific run-time hosts, the specific file replicas, and
implied but unspecified actions such as file creation and data transfers have
been incorporated into the concrete DAG by the Pegasus planning tool.

The SCEC workflow system satisfies the second essential workflow require-
ment (an execution engine for running the tasks) with a series of Globus and
Condor tools. Condor-G [49] and Condor DAGman are used as job manage-
ment tools for the SCEC workflows. Globus GRAM [37] is used as the resource
management tool. Condor DAGman manages the job submissions by inter-
acting with other job scheduling software. Condor DAGman works with the
Condor-G job management software to ensure that the jobs expressed in the
DAG are executed in the correct order.

The SCEC workflow system satisfies the third essential workflow require-
ment (data and metadata management) by using the Replica Location Service
(RLS) [34] software to maintain a mapping between logical and physical file
names. Logical File Names (LFN) are basically ID numbers assigned to files
used in SCEC workflows. Physical File Names (PFN) used in SCEC workflows
are typically GridFTP accessible URL’s [19]. Metadata is managed through
the use of the Metadata Catalog Service (MCS) [95]. The RLS and MCS
system are modular and grid-enabled.

We utilize a second file preservation system, the Storage Resource Broker
(SRB) [25], for long term storage of valuable data sets. Files created by SCEC
workflows that are deemed of long term value are registered into the SRB for
archival purposes.

11.8 Benefits of Modeling CyberShake as Workflows

Implementing the workflow on top of a grid-based architecture provides dis-
tributed computing capabilities and the ability to add or remove computing
resources from the environment without significant changes to software. The
grid layer provides secure management of job submission and data transfers.
The grid architecture also provides standardized service interfaces to security,
job management, resource monitoring and communication for a heterogeneous
environment. This, in theory, allows our workflows to utilize these standard-
ized interfaces which then enables them execute in a heterogeneous computing
environment.

The use of Condor DAGman as a job management tools provides sig-
nificant benefits. The DAGman job manager will analyze the dependencies
in a workflow and will run jobs in parallel if there are no dependencies be-
tween them. This capability is particularly valuable in a distributed grid-based
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environment where there are multiple computing resources available for job
execution.

The Condor-G and DAGman job management tools provide significant
other capabilities such as job management and failure recovery. Since work-
flow jobs are run as Condor DAGs, error recovery files called rescue DAGs
are created and maintained by the system. Workflow jobs that fail can be
automatically retried, or manually re-submitted, and they will continue from
the point of the error without re-running the entire workflow.

The SCEC workflow system utilizes the common data management prac-
tice of separating the logical file name from the physical file name. This tech-
nique helps in two main ways. First, references to the file are not tied to the
physical location of the file. When the file is moved, workflow references to
the file do not need to be changed. Second, this technique supports copies of
files, or replicas. For each file, multiple versions can be maintained and the
workflow system has the opportunity to select the most appropriate copy.

Another benefit in this workflow system, contributed by the Pegasus plan-
ner, is the ability to express the workflow at a high level of abstraction. When
the user expresses the workflow and its dependencies, either using VDL, or
in an XML DAG format (DAX), they specify the workflow by referring to
logical programs (transformations) and logical files. A significant amount of
information can be omitted at the workflow specification stage. For example,
the computers that will be used and the location of the files to be used are
not needed at the workflow specification stage. These details are provided
by the Pegasus Planner as the abstract workflow is converted to a concrete
workflow. In addition, Pegasus is smart enough to recognize that the workflow
must be elaborated in order execute within an actual physical computing en-
vironment. Processing steps such as directory creation, registration of created
file into the RLS, and file transfers to and from the program execution hosts
are automatically added into the workflow by the Pegasus planner.

11.9 Cost of Using the SCEC Workflow System

While the SCEC workflow offers a number of clear benefits, it also imposes a
series of requirements, or costs, on system developers and users. These costs
are distinct from the costs of personnel or hardware.

First, establishing and maintaining a widely distributed, grid-based, com-
puting environment requires a significant amount of work involving issues such
as security agreements, certificate exchange, software version coordination, in-
stallation, operations and maintenance. The grid-based environment provides
an outstanding foundation on which to build a workflow system but it also
requires significant investment in system and software maintenance.

Next, two different relational databases must be installed, configured, and
managed in this system. The Replica Location Service uses a MySql database
to maintain the LFN to PFN mapping. The Metadata Catalog System uses a
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MySQL database to associate LFN to metadata attribute to metadata value
pairs and to provide search capabilities across metadata values. Our experi-
ence is that introduction of one or more relational databases into a system
require a specialized staff.

The SCEC workflow system also requires a significant amount of config-
uration before a workflow can be executed. The Pegasus ability to work at
a high level of abstraction is implemented by utilizing data stores that map
between abstractions and actual computing resources. This means that be-
fore a workflow can be executed, a series of data stores must be developed
and populated. For example, computing resources available to be used are
defined in a pool.config file that defines the computing resource and describes
their capabilities. Also, each executable program or script used in a workflow
must be defined in a transformation catalog. The transformation catalog con-
tains a definition of the input parameter, output parameters, and the run-time
environment required by the program.

Also, all files to be used in workflows must be registered into the RLS and
MCS and staged at a URL that is accessible by a GridFTP server. This creates
a fairly sharp distinction between files “in the system” and files “not in the
system”. This puts a burden on users that want to create new files by hand or
that want to import files into the system. While the data management tools
such as RLS provides interfaces for registering files, it has been necessary for
us to write user-oriented tools to help users with this task.

While it may seem obvious, it is worth noting that the SCEC workflow
system is designed to execute programs with file-oriented inputs and out-
puts. Programs that support the standard “Unix” computing model work well
within the SCEC workflow system. These programs have common character-
istics such as file or piped inputs, quiet execution unless there are problems,
zero return on success, and non-zero return on problems. The SCEC work-
flow system is not designed to execute programs with GUI-interfaces or with
interactive user inputs.

The SCEC workflow system imposes specific requirements on the programs
that will be used in the workflow. To facilitate the data management tools,
programs used in workflows should not use hard-coded input or output file
names. The workflow system will dynamically assign LFN to files as they are
created. Many of the SCEC programs used hard-coded file names. In some
cases, we modified these programs so that both input and output file names
could be specified as input parameters at runtime. If this modification was
difficult, we developed wrapper scripts that would accept arbitrary input and
output file names. The wrapper script would then rename these files to the
hard coded file names, call the SCEC programs, then rename the output file
to the file name assigned by the workflow system.

One additional requirement for using the SCEC workflow system is the
need to create a DAX before the workflow can be run. In order to create a
DAX, the user is faced with a couple of options; a) use VDL to describe the
workflow then use Chimera to convert the VDL to a DAX, or b) or write code
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that can construct a DAX directly. Because the SCEC CyberShake workflows
were fairly static, we chose to develop a DAX generator program and output
our DAX’s directly. The other option, using VDL, may be the more general
solution. Both of these approaches require training and investment of time by
users. Often users are not willing to invest significant training time until the
benefits to their science is obvious.

11.10 From Computational Pathway to Abstract
Workflow

We began our modeling of CyberShake as a workflow by assembling our pro-
grams end to end and identifying the data dependencies between them. Figure
11.5 shows the programs involved in the CyberShake hazard curve calculation
and their data dependencies.
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Fig. 11.5. CyberShake computational pathway is an end to end computation of a
CyberShake Hazard Curve

Our intention was to model our CyberShake computational pathway as
an abstract workflow, then model the abstract workflow as a DAX, and then
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use our workflow tools to convert our DAX into an executable workflow and
run it until a hazard curve was completed. However, our workflow eventually
was reduced to a small portion of this chain of processing. The process of
converting our CyberShake computational pathway into an abstract workflow
led to a significant reduction in the number of programs in the workflow.
As we will describe, programs were excluded from the actual workflow for a
variety of reasons.

At the beginning of the CyberShake computational pathway, we found
that the Rupture Forecast Generator, a GUI-based Java program, required
user interactions during execution. The operator uses a series of dropdown
menu’s and text boxes to enter information about the site being specified such
as location site, cutoff distance, and other configurable parameters. Then the
program is run once.

We did not want to integrate a GUI-based program into the workflow.
We considered re-writing the program into a version without a GUI but the
Rupture Forecast Generator is a part of an externally maintained software
suite called OpenSHA. So we excluded these programs from the CyberShake
workflow.

The next three steps we considered were the Mesh Maker, Velocity Mesh Maker,
and the Strain Green Tensor calculations. These three programs are run to
create the large Strain Green Tensor data set. The Strain Green Tensor pro-
gram is an MPI-based finite difference code that requires high performance
computing cluster. The SGT calculations used in the CyberShake simulations
require approximately 140GB of RAM at run-time. On our target clusters,
we can utilize approximately 500MB of RAM per processor. In order run the
SGT successfully, we must divide the 140GB across approximately 280 pro-
cessors, or about 140 nodes on dual processor systems the TeraGrid IA-64 or
USC HPCC clusters.

As we developed our CyberShake abstract workflow, we noted that schedul-
ing large MPI-based programs onto a cluster often have interactive aspects
that are not easily managed by a workflow system. For example, the CPU-
Hours allocation available to the workflow should be verified prior to running.
Sufficient disk space must be available in the output storage location. In some
cases, a specialized queue, or a reservation for a set of compute nodes, is used,
in which case the job should be run in a specific queue or at a specific time.
Although it is possible to include these constraints into the workflow system,
we decided to leave the MPI-based calculations out of the workflow for now
since they are run only once per target site. However, we plan to make them
a part of the abstract workflow in the future.

We wanted to take advantage of the SCEC workflow system’s ability to
automatically restart jobs that fail. However, we recognized that special care
must be taken when restarting large, multi-day, 280 processor jobs. We looked
for ways to utilize the restart capabilities of the workflow with our SGT calcu-
lation. One way to address the restart capability is to model the SGT calcula-
tion as a series of smaller steps with checkpoint files. Then a failure would get
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restarted from the last checkpoint rather than from the beginning. However,
to accomplish this we needed to elaborate our definition of the workflow to
identify a series of restart-able calculations. This added complexity into our
workflow which, in our judgment, did not add sufficient value.

The first two programs in the sequence Mesh Maker and Velocity Mesh Maker
are run to create a velocity mesh that represent the region of interest at the
appropriate resolution with the properties of the geological structure. The se-
quence of these two programs could easily be incorporated into a workflow.
However, we noted that these two programs are run only once during the
workflow. Running a program and submitting a workflow for execution re-
quire essentially the same amount of operator interaction. If we are running
the program only once, adding in the overhead of workflow construction sim-
ply adds complexity. More importantly, these programs are executed before
the execution of the Strain Green Tensor (SGT) calculation, but the SGT
was not to be run as part of the workflow due to the interactive aspects of its
execution. Running these two programs as an isolated workflow did not seem
worthwhile.
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A two-stage CyberShake workflow to process 25,000 
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Fig. 11.6. The CyberShake abstract workflow has two processing steps. These two
processing steps must be repeated for approximately 25000 times each to produce a
single PSHA hazard curve.

By the end of the abstract workflow generation process, the abstract work-
flow that emerged consisted of only two steps, Seismogram Synthesis and
Peak Spectral Acceleration. These two steps are shown in Figure 11.6.

As this final abstract workflow design emerged, we recognized two addi-
tional criteria worth considering when identifying appropriate elements of a
workflow. One, because DAG’s do not contain loops, the number of times a
particular program is called can greatly impact the construction and execu-
tion of the workflow. Two, we found it is worth considering the impact of long
delayed program execution.
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First, since DAG’s may not contain loops, each call to a program (referred
to as a derivation in the VDS literature) must be explicitly mentioned in the
workflow. In our workflows, we had approximately 25,000 derivations for each
step in the dataflow, leading to over 50,000 derivations per workflow. This led
to very large and cumbersome DAX’s. While we subdivided our workflows to
make the derivation count per DAG more manageable, we did end up with
tens of thousands of derivations in each DAG. The need to keep the number
of derivations at a workable level had some impact on the workflow design.
The VDS workflow tools can support large workflows but there are practical
upper limits on the size of DAX files and the number of derivations specified
in any one particular DAX. Our experience suggests that DAX’s with no more
than 50,000 transformations work best.

One more issue we identified in converting our CyberShake computational
pathway to an abstract workflow is related to delayed execution of programs.
At the very end of our computational pathway, once all the calculations are
performed, we ran a small program that calculates the actual hazard curve.
However, based on the time required to execute all the jobs that lead up to
this last summary stage, the execution time for this final job could be days,
even weeks after the workflow is submitted. When a job in a workflow has
an expected execution time that is days, or weeks, in the future, there is a
reasonable possibility that the computing environment will change between
now and then. Currently many of the grid systems we target in our work
do not provide an easy way of programmatically accessing up-to-date system
information and thus make it impossible for workflow management systems to
make good scheduling decisions over time. This leads to lower reliability that
the workflow will execute to successful completion. We recognized that long
periods of time between submission and execution present practical problems
for workflows.

11.11 Resource Provisioning in the CyberShake
Workflows

Once the CyberShake abstract workflows were developed, a new issue emerged
related to resource provisioning. In the context of CyberShake workflows, pro-
visioning means reserving computer resources for our use during the workflow
execution. Our workflow system provides special capabilities that allow us
provision the computing resources required by our workflows even though
the structure of our workflows does not match the scheduling policies of our
underlying computing resources.

To understand this issue, we must examine the requirements of the work-
flow and characteristics of the execution environment. Once our abstract work-
flow is converted to an executable workflow, and all the data movement jobs,
directory creation jobs, and data registration jobs are added, the total num-
ber of jobs in the workflow exceeded 100,000. While some of these are long
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running, I/O intensive programs, all of them are single processor, serial pro-
grams. The only available computing resources that will run this number of
jobs within a reasonable amount of time are the high performance clusters at
the TeraGrid and USC HPCC.

However, none of these computational clusters are configured to run a large
number of serial jobs; rather, they are configured to run a few, large, parallel
jobs. The supercomputer sites implement this policy in a couple of ways. First,
the job submission managers at these sites will typically allow a single user to
submit only 100 jobs at a time. None of the supercomputer sites would allow
us to dump 100,000 jobs in a queue all at once. This issue could be addressed
to some extent by the job submission throttling capabilities of our Pegasus
meta-scheduler but the number of jobs we need to schedule represents a real
issue for the CyberShake workflows.

Second, the supercomputer facilities give preference to large parallel jobs
through the job priorities used by the underlying job scheduling systems. The
supercomputer facilities used to give priority to jobs that required a small
number of nodes, and that ran for a short amount of time. However, the sites
recognized that many of these small jobs could be run elsewhere. The sites
decided that they preferred to support the very large jobs that could only run
on the large supercomputer clusters. Job scheduling algorithms were changed
so that large, highly-parallel, long running jobs, that is, supercomputer class
jobs, received scheduling priority.

The SCEC researchers recognized that the CyberShake computations were
supercomputer class computations even though they were not written as MPI-
based jobs. Rather than re-write all the CyberShake programs into parallel
codes, our workflow system was able to address these problems through the
provisioning techniques offered by the Condor glide-in system [3]. The Condor
tools allow us to run small scheduler program, called startd, on one, or many,
cluster compute nodes. Once startd programs are running on cluster nodes, we
can send CyberShake jobs from our Condor-G job submission host directly
to the startd program which then execute the our CyberShake job on its
node. Once a CyberShake job completes on a compute note, Condor-G sends
another job to startd for execution.

We utilize this Condor glide-in provisioning approach in the following way.
We submit a Condor glide-in provisioning job to the high performance clusters
that we want to use in which we request a significant number of nodes, such as
50 or 100 nodes. Once this large multi-node jobs starts to run, we submit our
CyberShake workflow to the Condor-G and Condor DAGman job managers
on our submit host. Condor-G and Condor DAGman send our small serial
jobs out to the startd programs running on the compute nodes. The Condor
glide-in jobs help to reserve the cluster nodes as the CyberShake jobs are run
one after another. Using this provisioning technique, we were able to schedule
and run large numbers of CyberShake jobs on the high performance clusters
available to us.
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11.12 CyberShake Workflow Results

The analysis, software development, configuration, testing and validation work
that led up to the first full-scale CyberShake workflows was performed over
approximately 6 months. The first two, full-scale, CyberShake workflows were
run over a period of approximately one month. At this point the computational
rate increased dramatically. Eight additional CyberShake curves have now
been calculated at a rate of approximately one a week.

During our first two full-scale CyberShake workflow runs, we executed
over one 261,000 separate jobs, at four different computing centers (SCEC,
SDSC, NCSA, and USC), and we used over 1.8 CPU-Years of processing
time. Over 80,000 separate files were created, and registered into our data
management system. We are still collecting statistics on the subsequent eight
site calculations.

The CyberShake workflows made good use of our grid-based environment.
SCEC computers were used as job submission hosts and as storage location
for the resulting seismograms, spectral acceleration, and hazard curve data
files. The CyberShake workflow executed at multiple sites include SCEC,
USC HPCC, SDSC, and NCSA. The SCEC workflow system allowed us to
create file replicas at two TeraGrid sites, and then to divide our workflows
across two different supercomputer facilities with the results ending up back
at SCEC. This flexible use of available computing resources underscores the
value of specifying workflows in a computer resource independent manner.
It also underscores the capabilities that can be built on top of a grid-based
infrastructure.

11.13 Conclusions

The first ten CyberShake probabilistic seismic hazard curves are currently
under analysis. The CyberShake results are so new that conclusions regarding
the scientific benefits of using 3D waveform-based intensity measure relation-
ship in probabilistic seismic hazard analysis are still pending. Regardless of
the final judgment on this new class of PSHA hazard curves, CyberShake rep-
resents an important research effort that has provided SCEC scientists with
results needed to evaluate this promising new approach to PSHA.

Our scientific workflow tools provided scalability of calculation through au-
tomation. These tools allow us to work at a computational scale that would
be very difficult to achieve without them. But we recognize that the compu-
tational demands of SCEC science is increasing just as quickly as our compu-
tational capabilities.

In order to meet the computational requirements of SCEC science in the
near future, we need to improve our workflow automation. We plan to begin by
increasing the number of programs executed as a part of the workflow. In order
to do this, we must resolve the issues that caused us to remove computational
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jobs from the workflow. At this point, it appears that the portions of our
computational pathway that benefit from modeling as a workflow share two
characteristics, high repetitiveness and low interactivity. We believe that
these characteristics may be used to identify which parts of a series of scientific
calculations can be most readily expressed as a scientific workflow regardless
of the underlying workflow technology.

These principles suggest that a high priority for us should be to integrate
any highly repetitive steps of the computational pathway that is not yet in the
workflow. They also suggest we should make an effort to reduce the interac-
tivity of the programs used in our computational pathways so these programs
can be more easily used in the workflow. In addition to removing operator
interactions with the program, we must also look for ways to remove oper-
ator interactions in the development, configuration, and submission of the
workflows themselves.

We believe that scientific workflow tools provide the current best tech-
nology for working at the computational scale needed to perform SCEC’s
transformative seismic hazard analysis research. If SCEC research goals re-
quired only one or two hazard curves, it may have been faster to calculate
them without the use of a workflow system. However, since SCEC researchers
want to calculate hundreds, or thousands, of these hazard curves, we needed
a system that will allow us to scale-up the large CyberShake computational
pathway calculation by one or two orders of magnitude. We believe that as
SCEC workflow tools evolve and improve, they will make this level of scientific
processing and data management possible.
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