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Abstract: Accurate next web page prediction benefits many applications,
e-business in particular. The most widely used techniques for this purpose
are Markov Model, association rules and clustering. However, each
of these techniques has its own limitations, especially when it comes
to accuracy and space complexity. This paper presents an improved
prediction accuracy and state space complexity by using novel approaches
that combine clustering, association rules and Markov Models. The three
techniques are integrated together to maximise their strengths. The
integration model has been shown to achieve better prediction accuracy
than individual and other integrated models.
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1 Introduction

The immense volume of online information covering almost all types of applications
makes the web susceptible to a wide range of information discovery and retrieval
tools. Web applications today, e-commerce in particular, are driven to provide a
more personalised experience for their users. Therefore, it is extremely important
to form some kind of interaction with web users and always be one step ahead
of them when it comes to predicting next accessed pages. For instance, knowing
the user’s browsing history on the site grants us valuable information as to which
one of the most frequently accessed pages will be accessed next. Also, it provides
us with extra information like the type of user we are dealing with and the user’s
preferences as well. Some widely used data mining methods to achieve the goal are
association rule mining, clustering and Markov classification.

Association rule mining is a major pattern discovery technique (Mobasher
et al., 2000; Agrawal and Srikant, 1994). The patterns are discovered based on
previous history. The original goal of association rule mining is to solve market
basket problem. For a data set containing shopping transactions, association rules
summarise relationships illustrated by the following example. Customers who buy
bread and milk will most likely buy eggs, or, bread and milk → eggs. The main
limitation of association rule mining is that many rules are generated, which result
in contradictory predictions for a user session.

Markov Models are very commonly used in the identification of patterns
based on the sequence of previously accessed pages (Bouras and Konidaris,
2004; Chen et al., 2002; Deshpande and Karypis, 2004; Eirinaki et al., 2005;
Jespersen et al., 2003; Sarwar et al., 2001; Zhu et al., 2002a, 2002b). They are the
natural candidates for sequential pattern discovery for link prediction due to their
suitability to modelling sequential processes. The Markov Model process calculates
the probability of the page the user will visit next after visiting a sequence of
web pages in the same session. Markov Model implementations have been hindered
due to the fact that low order Markov Models do not use enough history and
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therefore, lack accuracy, whereas, high order Markov Models incur high state space
complexity.

Clustering groups user sessions into clusters based on similarity between
common activities (Adami et al., 2003; Cadez et al., 2003; Strehl et al., 2000).
It aims at dividing web sessions into groups where the distance between clusters is
maximised while the distance between sessions within the same cluster is minimised.
The clustering methods partition data objects into a number of homogeneous
groups based on their similarity. Clustering methods do not classify user sessions
directly, but will help build better classification models if data objects are properly
clustered.

All three methods have been widely used for web page access prediction.
However, the limitations associated with them hinder their improvements when it
comes to web page access prediction and state space complexity. The main purpose
behind implementing such tools for web page access prediction is to achieve reliable
prediction accuracy while keeping the model complexity to a minimum. So far, the
individual implementation of these tools fails to achieve such results.

This paper aims at improving the web page access prediction accuracy while
keeping the model complexity small by integrating Markov Models, association
rules and clustering. The paper presents a novel approach to build a combined
model. Web pages are clustered into consistent groups before combined Markov
and association model is built on each individual group. Markov Model is kept at
a low order to maintain a low state complexity. Association rules are used for cases
when Markov Model could not make decisive prediction. This paper extends our
previous work (Khalil et al., 2006, 2007).

The rest of the paper is organised as follows: Section 2 of the paper covers
related work in the area. Section 3 introduces Markov Model, association rules
and clustering techniques and discusses their limitations. Section 4 examines
the proposed model and explains the integration algorithm. Section 5 provides
proficient concept experiments. Finally, Section 6 concludes our work.

2 Related work

A number of researchers attempted to improve the web page access prediction
accuracy or coverage by combining different recommendation frameworks.
For instance, many papers proposed the use of association rule mining or Markov
Model for next page prediction. However, none of the papers have addressed
the use of a combination of both methodologies (Khalil et al., 2006). However,
many papers combined clustering with association rules (Lai and Yang, 2000;
Liu et al., 2001). Lai and Yang (2000) have introduced a customised marketing on
the web approach using a combination of clustering and association rule mining
techniques. They proved through experimentations that implementing association
rules on clusters achieves better results than on non-clustered data for customising
the customers’ marketing preferences. Liu et al. (2001) have introduced Mining
Association Rules using Clustering (MARC) that helps reduce the I/O overhead
associated with large databases by making only one pass over the database when
learning association rules. Although the authors prove through experimentation
that MARC can learn association rules more efficiently, their algorithm does not
improve the accuracy of the association rules learned.
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Other papers combined clustering with Markov Model (Cadez et al., 2003;
Zhu et al., 2002a; Lu et al., 2005). However, none of the papers proved to improve
prediction accuracy and state space complexity. Cadez et al. (2003) partitioned
site users using a model-based clustering approach where they implemented
first order Markov Model using the Expectation-Maximisation algorithm. They
also developed a visualisation tool called WebCANVAS based on their model.
Markov Model was used for clustering rather than for prediction purposes.
Zhu et al. (2002a) construct Markov Models from log files and use co-citation and
coupling similarities for measuring the conceptual relationships between web pages.
CitationCluster algorithm is then introduced to cluster conceptually related pages.
The authors then combine Markov Model based link prediction to the conceptual
hierarchy into a prototype called ONE to assist users’ navigation. The authors
implement a hierarchical clustering technique that could lead to running time
complexity with large web log files. Lu et al. (2005) were able to generate Significant
Usage Patterns (SUP) from clusters of abstracted web sessions. Clustering was
applied based on a two-phase abstraction technique. First, session similarity is
computed using Needleman-Wunsch alignment algorithm and sessions are clustered
according to their similarities. Second, a concept-based abstraction approach is used
for further abstraction and a first order Markov Model is built for each cluster
of sessions. SUPs are the paths that are generated from first order Markov Model
with each cluster of user sessions.

Kim et al. (2004) combine most prediction models (Markov Model, sequential
association rules, association rules and clustering) in order to improve the prediction
recall. The proposed model proves to outperform classical web usage mining
techniques. However, the new model depends on many factors, like the existence of
a website link structure and the support and confidence thresholds. These factors
affect the order of the applied models and the performance of the new model.

Although web page prediction performance was improved by previous work,
the improvement was marginal because they used one model, first order Markov
Model, for their recommendations (Khalil et al., 2008). Another integration method
was introduced by Kim et al. (2004). Their objective is to trade off recall and
precision for multiple page predictions. They use an integration model to improve
the trade off, but the trade off improvement is reduced when the number of
predicted pages is small. Our work proves to outperform previous works in terms
of web page prediction accuracy and state space complexity using a combination
of clustering, Markov Model and association rule mining techniques.

3 Existing methods and their limitations

3.1 Markov Model

Markov Models (MMs) are commonly used in the identification of the next page
to be accessed by the website user based on the sequence of previously accessed
pages (Bouras and Konidaris, 2004; Chen et al., 2002; Deshpande and Karypis,
2004; Eirinaki et al., 2005; Jespersen et al., 2003; Sarwar et al., 2001; Zhu et al.,
2002a, 2002b). They have been proposed as the underlying modelling techniques for
web prefetching applications (Pons, 2006), to minimise system latency or to improve
web server efficiency (Mathur and Apte, 2007).
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Let P = {p1, p2, . . . , pm} be a set of pages in a website. Let W be a user session
including a sequence of pages visited by the user in a visit. Assuming that the user
has visited n pages, then Prob(pi|W ) is the probability that the user visits pages pi

next. Page pn+1 the user will visit next is estimated by:

Pn+1 = argmaxp∈P {Prob(Pi = p |W )}
(1)

= argmaxp∈P {Prob(Pi = p | pn, pn−1, . . . , p1)}.

This probability, Prob(pi|W ), is estimated by using all W sequences of all users
in history (or training data), denoted by W . Naturally, the longer n and the
larger W , the more accurate Prob(pi|W ). However, it is infeasible to have very
long n and large W and this leads to unnecessary complexity. Therefore, a more
feasible probability is estimated by assuming that the sequence of the web pages
visited by users follows a Markov process. The Markov process imposed a limit on
the number of previously accessed pages l, where l � n.

The equation becomes:

Pn+1 = argmaxp∈P {Prob(Pn+1 = p | pn, pn−1, . . . , pn−(l−1)}. (2)

The resulting model of this equation is called the lth-order Markov Model.
Let Sl

j be a state with l as the number of preceding pages denoting the Markov
Model order and j as the number of unique pages in a website.

Sl
j = 〈pn−(l−1), pn−(l−2), . . . , pn〉.

Using the maximum likelihood principle (Duda et al., 2000), the conditional
probability of P (pi |Sl

j) is estimated as follows from a history (training) data set.

P (pi|Sl
j) =

frequency(〈Sl
j , pi〉)

frequency(Sl
j)

. (3)

The fundamental assumption of predictions based onMarkovModels is that the next
state is dependent on the previous l states. The longer the l is, the more accurate the
predictions are. However, longer l causes the following two problems: The coverage
of the model is limited and leaves many states uncovered; and the complexity of the
model becomes unmanageable. Therefore, the following are three modified Markov
Models for Predicting web page access (Deshpande and Karypis, 2004):

1 All lth Markov Model: For each test instance, the highest order Markov
Model that covers the instance is used to predict the instance (Pitkow and
Pirolli, 1999).

2 Frequency pruned Markov Model: States with low frequency are removed.
The removal of these states affects the accuracy of a Markov Model.
However, the number of states of the pruned Markov Model will be
significantly reduced.

3 Accuracy pruned Markov Model: States with low predictive accuracy can be
eliminated. One way to estimate the predictive accuracy using conditional
probability is called confidence pruning. Another way to estimate the
predictive accuracy is to count (estimated) errors involved, called error
pruning.
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The evaluation of the pruning process has shown that up to 90% of the states
can be pruned leading to less state space complexity and increased coverage but
accuracy remains unchanged.

State space complexity of Markov Model is a major issue when implementing
Markov Model. Higher orders lead to more states but they usually result in better
prediction accuracy since they look at previous browsing history. Another difficulty
that rises when constructing Markov Models for prediction purposes is choosing the
Markov Model order. Although higher order Markov Models are needed to achieve
better prediction accuracy, they are associated with higher state space complexity.

3.2 Association rules

Association rule discovery on usage data results in finding groups of items or pages
that are commonly accessed or purchased together. Association rules are mainly
defined by two metrics: support and confidence. Support is defined as the discovery
of frequent itemsets and confidence is defined as the discovery of association rules
from these frequent itemsets (Agrawal and Srikant, 1994).

Let P = {p1, p2, . . . , pm} be a set of pages in a website. Let W be a user session
including a sequence of pages visited by the user in a visit, and D includes a
collection of user sessions. Let A be a subsequence of W , and pi be a page. We say
that W supports A if A is a subsequence of W , and W supports 〈A, pi〉 if 〈A, pi〉
is a subsequence of W . The support for sequence A is the fraction of sessions
supporting A in D as follows:

σ = sup p(A) =
{W ∈ D : A ⊆ W}

|D| . (4)

The confidence of the implication is:

α = conf(A) =
sup p(〈A, P 〉)

sup p(A)
. (5)

When we use the same terminologies of Markov Model, sup p(〈A, pi〉) =
prob(〈A, pi〉) and confidence (A, pi) = prob(pi |A). An implication is called an
association rule if its support and confidence are not less than some user specified
minimum thresholds.

Since a full session in web usage mining context includes many pages, it
gets very difficult to find matching rule antecedents. Therefore, association rule
algorithms usually use a sliding window w whose size is iteratively decreased until
an exact match with the antecedent of a rule is found.

There are four types of sequential association rules presented by Yang et al.
(2004):

1 Subsequence rules: They represent the sequential association rules where the
items are listed in order.

2 Latest subsequence rules: They take into consideration the order of the items
and most recent items in the set.
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3 Substring rules: They take into consideration the order and the adjacency of
the items.

4 Latest substring rules: They take into consideration the order of the items, the
most recent items in the set as well as the adjacency of the items.

The main problem associated with association rule mining is the frequent item
problem where the items that occur together with a high frequency will also
appear together in many of the resulting rules and, thus, resulting in inconsistent
predictions. As a consequence, a system cannot give recommendations when the
data set is large.

In order to overcome this problem and to produce more concise rules,
some improved association rule mining methods have emerged. One type
of the improved association rules is the non-redundant association rules
[http://portal.acm.org/citation.cfm?id=1017508]. A non-redundant association rule
set excludes rules with the same support and confidence as their corresponding
simpler form rules. Another type of improved association rules is optimal rules
[http://portal.acm.org/citation.cfm?id=1128596.1128759 &coll=&dl=]. An optimal
rule set excludes rules with the same or lower confidence (or other interestingness
criteria) than their corresponding simpler form rules. They have reduced the
number of rules greatly in comparison with association rules, but their rule sets
are still large in web log data where the number of pages is big and the length of
sessions is long.

3.3 Clustering

The primary motivation behind the use of clustering is to improve the efficiency
and scalability of the real-time personalisation tasks (Adami et al., 2003; Cadez
et al., 2003; Papadakis and Skoutas, 2005; Rigou et al., 2006; Strehl et al., 2000).
Generally speaking, clustering aims at dividing the data set into groups (clusters)
where the inter-cluster similarities are minimised while the similarities within each
cluster are maximised (Srivastava et al., 2000). Clustering web sessions can be
achieved through page clustering or user clustering. Page clustering is performed by
grouping pages having similar content. On the other hand, clustering user sessions
involves selecting an appropriate data abstraction for a user session and defining
the similarity between two sessions (Wang et al., 2004).

Clustering can be model-based or distance-based. With model-based clustering
(Zhong and Ghosh, 2003), the model type is often specified a priori and
the model structure can be determined by model selection techniques and
parameters estimated using maximum likelihood algorithms, e.g., the Expectation
Maximisation (EM). Distance-based clustering involves determining a distance
measure between pairs of items, and then grouping similar items together into
clusters. The most popular distance-based clustering techniques include partitional
clustering and hierarchical clustering. A partitional method partitions the items
into K groups and is represented by k-means algorithm. A hierarchical method
builds a hierarchical set of nested clusterings, with the clustering at the top level
containing a single cluster of all items and the clustering at the bottom level
containing one cluster for each item. Model-based clustering have been shown
to be effective for high dimensional text clustering (Zhong and Ghosh, 2003).
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Partitional distance-based clustering is disadvantaged by the large number of
proposed different distance measures for clustering purposes and defining a
good similarity measure is very much data dependent and often requires expert
domain knowledge. However, it displayed its ability to produce more efficient web
documents clustering results (Strehl et al., 2000; Gunduz and OZsu, 2003).

Clustering can also be supervised (Eick et al., 2004; Finley and Joachims, 2005),
semi-supervised (Basu et al., 2004) and unsupervised (Albanese et al., 2004).
The difference between supervised and unsupervised clustering is that with
supervised clustering, patterns in the training data are labelled. Unsupervised
clustering can be classified as hierarchical or non-hierarchical (Jain et al., 1999).
Hierarchical clustering can become computationally complex with large data sets
and can be difficult to analyse with the absence of logical hierarchical structure
in the data. On the other hand, non-hierarchical clustering is where the samples
are divided into a predefined number of clusters according to the distance between
the data and specific centers. A common method of non-hierarchical clustering is
the k-means algorithm that tends to cluster data into even populations. Numerous
papers addressed the partitional non-hierarchical clustering algorithm, k-means,
and attempted at improving the algorithm. Xiong et al. (2006) investigate the
impact data distributions can have on the performance of k-means clustering.
The paper illustrates the relationship between k-means and the true cluster sizes as
well as the entropy measure. The authors prove experimentally that:

• k-means results in uniform cluster sizes

• regardless of the Coefficient of Variation (CV ) of the true cluster sizes, the
CV values of the clustering results range between 0.3 and 1.0

• the entropy measure has the favourite on k-means and can be an unsuitable
k-means clustering validation measure.

This work implements k-means algorithm because it is efficient, as opposed to
hierarchical methods that usually lack the capability to handle data sets with large
number of objects as in web data.

Due to the diversity of clustering applications and the large number of distance
measurements and data groupings, there exists a large number of clustering
algorithms. Data could be represented by different patterns and could have different
types of clusters. Also, despite the variety of clustering approaches, clustering alone
is not an appropriate approach for web page prediction (Kim et al., 2004). Another
clustering limitation is the ability to evaluate and compare their performance due
to the lack of an objective evaluation criteria that is independent of the specific
application.

4 Proposed model: IMAC

4.1 Motivation for the combined approach

Using Integration of Markov Model, Association rules and Clustering (IMAC),
all three methods have been applied to next page prediction but their weaknesses
prevent them from achieving best results. For example, low order Markov Models
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lack web page prediction accuracy because they do not use enough pages in history
and high order Markov Models suffer high state space complexity. Association
rules have the problem of large number of rules especially with large web pages.
It is also a difficult task to set the minimum support threshold. Clustering methods
are unsupervised methods, and normally are not used for classification directly.
However, proper clustering groups users sessions with similar browsing history
together, and this facilitates classification.

Our integration method follows the following intuition: various types of
customers (clients) visit a website, and different types of customers (clients) need
different models to simulate their behaviours. We try to use short recent visit
history to predict their intention if possible. We only explore long visit history
when the recent visit could not bring reliable prediction. We propose to use
clustering techniques to cluster the data sets so that homogenous sessions are
grouped together. As a result, a more accurate Markov Model is built based on
each group rather than the whole data sets. The proposed Markov Model is a
low order all lth Markov Model so that the state space complexity is kept to a
minimum. The accuracy of low order Markov Models is normally not satisfactory.
Therefore, we use association rule mining to make prediction when long history
click stream is necessary. Figure 1 depicts the architecture of the integration model
(IMAC).

Figure 1 IMAC model architecture

4.2 Algorithm

Integration of Markov Model, Association rules and Clustering (IMAC) involves
combining the three web usage mining prediction models clustering, Markov Model
and association rules together. In order to reduce the number of transactions used,
the web sessions are first divided into categories according to feature selection
measures. The web sessions categories are then clustered using k-means clustering
algorithm and Cosine distance measure. Each data set is grouped into a different
number of clusters. The integration model then computes Markov Model prediction
on the resulting clusters. Association rules are used to make prediction when
Markov Model could not make decisive decision and long history information is
needed.
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4.2.1 Algorithm training process

The training process occurs offline. It involves preparing the data and creating the
models used for prediction. The IMAC training process is noted in Algorithm 1.
The training process of the IMAC algorithm is explained in details as follows:

Clustering is the first step. A number of data transformations are required before
useful clusters can be found. The two major steps are feature selection and feature
categorisation. Then, we explain possible similarity metrics for clustering and how
to choose the best clustering model. Last, we will explain how to combine Markov
Model with association rules.

4.2.1.1 Feature selection

The first step of the training process is feature selection. Since the improved web
personalisation is subject to proper preprocessing of the usage data (Eirinaki et al.,
2004), it is very important to group data according to some features before applying
clustering techniques. This will reduce the state space complexity and will make
the clustering task simpler. However, failing to appropriately select the features
would result in wrong clusters regardless of the type of clustering algorithm that
is used. Wang et al. (2004) presented different feature selections and metrics that
form the base of E-commerce customer groupings for clustering purposes. They
examined features like services requested, navigation pattern and resource usage.
The result of their experimentations proved that all features yield similar results
and thus, grouping customers according to one of the features selected should
do the job. For our purposes, we will group the pages, and not users, according to
services requested since it is applicable to our log data and is simple to implement.
Grouping pages according to services requested yields best results if it is carried
out according to functionality (Wang et al., 2004). This could be done either
by removing the suffix of visited pages or the prefix. In our case, we cannot
merge according to suffix because, for example, pages with suffix index.html could
mean any default page like OWOW/sec4/index.html or OWOW/sec9/index.html
or ozone/index.html. Therefore, merging will be according to a prefix. Since not all
websites have a specific structure where we can go up the hierarchy to a suitable
level, we had to come up with a suitable automatic method that can merge similar
pages automatically. For data set D1 log file, the chosen prefix will be delimited by
slash, dot or space. For example, consider the following set of pages:
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cie/metadata.txt.html cie/index.html
cie/summer95

cie/summer95/articles WhatsHot.html
OER/RFA waisicons/text.xbm

waisicons/eye2.xbm

This would lead to the following categories: cie, WhatsHot, OER, and waisicons.
Note that the pages are grouped according to their functionality. A program
runs and examines each record. It only keeps the delimited and unique word.
A manual examination of the results also takes place to further reduce the number
of categories by combining similar pages. This was possible because it was carried
out on the reduced number of categories as it appears in Table 13, and not the
whole data sets.

4.2.1.2 Categorisation

Categorisation or labelling is important for either supervised clustering or
classification purposes. Classification methods aim at finding common categories
among a set of transactions and mapping the transactions to the predefined
categories. Clustering methods, on the other hand, aim at identifying a finite set
of categories to describe the data set. The difference between classification and
clustering is that in clustering it is not known in advance which categories will be
used. In our model, we rely on clustering techniques since the categories are not
predefined and they are extracted from the actual data sets.

The categorisation process follows the feature selection implementation and
each category is represented by a selected feature. This gives rise to allocating
web pages in each session to the appropriate category. The distance between
clusters depends on the number of visited pages in each category. Therefore,
a weight is allocated to each page based on the number of times it was visited.
Consider a data set D containing N number of sessions. Let W be a user session
including a sequence of pages visited by the user in a visit. D = {W1, . . . , WN}.
Let P = {p1, p2, . . . , pm} be a set of unique pages in a website. For each
page in a session, if the page is visited, a weight factor w is added to pi

representing the number of times the page was visited. The outcome is session
Wi = (pi

1, w
i
1, . . . , p

i
m, wi

j) where each W is composed now of the number of times
each unique page is visited as it appears in Table 2. If the page is not visited,
it is assigned a zero. According to the weight distribution, The set of pages P is
divided into a number of categories Ci where Ci = {p1, p2, . . . , pn}. This results
in less number of pages since Ci ⊂ P and n < m. The outcome is a new session
Si where Si = {(ci

1, w
i
1), . . . , (c

i
L, wi

j)} as it shows in Table 3. Ds is the data set
containing N number of sessions SN .

Combining the similar web pages into categories Ci, makes all sessions of equal
length. According to Casale (2005), sessions of equal length give better similarity
measures results. As an example, consider the following three sessions apparent in
Table 1. Before categorisation, preprocessing of web sessions takes place and each
page is assigned a number: Zero if the page is not visited at all, one if the page
is visited once, two if twice and so on, as it appears in Table 2. When performing
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categorisation, we find out that we have two categories where page 1 and page 2
belong to category I and page 3 belongs to category II. The web sessions become
as it appears in Table 3. Thus, using categorisation, the three initial web sessions
ended up being of equal length. also, the length of the categorised sessions is shorter
because the number of categories is usually smaller than the number of pages.

Table 1 Example: initial web sessions

W1 1, 2, 3, 1, 3
W2 1, 2, 1
W3 3, 1, 3

Table 2 Allocating weight to pages: the number of time each page appeared
in a web session

Page 1, 2, 3

W1 2, 1, 2
W2 2, 1, 0
W3 1, 0, 2

Table 3 Web sessions after categorisation: assigning pages 1 and 2 to category I and
page 3 to category II

Category I II

S1 3 2
S2 3 0
S3 1 2

4.2.1.3 Similarity metrics and quality measures for clustering

A common clustering algorithm is k-means clustering algorithm. It is
distance-based, unsupervised and partitional. K-means clustering algorithm is the
simplest and most commonly used clustering algorithm, especially with large data
sets (Jain et al., 1999). It involves:

1 user sessions are described in vectors with the same length

2 chose a number of clusters (k)

3 initialise k cluster centres randomly

4 assign sessions to the closest cluster.

The k-means clustering algorithm repeatedly performs the following until
convergence is achieved:

1 calculate the mean vector for all sessions in each cluster

2 reassign a session to the cluster whose centre is closest to the session.
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Because the initial clusters are created randomly, k-means runs different times each
time it starts from a different point giving different results. The different clustering
solutions are compared using the sum of distances within clusters. The clustering
solution with the least sum of distances is preferred. Therefore, k-means clustering
depends greatly on the number of clusters (k), the number of runs and the distance
measure used. The output is a number of clusters with a number of sessions in each
cluster.

The distance measured between sessions in each cluster plays a vital role
in forming the clusters. Due to different units of measure in different dimensions,
the Euclidean distance measure may not be an adequate measure of closeness even
though it is commonly used. It is important to mention that other non-Euclidean
distance measures have been proposed (Strehl et al., 2000) and can be useful for
the same purpose. In this paper, we examine five distance measures: Euclidean and
Squared Euclidean, City Block, Cosine, Pearson Correlation and Hamming; and we
choose the most appropriate one.

Euclidean: This is the most straightforward and the most commonly chosen type
of distance. It forms the actual geometric distance in the multidimensional space.
It is computed as follows:

Euclidean(x, y) =
√∑

(xi − yi)2. (6)

If greater weight needs to be assigned on items that are further apart, Squared
Euclidean distance is used instead and it is computed as follows:

Squared Euclidean(x, y) =
∑

(xi − yi)2. (7)

City Block: Also known as Manhattan distance, is another common distance
measure and it yields results that are similar to the Euclidean distance results.
It is only different in that it lessens the outliers effect. It is simply computed by
finding the average difference between dimensions:

City Block(x, y) =
∑

|xi − yi|. (8)

Hamming: For real valued vectors, the Hamming distance is equivalent to the
City Block distance. It is commonly used to compare binary vectors because of its
simplicity. The Hamming distance measures the number of substitutions required
to change one string into the other. It can be performed with an exclusive OR
function, XOR. It is defined as follows:

Hamming(x, y) =
∑

|xi − yi|. (9)

The hamming distance measure is unsuitable for our data sets because it calculates
the percentage of bits that differ disregarding the bits that are similar. Also, data
items have to be converted to binary data. This means that the weights we placed
on the pages to specify the number of their occurrences will be eliminated.

Cosine: It determines similarity by the cosine of the angle between two vectors
(Strehl et al., 2000). Cosine distance measure is the most popular measure for
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text documents since the similarity does not depend on the length and it allows
documents with the same composition but different totals to be treated identically.
The Cosine distance is given by:

Cosine(x, y) =
∑

(xiyi)√∑
(xi)2

∑
(yi)2

. (10)

Pearson Correlation: It is mostly used in collaborative filtering to predict a feature
from a highly similar mentor group of objects whose features are known (Strehl
et al., 2000). It is defined as follows:

Correlation(x, y) =
∑

(xi − x̄)(yi − ȳ)√∑
(xi − x̄)2

√∑
(yi − ȳ)2

. (11)

K-means computes centroid clusters differently for different k-means supported
distance measures. Therefore, a normalisation step was necessary for Cosine and
Correlation distance measures for comparison purposes. The points in each cluster,
whose mean forms the centroid of the cluster, are normalised to unit Euclidean
length. According to Strehl et al. (2000) and Halkidi et al. (2003), Cosine distance
measure which is a direct application of the extended Jaccard coefficient, yields
better clustering results than Pearson Correlation and the Euclidean distance
measures. Because different distance measures have been applied for different
purposes, there is no apparent one clustering validation measure we can rely on
to test our clusters in terms of their proximity. The importance of the validation
measure is significant in order to form the most appropriate clusters to be used in
conjunction with Markov Model. The most common clustering validation technique
is entropy (Strehl et al., 2000; Xiong et al., 2006; Wang et al., 2004). Entropy is
defined as follows:

Λ(E)(Cx) =
∑ n

(h)
x

nx
log

(
n

(h)
x

nx

)
. (12)

Entropy measures the purity of the clusters with respect to the given class labels.
For our data sets, entropy is measured by calculating the probability that a page
in a cluster x belongs to category nx. Entropy tends to favour small clusters.
If the cluster has all its pages belonging to one category, the entropy will be 0.
The entropy measure increases as the categories become more varied. The overall
entropy of the whole clustering solution is measured as the weighted sum of entropy
measures of all clusters within the clustering solution. Xiong et al. (2006), proved
through experimentations that the entropy evaluation does not confirm with the
k-means true clusters and its results could be misleading. In our distance measures
evaluations, we run entropy evaluation measures, we calculate the mean of the
distances and we plot clusters figures on the clusters obtained using different
distance measures. As a result, Clustering the resulting sessions SN is implemented
using k-means clustering algorithm according to the Cosine distance between the
sessions. Consider two sessions Sa and Sb. The Cosine distance between Sa and Sb
is given by:

distCosine(Sa, Sb) =
∑

(SaiSbi)√∑
(Sai)2

√∑
(Sbi)2

. (13)
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Table 4 has 4 sessions with 4 pages each. If we are to form two clusters with two
sessions each, we have to measure the distances between the sessions.

Table 4 Example: four sessions

S1 3, 0, 5, 1
S2 2, 0, 5, 0
S3 0, 5, 0, 4
S4 0, 3, 0, 3

Table 5 reveals the distances calculated using equation (13): Clusters are formed
according to the least distances between sessions, or the closest distances between
sessions. Therefore, {S1, S2} will form a cluster and {S3, S4} will form another
cluster.

Table 5 Distances between sessions calculated using Cosine distance measure

distCosine(S1, S2) 0.019
distCosine(S1, S3) 0.89
distCosine(S2, S3) 1.0
distCosine(S1, S4) 0.88
distCosine(S3, S4) 0.06

4.2.1.4 Number of clusters k

The second step in the training process of the IMAC prediction model is to
determine the number of clusters (k) for k-means clustering algorithm. Correctly
assigning the number of clusters (k) before running the k-means algorithm, creates
a major problem because better clusters could be achieved using a different number
of clusters. Determining an optimal (k) is not an easy task. Therefore, a number of
variations to k-means clustering emerged. The most common variant is ISODATA
(Ball and Hall, 1965). The ISODATA algorithm adds further refinements to
the k-means algorithm because it allows for different number of clusters while
the k-means algorithm assumes that the number of clusters is known a priori.
The ISODATA algorithm is a continuation of the k-means algorithm. It employs
the splitting and merging of clusters. The clusters are merged if the centers
of two clusters are closer than a certain threshold. The clusters are split into
two different clusters if the cluster standard deviation exceeds a predefined value.
Using ISODATA, it is possible to obtain the optimal partition starting from any
arbitrary initial partition. Figure 2 is based on Figure 14 in Jain et al. (1999).
Figure 2 reveals seven patterns. We start with patterns A, B, and C as the initial
centroids, then we end up with the partition {{A}, {B, C}, {D, E, F, G}}, using
k-means clustering algorithm, shown by ellipses. If ISODATA is given this partition
as the initial partition, it will first merge the clusters {A} and {B, C} into one
cluster because the distance between their centroids is smaller than a predefined
threshold. It will then split the cluster {D, E, F, G} into two clusters {D, E}
and {F, G} because the distance between them is larger than a predefined value.
The optimal three clusters are represented by rectangles in Figure 2.
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Figure 2 ISODATA (rectangles) improves the k-means clusters (ellipses)

The running time of the ISODATA algorithm is the same as the running time of the
k-means algorithm, O(wki) where w is the number of sessions, k is the number of
clusters, and i is the number of iterations. Since k and i are normally small in size,
the running time of the algorithm has linear time complexity in terms of the size
of the data set. The space complexity of both k-means and ISODATA algorithms
is O(k + w).

4.2.1.5 Integrating Markov Models and association rules

Before applying Markov Model algorithm to each of the predefined clusters,
it is important to return the processed data to its uncategorised and expanded
format. Web session categorisation serves as an aid in forming better clusters.
Markov Model has to be implemented using the initial web sessions W and not
categories in order to preserve the sequential property of web sessions. Markov
Model analysis were carried out on each cluster using frequency pruned l-order
Markov Model. We first build an all lth order Markov Model for sessions in
each cluster separately. We then, prune the Markov Model results in each cluster
according to the frequency pruned model requirements. To continue with the
training process, if the Markov Model prediction results in no state or a state
that does not belong to the majority class, association rule mining is used instead.
Association rules are built based on window size 4, 90% confidence threshold
and 4% minimum support. In this dissertation, a variant to the Apriori algorithm
(AprioriAll) (Agrawal and Srikant, 1996) is used. The main difference between
Apriori and AprioriAll algorithm is the fact that AprioriAll algorithm takes the
sequence of the patterns into consideration. This is very essential when mining web
sessions because the web pages are accessed in a particular order. The AprioriAll
algorithm uses litemsets instead of the large itemsets generated by the Apriori
algorithm. The main difference is that the support count is incremented only once
per web session.

The majority class includes states with high probabilities where probability
differences between two pages are significant. On the other hand, the minority class
includes all other cases. In particular, the minority class includes:
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1 States with high probabilities where probability differences between two pages
are below a confidence threshold (φc).

2 States where test data does not match any of the Markov Model outcomes.
This is due to the states pruning associated with the frequency pruned l-order
Markov Model implemented.

A Markov Model state is retained only if the probability difference between the
most probable state and the second probable state is above (φc) (Deshpande
and Karypis, 2004). An important issue here is defining the majority class
and identifying whether the new state belongs to the majority or the minority class.
The confidence threshold is calculated as follows:

φc = p̂ − zα/2

√
p̂(1 − p̂)

n
(14)

where zα/2 is the upper α/2 percentage point of the standard normal distribution,
and n is the frequency of the Markov state. Equation (14) stresses the fact that
states with high frequency would lead to smaller confidence threshold. That means
that even if the difference between the two most probable pages is small, the
state with higher probability will be chosen in the case of high frequency of the
state occurrence. The smaller confidence threshold results in larger majority class.
The effect of the confidence threshold value and, therefore, the majority class size
on the prediction accuracy depends on the actual data set. To determine the optimal
value of zα/2 and, as a result, the value of the confidence factor φc, we conducted an
experiment using data set D1. The increase of the minority class or, in other words,
the increase in the confidence factor is affected by the decrease of zα/2. During the
training process, if the Markov Model probability belongs to the minority class,
association rule probability is calculated and stored with the state. This concludes
the training phase of the IMAC algorithm. Next, we examine the IMAC prediction
phase in details.

4.2.2 Algorithm prediction process

The prediction or test phase takes place online. The IMAC prediction process is
noted in Algorithm 2.

The first step in the prediction process is to examine each coming session and
identify the cluster the new session belongs to before applying Markov Model
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prediction techniques on that particular cluster. Each new web session the user
accesses is examined and the appropriate cluster the new test item session belongs
to is identified. Let it be a new test session where it ⊂ I . Web sessions W are
divided into k groups or clusters. The new session it has probability prob(xi = k)
of belonging to cluster k where

∑
k prob(xi = k) = 1 and xi indicates the cluster

membership of the new session it. The actual cluster k that the session it belongs to
depends on the minimum distance of it to the mean values of K cluster centroids
using the Cosine distance measure where k refers to the subscript of the components
of the vectors i and µ.

distCosine(it, µ) =
∑K

k=1(itµ)√∑K
k=1(it)2

√∑K
k=1(µ)2

. (15)

Markov Model prediction is carried out on the particular cluster the new session
belongs to. If the Markov Model prediction fails the majority class test mentioned
above, association rules are used for prediction. The Markov Model prediction
accuracy is calculated by dividing the number of tests that result in a value �= 0
to the total number of tests. Prediction accuracy results were achieved using the
maximum likelihood based on conditional probabilities. All predictions in the test
data that did not exist in the training data sets were assumed incorrect and were
given a zero value.

4.3 IMAC example

Consider Table 6 that depicts web sessions after preprocessing, feature selection
and categorisation were performed.

Table 6 Example: five user sessions

S1 A,F,I,J,E,C,D,H,N,I,J,G,D,H,N,C,I,J,G
S2 F,D,H,N,I,J,E,A,C,D,H,N,I,J,G
S3 E,C,A,C,F,I,A,C,G,A,D,H,M,G,J
S4 F,D,H,I,J,E,H,F,I,J,E,D,H,M
S5 G,E,A,C,F,D,H,M,I,C,A,C,G

Performing clustering analysis on the data set using k-means clustering algorithm
and Cosine distance measure where the number of clusters k = 2 results in the two
clusters shown in Tables 7 and 8.

Table 7 First cluster where number of clusters= 2 and using Cosine distance measure

S1 A,F,I,J,E,C,D,H,N,I,J,G,D,H,N,C,I,J,G
S2 F,D,H,N,I,J,E,A,C,D,H,N,I,J,G
S4 F,D,H,I,J,E,H,F,I,J,E,D,H,M
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Table 8 Second cluster where number of clusters = 2 and using Cosine distance measure

S3 E,C,A,C,F,I,A,C,G,A,D,H,M,G,J

S5 G,E,A,C,F,D,H,M,I,C,A,C,G

Consider the following test data state I → J →?. Applying the 2nd order Markov
Model to the above training user sessions we notice that the state 〈I, J〉 belongs to
cluster 1 and it appeared 7 times as follows:

Pn+1 = argmax{P (E|J, I)} = argmax{E → 0.57}
Pn+1 = argmax{P (G|J, I)} = argmax{G → 0.43}.

This information alone does not provide us with correct prediction of the next page
to be accessed by the user as we have high probabilities for both pages, G and E.
Although the result does not conclude with a tie, neither G nor E belong to the
majority class. The difference between the two pages (0.14), is not higher than the
confidence threshold (in this case 0.2745). In order to find out which page would
lead to the most accurate prediction, we have to look at previous pages in history.
This is where we use subsequence association rules as it appears in Table 9.

Table 9 Looking at user sessions history

A, F, 〈I, J〉 E
C, D, H, N, 〈I, J〉 G
D, H, N, C, 〈I, J〉 G
F, D, H, N, 〈I, J〉 E
A, C, D, H, N, 〈I, J〉 G
F, D, H, 〈I, J〉 E
H, F, 〈I, J〉 E

Tables 10 and 11 summarise results of applying subsequence association rules to
the training data. Table 10 shows that F → E has the highest confidence of 100%,
while Table 11 shows that C → G has the highest confidence of 100%.

Table 10 Confidence of accessing page E using subsequence association rules

A → E 1/2 50%
F → E 4/4 100%
D → E 2/6 33%
H → E 2/7 29%
N → E 1/4 25%

Table 11 Confidence of accessing page G using subsequence association rules

C → G 3/3 100%
D → G 3/6 50%
H → G 3/7 43%
N → G 3/4 75%
A → G 1/2 50%
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Using Markov Models, we can determine that the next page to be accessed by the
user after accessing the pages I and J could be either E or G. Whereas subsequence
association rules take this result a step further by determining that if the user
accesses page F before pages I and J, then there is a 100% confidence that the user
will access page E next. Whereas, if the user visits page C before visiting pages I
and J, then there is a 100% confidence that the user will access page G next.

5 Experimental evaluation

5.1 Data collection and preprocessing

All experiments were conducted on a P4 1.8 GH PC with 1GB of RAM running
Windows XP Professional. The algorithms were implemented using MATLAB.

For our experiments, the first step was to gather log files from active web
servers. Usually, web log files are the main source of data for any e-commerce
or web related session analysis (Spiliopoulou et al., 1999). The logs are an ASCII
file with one line per request, with the following information: The host making
the request, date and time of request, requested page, HTTP reply code and bytes
in the reply. The first log file used is a day’s worth of all HTTP requests to the
EPA WWW server located at Research Triangle Park, NC. The logs were collected
for Wednesday, 30 August 1995. There were 47,748 total requests, 46,014 GET
requests, 1622 POST requests, 107 HEAD requests and 6 invalid requests. The
second log file is SDSC-HTTP that contains a day’s worth of all HTTP requests
to the SDCS WWW server located at the San Diego Supercomputer Center in San
Diego, California. The logs were collected from 00:00:00 PDT through 23:59:41
PDT on Tuesday, 22 August 1995. There were 28,338 requests and no known
losses. The third log file is CTI that contains a random sample of users visiting the
CTI website for two weeks in April 2002. There were 115,460 total requests. The
fourth log file is Saskatchewan-HTTP which contains one week worth of all HTTP
requests to the University of Saskatchewan’s WWW server. The log was collected
from 1 June, 1995 through 7 June, 1995, a total of seven days. In this one week
period there were 44,298 requests. All web server log files can be downloaded from
“http://ita.ee.lbl.gov/html/contrib”.

Before using the log files data, it was necessary to perform data preprocessing
(Zhao et al., 2005; Sarukkai, 2000). We removed erroneous and invalid pages. Those
include HTTP error codes 400s, 500s, and HTTP 1.0 errors, as well as, 302 and
304 HTTP errors that involve requests with no server replies. We also eliminated
multi-media files such as gif, jpg and script files such as js and cgi.

Next step was to identify user sessions. A session is a sequence of URLs
requested by the same user within a reasonable time. The end of a session is
determined by a 30 min threshold between two consecutive web page requests.
If the number of requests is more than the predefined threshold value, we conclude
that the user is not a regular user; it is either a robot activity, a web spider or
a programmed web crawler. The sessions of the data sets are of different lengths.
They were represented by vectors with the number of occurrence of pages as
weights. Table 12 represents the different data sets after preprocessing.
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Table 12 Summary of four data sets

D1 D2 D3 D4

# Requests 47,748 28,338 115,460 44,298
# Sessions 2,520 4,356 13,745 5,673
# Pages 3,730 1,072 683 2,385
# Unique IPs 2,249 3,422 5,446 4,985

Further preprocessing of the web log sessions took place by removing short sessions
and only sessions with at least 5 pages were considered. This resulted in further
reducing the number of sessions. Finally, sessions were categorised according to
feature selection techniques introduced by Wang et al. (2004).

After web session identification, session categorisation took place and the details
of the number of categories for each data set are represented in Table 13.

Table 13 Number of categories

D1 D2 D3 D4

# Sessions 2,520 4,356 13,745 5,673
# Categories 196 154 267 231

The next step before implementing k-means clustering algorithm was to identify the
number of clusters used and evaluate the most appropriate distance measure for all
four data sets.

5.2 Determining parameters

5.2.1 Choosing similarity metric

Our basic motivation behind using clustering techniques is to group functionally
related sessions together based on web services requested in order to improve the
Markov Model accuracy. The Markov Model accuracy increases if the web sessions
are well clustered due to the fact that more functionally related sessions are grouped
together. To help find an appropriate k-means clustering distance measure we can
apply to all four data sets, we examine the work presented by Strehl et al. (2000)
and Halkidi et al. (2003). In order to back up their findings, we calculate the
entropy measures, we perform means analysis and we plot different clusters using
different distance measures for data set D1. Table 14 lists entropy measures for only
some of the clusters for data set D1 due to space limitation. The table demonstrates
that, in general, Cosine and Pearson Correlation yield lower entropy measures and,
therefore, they constitute better clusters than the other distance measures.

Figure 3 represents clusters using Euclidean, Hamming, City Block, Pearson
Correlation respectively for data set D1 using 7 clusters. Cosine distance measure
is illustrated in Figure 5(a). Figure 3 reveals that the order of distance measures
from worst to best are Hamming, City Block, Euclidean, Pearson Correlation
and Cosine respectively. For instance, the maximum silhouette value in (b) for
Hamming distance is around 0.5, whereas, the silhouette value in Figure 5(a) for
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Cosine distance ranges between 0.5 and 0.9. The larger silhouette value of the
Cosine distance implies that the clusters are separated from neighbouring clusters.

Table 14 Entropy measures for different clusters

Clusters 2 3 4 5 10 20 40 50

Euclidean 0.42 0.38 0.32 0.58 0.26 0.21 0.23 0.22
City 0.52 0.48 0.50 0.49 0.29 0.27 0.24 0.23
Hamming 0.56 0.49 0.53 0.50 0.36 0.29 0.31 0.34
Cosine 0.36 0.32 0.37 0.43 0.17 0.16 0.22 0.23
Correlation 0.30 0.28 0.30 0.37 0.20 0.19 0.19 0.21

Figure 3 Best clusters achieved using different distance measures: (a) silhouette value of
Euclidean distance measure; (b) silhouette value of Hamming distance measure;
(c) silhouette value of City Block distance measure and (d) silhouette value of
Correlation distance measure (see online version for colours)

Figure 4 reveals the mean value of distances for different clusters. It is calculated
by finding the average of distance values between points within clusters and their
neighbouring clusters. The higher the mean value, the better clusters we get. It is
worth noting that the information Figure 4 provides does not prove much on its
own because it does not take into consideration points distribution within clusters.

The results of the distance plots in Figure 3, the distance mean values in
Figure 4 as well as the entropy calculations all reveal that Cosine and Pearson
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Correlation form better clusters than Euclidean, City Block and Hamming distance
measures. Based on this information, we choose Cosine measures for all four
data sets.

Figure 4 The mean value of distances for 2 · · · 10 clusters using different distance
measures (see online version for colours)

5.2.2 Determining the number of clusters

Identifying the most appropriate number of clusters for all four data sets is a
complex task because of lack of a one evaluation metric for the number of clusters.
Different data sets with different number of categorised sessions leads to different
results according to different number of clusters. Generally speaking, larger data
sets with more sessions are best clustered using more clusters than smaller data sets
(Gunduz and OZsu, 2003). Therefore, the number of clusters used for each data
set was a result of applying k-means algorithm to each data set and, then applying
ISODATA algorithm to the resulting clusters. For instance, we achieved best results
for D1 when k = 7, for D2 when k = 9, for D3 when k = 14 and for D4 when
k = 10. The test for best clusters results demonstrate that a larger number of web
sessions is best clustered using a larger k. All clusters were attained using Cosine
distance measure. Figure 5 depicts the different number of clusters for each data
set. The figures plot the silhouette value represented by the cluster indices displaying
a measure of how close each point in one cluster is to points in the neighbouring
clusters. The silhouette measure ranges from +1, indicating points that are very
distant from neighbouring clusters, to 0, indicating points that do not belong to a
cluster.

5.2.3 Determining zα/2

Table 15 displays the results of the IMAC accuracy using different values for zα/2
using data set D1 data. It is clear that the accuracy increases at first with lower
confidence threshold and therefore, larger minority class. However, after a certain
point, accuracy starts to decrease when the majority class is reduced to the extent
where it looses the advantage of the accuracy obtained by combining Markov
Model and clustering. The optimal value for zα/2 is 1.15. Table 15 also reveals the
number of states that are retained for association rule implementation.
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Figure 5 Best clusters were achieved using different number of clusters for different data
sets: (a) D1 with 7 clusters; (b) D2 with 9 clusters; (c) D3 with 14 clusters and
(d) D4 with 10 clusters (see online version for colours)

Table 15 prediction accuracy according to zα/2 value

zα/2 Accuracy No. of states

0 31.29 9162
0.75 33.57 2061
0.84 35.45 1932
0.93 37.80 1744
1.03 40.60 1729
1.15 44.91 1706
1.28 43.81 1689
1.44 40.93 1614
1.64 38.85 1557
1.96 37.91 1479
2.57 36.81 1304

With zα/2 = 1.15, the most probable pages range approximately between 80%
and 40% with φc ranging between 47% and zero respectively given n = 2. This
results in approximately 0.78 as the ratio of the majority class to the whole data set.
This leaves space for 22% improvement using association rule mining not including
instances that have zero matching states in the training data set.
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5.2.4 Determining the support factor for association rules

Since association rules techniques require the determination of a minimum support
factor and a confidence factor, we used the experimental data to help determine
such factors. We can only consider rules with certain support factor and above a
certain confidence threshold. Using the D1, or EPA, data set, Figure 6 shows that
the number of generated association rules dramatically decreases with the increase
of the minimum support threshold with a fixed 90% confidence factor. Reducing
the confidence factor results in an increase in the number of rules generated.
This is apparent in Figure 7 where the number of generated rules decreases with
the increase of the confidence factor while the support threshold is a fixed 4%
value. It is also apparent from Figures 6 and 7 that the influence of the minimum
support factor is much greater on the number of rules than the influence of the
confidence factor. The association rules precision is calculated as a fraction of
correct recommendations to total test cases used.

Precision(Te) =
Te ∩ Tr

Te
. (16)

Te represents the test cases whereas Tr represents training test cases or (D − Te).

Figure 6 No. of rules generated according to different support threshold values
and a fixed confidence factor: 90% (see online version for colours)

5.3 Experimental results

5.3.1 State complexity and accuracy of Markov Model

All clustering experiments were developed using MATLAB statistics toolbox. Since
k-means computes different centroids each run and this yields different clustering
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results each time, the best clustering solution with the least sum of distances is
considered using ISODATA. Merging web pages by web services according to
functionality reduces the number of unique pages and, accordingly, the number of
sessions. Also, larger sessions are better clustered using larger number of clusters.
Therefore, using Cosine distance measure with the number of clusters chosen (k = 7
for D1, k = 9 for D2, k = 14 for D3 and k = 10 for D4) leads to good clustering
results.

Figure 7 No. of rules generated according to a fixed support threshold: 4%
(see online version for colours)

Markov Model implementation was carried out for the original data in each
cluster. Considering the Markov Model states Sl

j , the first order Markov Model
contains S1

j which results in j number of states. The second order Markov
Model contains S2

j = j(j − 1)/(1 × 2) ≈ j2 states. The third order Markov Model
includes S3

j = j(j − 1)(j − 2)/(3 × 2 × 1) ≈ j3. The number of states increases at
an exponential rate.

Using the four data sets, Tables 16 and 17 demonstrate the increase of the state
space complexity as the order of all lth Markov Model increases. On the other
hand, Figure 8 demonstrates the increase of accuracy as the order of all lth Markov
Model increases.

Table 16 Number of states of all 1- to 4-Markov Model orders

1-MM 2-MM 3-MM 4-MM

D1 1945 39162 72524 101365
D2 1036 25060 89815 128516
D3 674 21392 50971 83867
D4 2054 34469 90123 131106
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Table 17 Number of states of frequency pruned Markov Model orders

1-PMM 2-PMM 3-PMM 4-PMM

D1 745 9162 14977 17034
D2 502 6032 18121 22954
D3 623 5290 11218 13697
D4 807 7961 19032 23541

Figure 8 Accuracy of all 1-, 2-, 3- and 4-frequency pruned Markov Model orders

Based on the accuracy increase represented in Figure 8, and based on the increase
in the number of states represented in Tables 16 and 17, we use the all-2nd order
Markov Model because it has better accuracy than that of the all-1st order Markov
Model without the drawback of the state space complexity of the all-3rd and all-4th
order Markov Model. For the purpose of this paper, we employ the frequency
pruned Markov Model.

The clusters were divided into a training set and a test set each and 2-Markov
Model accuracy was calculated accordingly. Then, using the test set, each session
was considered as a new point and distance measures were calculated in order
to define the cluster that the point belongs to. Next, l-Markov Model prediction
accuracy was determined by using the Markov Model accuracy of that cluster. The
Markov Model accuracy was calculated using a 10-fold cross validation. The data
was partitioned into T for testing and (D − T ) for training where D represents
the data set. This procedure was repeated 10 times, each time T is moved by T
number of sessions. The mean cross validation was evaluated as the average over
the 10 runs.

5.3.2 IMAC vs. individual and other integrated models

Figure 9 displays that IMAC results in better prediction accuracy than any of
the other techniques individually using experiments based on all four data sets.
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They also reveal that the increase in accuracy depends on the actual data set
used. For instance, D1 and D4 reveal a more significant accuracy increase using
IMAC over the individual models. On the other hand, D2 and D3 display a more
consistent improvement in prediction accuracy. Prediction accuracy results were
achieved using the maximum likelihood based on conditional probabilities.

Figure 9 IMAC prediction accuracy compared to Clustering (Clust), Association Rules
(AR), Pruned Markov Model (PMM), Integrated Markov Model and
Association Rules (IMAM) and Integrated Markov Model and Clustering
(IMC) for all four data sets: (a) Prediction accuracies for D1; (b) prediction
accuracies for D2; (c) prediction accuracies for D3 and (d) prediction accuracies
for D4 (see online version for colours)

To further emphasise the increase in prediction accuracy, it is essential to compare
the IMAC model results to other models that rely on combining prediction models
for web access prediction. For instance, IMAM (Khalil et al., 2006) combines
Markov Model and association rules according to certain constraints. The results
of IMAM model implementation proved an increase in web page access prediction
accuracy over implementing association rule mining or Markov Model individually.
The other model relies on combining clustering techniques with Markov Model.
This model, Integration of Markov Model and Clustering (IMC) (Khalil et al.,
2007), proved to achieve higher prediction accuracy than relying on Markov Model
and clustering alone for prediction. All combination models, IMAM, IMC and
IMAC are based on 2-order Markov Models. In comparing the IMAC model
results to the other combination results of Markov Model and association rules
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(IMAM) and Markov Model and clustering (IMC) as well as the individual models,
we find that clustering techniques render the lowest web page prediction accuracy.
This is evident in Figure 9. Although, association rule mining techniques prove to
achieve better prediction accuracy results than clustering, the pruned all-2nd order
Markov Model gives better results than association rules. As for the combination
models, all models for all data sets showed a better increase in prediction accuracy
using IMC than using IMAM and better prediction accuracy using IMAC than
using IMC. It is important to note though that data set D2 displayed a more
significant improvement of prediction accuracy using IMC. also, data set D3
revealed a more significant improvement of prediction accuracy using IMAC. Data
set D1 demonstrated an overall consistent improvement of prediction accuracy
using IMAM, then IMC, then IMAC respectively. On the other hand, the more
significant improvement of prediction accuracy using IMAM over IMC and IMAC
was apparent with data set D4. This is further manifested in Figure 10.

Figure 10 Accuracy of 3-MM and 3-PMM compared to that of IMAM, IMC and IMAC
for all four data sets (see online version for colours)

5.4 Comparing results to a higher order Markov Model

Despite the efficient prediction accuracy results that were achieved using the three
different integration models IMAM, IMC and IMAC, it was necessary to perform
state space complexity analysis for the three models. The state space complexity
analysis performed for IMAM model states included the summation of both
Markov Model and association rules where applicable. Each association rule is
considered as a state. Also, the IMC model states included both Markov Model
and clustering states. Whereas, the IMAC model states were computed as the
summation of the states of Markov Model, clustering and association rules where
applicable. The results were compared to those of a higher order frequency pruned
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Markov Model (3rd) using all four data sets. knowing that the frequency pruned
Markov Model states are much less than those of Markov Model. The states results
are shown in Table 18. Looking at Table 18, we notice that all three integration
models involve fewer states than a higher order Markov Model. The number of
states that are associated with the three integration models are less than those of
the frequency pruned 3rd-order Markov Model using all data sets except for data
set D3. The only apparent reason behind this result is that data set D3 has a large
number of sessions with fewer number of pages. The increased number of web
sessions results in higher clustering state space complexity for the clusters states are
based on sessions and not pages. The increase in state space complexity for both
IMC and IMAC models that implement clustering techniques asserts our findings.
It is vindicated though that the number of states of the three integration models
IMAM, IMC and IMAC are significantly less than those of the 3rd-order Markov
Model.

Table 18 Number of states for 3-PMM, IMAM, IMC and IMAC and 3-MM using D1,
D2, D3 and D4. States of integrated models include association rules. Each
association rule is considered as a state

D1 D2 D3 D4

3-PMM 14,977 18,121 11,218 19,032
IMAM 10,071 7,054 6,123 9,247
IMC 11,682 10,388 19,035 13,634
IMAC 13,388 11,511 20,020 15,116
3-MM 72,524 89,815 50,971 90,123

After verifying the increase of prediction accuracy using the IMAM, IMC and
IMAC when compared to using Markov Model, association rule and clustering
techniques individually, it was necessary to compare our prediction accuracy results
to those of a higher order Markov models. We compared our results to those of
3rd-order Markov Model (3-MM) and frequency pruned 3rd-order Markov Model
(3-PMM). Figure 10 depicts that our integration models deliver better prediction
accuracy than a higher order Markov Model.

6 Conclusion

The method presented in this paper improves the web page access prediction
accuracy by integrating all three prediction models: Markov Model, Clustering and
association rules according to certain constraints. Our model, IMAC, integrates
the three models using lower order Markov Model. Clustering is used to group
homogeneous user sessions. Low order Markov models are built on clustered
sessions. Association rules are used when Markov models could not make clear
predictions. The integrated model has been demonstrated to be more accurate than
all three models implemented individually, as well as, other integrated models. The
integrated model has lass state space complexity and is more accurate than a higher
order Markov Model.
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