
Performance Analysis of Data Packet Discarding in ATM Networks �
Yonghwan Kim San-qi LiDepartment of Electrical and Computer EngineeringUniversity of Texas at AustinAustin, Texas 78712fkyh,sanqig@globe.ece.utexas.eduAbstractData performance in ATM networks should be measured on packet level instead on cell level, sinceone or more cell losses within each packet is equivalent to the loss of the entire packet. Two controlschemes, packet tail discarding (PTD) and early packet discarding (EPD), were proposed to improve thedata performance. This paper develops a stochastic modeling technique for performance evaluation of PTDand EPD scheme at a single node. In numerical study, we explore the e�ects of bu�er capacity, controlthreshold, packet size, source access rate, window size, underlying high-priority real-time tra�c and loadingfactor on data performance and discuss their design trade-o�. Our study shows that the system can beentirely shut down in overload period if no packet discarding control scheme is implemented. Further, unlesswith su�ciently large bu�er capacity, EPD always outperforms PTD signi�cantly under most conditions.Especially under overload condition, EPD can always achieve about 100% goodput and 0% badput whereasthe performance of PTD deteriorates rapidly. Among all the factors, the packet size has dominant impacton EPD performance. In the design of EPD, there is an optimal selection of the queue control threshold toachieve the maximum goodput.

�The research reported here was supported by NSF under grant NCR-9314387, Southwestern Bell, and by Texas Advanced Re-search Program under grant TARP-33. This paper will be partly presented at 15th International Teletra�c Congress, WashingtonD. C., June, 1997.



1 IntroductionMost existing performance analyses of ATM networks are based on cell level. Namely, the service qualityis measured by cell loss rate and cell delay variation; the link transmission e�ciency is described by cell-basedutilization. Such measurement are not appropriate to many of the data services. Before its transmission inATM networks, a data message is �rst disassembled into packets, each of which is further disassembled intocells. Since no 
ow control is designed to recover individual lost cells within each packet in ATM networks,a data packet experiencing one or more cell losses is regarded as a failed packet. Although a failed packetmeans a whole packet loss to the end-user, it is further classi�ed as a corrupted or lost packet at the localnode. A data packet is corrupted if some of its cells are still transmitted through the local node. A datapacket is lost at the local node if none of its cells are transmitted. It is obvious that data performanceshould be measured on packet level, i.e., counting for packet-based throughput and loss probability. Thereare two types of packet throughput: goodput and badput. The goodput is the throughput of successfullytransmitted packets. The badput is the throughput of corrupted packets, which provides a measure ofwasted network resources.Packets get lost in two ways: they are corrupted due to transmission error, or the network is congested.With the improvement of optical technology, loss due to transmission error becomes negligible so a packetloss is most likely due to network congestion [1]. Two data packet discarding schemes were proposedto improve the data performance at each switching node [2, 3]: packet tail discarding (PTD) and earlypacket discarding (EPD). PTD was called selective cell discarding in [2] and partial packet discard in [3].The PTD scheme is designed to block the tail portion of each arriving packet when the bu�er is full.Since the occurrence of a single cell loss will fail the entire packet transmission, it is unnecessary to send theremaining cells of the packet and so the saved bu�er capacity and link bandwidth improves the transmissionof other packets. The EPD scheme is designed to block the entire cell stream of each newly arriving packetwhenever the bu�er exceeds a certain threshold. Since less number of corrupted packets are transmittedby the EPD scheme, the data performance is further improved. Another congestion control called randomearly detection (RED) is proposed in [4], which is also based on bu�er threshold. The threshold in REDwould be lower than EPD threshold and is to control the average queue size. In [3], the implementation ofEPD in conjunction with RED is suggested.So far there have been no stochastic analyses available for performance evaluation of the EPD scheme.The pioneer work on this subject was done by simulation in [3], where the performance of PTD and EPDon 10 TCP connections was evaluated. In [5], Turner studied the behavior of PTD scheme and providesa worst-case deterministic analysis of EPD scheme. Recently in [6], Kamal analyzed the packet blockingprobability and the average delay of successful packets for the PTD scheme. For the earlier work in thisregime, Bhargava and Hluchyj also presented an analytical method to estimate the bound of frame lossprobabilityby 
uid-
ow approximation [7]. Compared to these works, our paper provides a general solutiontechnique for the evaluation of packet-level throughput, goodput and badput, and packet loss probabilityfor both EPD and PTD schemes.In this paper, we develop a generic stochastic modeling technique for the performance evaluation ofPTD and EPD control schemes based on �nite Quasi-Birth Death (QBD) modeling. As one will see, theformulation of various performance measurements leads to systems of linear equations of the type xG = a,where G is a matrix with block tri-diagonal structure. The numerical solution x is then derived by theGeneralized Folding Algorithm (GFA) [8]. In numerical study, we will systematically examine the e�ects ofbu�er capacity, control threshold, packet size, source access rate, window size, underlying priority real-timetra�c and loading factor on the performance of packet goodput, badput and loss probability.The paper is organized as follows. Section 2 provides packet-level performance measurements and thebackground materials on transient QBD modeling. Section 3 shows the formulation of packet goodput,1
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Figure 1: Modeling of a packet transmission.badput and loss probability for a single ON/OFF source on a �nite-bu�er queueing system with PTDand EPD. The analysis is then extended to multiple ON/OFF sources in Section 4. Section 5 shows theperformance trade o� in the PTD and EPD design. Section 6 is the conclusion.Throughout the paper, we use the following rules for the notations. Matrices are represented by boldface capital letters such as A, B, and Q; Vectors are by bold face small letters such as a, b and �; andnumbers are by italic capital letters such as K, M , and N . We further use I for identity matrix and e forunit column vector with appropriate dimension.2 Performance Measurement and QBD ModelingA data packet stream can be described by an ON/OFF model, where each ON period represents thegeneration of one packet at a constant rate and each OFF period is the inactive period between adjacentpackets. In stochastic modeling, each ON/OFF source is characterized by a two-state Markov chain. Thesojourn time in ON and OFF states are exponentially distributed at rate � and �, respectively. While inON state, cells are generated at the Poisson rate �. Hence, each packet generates cells at rate � for theaverage duration of ��1, providing the average packet size ���1 in cell units.Fig. 1 shows a �nite bu�er system with a single source and a single server. A packet is successfullytransmitted if and only if none of its arriving cells are blocked by the queue. A packet is corrupted if itscells are only partially delivered. Given a normalized loading factor �, the cell level performance is typicallymeasured by the average cell loss rate Lc. The total throughput is then given by (1�Lc)�. For packet levelperformance, we need to divide the throughput into goodput �g and badput �b with �g+�b = (1�Lc)�. Thegoodput is de�ned for the transmitted cells of successful packets; the badput is de�ned for the transmittedcells of corrupted packets. We further need to evaluate the probability for a packet to succeed, denotedby Pg. For deterministic packet size, one can directly relate Pg to �g once the packet size is given. Forrandom packet size, however, there is no such a direct relationship between �g and Pg . Since a shorterpacket is more likely to succeed than a longer one; the average size of successful packets is actually lessthan the average size of total generated packets. As one will see, the evaluation of �g and �b requires thecomputation of the average successful packet size. The packet level data performance is therefore measuredby Lc, �b, �g and Pg . In our analysis, since �g + �b = (1 � Lc)�, we only need to display the results of(�g ; �b; Pg) with respect to di�erent packet discarding schemes.Assume that the queueing system is modeled by an exponential server at rate � and a �nite bu�ercapacity of K cells with FCFS scheduling. The aggregate cell arrival process is superimposed by inde-pendent ON/OFF sources. For cell-level performance analysis, such a system is typically described byan MMPP/M/1/K queueing model which has the structure of �nite QBD. For packet-level performance2



analysis, we need to expand each two-state Markov chain source to a three-state Markov chain in orderto distinguish successful packets from corrupted/lost packets while in ON state. The basic QBD structureremains unchanged by such expansion. Yet, the packet-level analysis will require both steady-state andtransient-state QBD analyses.Before the detailed modeling, let us �rst describe some basic results in QBD analysis. The generatormatrix G of a �nite QBD process has the following block-tridiagonal structure:G = 26666664 A0 UD A U. . . . . . . . .D A UD A1
37777775 ; (1)where each block is a submatrix of dimension N and there are totally K + 1 rows of blocks in G. In thetwo-dimensional QBD state de�nition, N is the dimension of phases and K + 1 is the dimension of levels.For a steady-state QBD process, let � = [�0 �1 � � � �K ] be the steady-state probability solution vector,where �i is a sub-row-vector for the steady-state probability on level i. � is the unique solution of�G = 0 (2)with normalizing equation �e = 1. It can be numerically solved by the Folding algorithm [9], which alsoallows level-dependent transitions in the QBD modeling for control analysis.For a transient-state QBD process, its tridiagonal generator matrix G1 is de�ned on a transient statespace 
1. The transient process terminates in an absorbing state subspace 
a, described by a Markovianstate transition matrix Q1a from 
1 to 
a. Conditioned on a starting state Xi 2 
1, the probability forthe transient process to terminate in state Xj 2 
a is denoted by bij . From the general Markov chainmatrix theory [10], one can obtain the conditional probability matrix B = [bij ] fromG1B = �Q1a (3)which is numerically solvable by the generalized Folding algorithm [8]. Further, if we know the probabilityvector �in for the transient process to start at di�erent states in 
1, the jth element of the vector �inBgives the unconditional probability vector for the transient process to terminate in Xj 2 
a.Note that the (i; j)th element of �G�11 gives the average sojourn time in the transient state Xj 2 
1conditioned on starting state Xi 2 
1. We are also interested in the average sojourn time in each stateof 
1 given that the transient chain started in Xi 2 
1 and conditioned on its absorption in a particularstate Xj 2 
a. Denote by bij the probability for the transient process to be absorbed in state Xj giventhe starting state Xi as de�ned above. Introducing a diagonal matrix Dj = diagfbij ;8ig, then the averagesojourn time matrix conditioned on the absorption in Xj will be given by [10]Tj = �D�1j G�11 Dj ; (4)which is equivalent to computing Tj = D�1j X, where X may be obtained from G1X = �Dj by thegeneralized Folding algorithm.3 Modeling with a Single ON/OFF SourceThis section develops the basic technique for the evaluation of (Lc; �g; �b; Pg) using a single ON/OFFsource, with respect to di�erent packet discarding schemes.3
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Figure 2: Modeling of no packet discarding with a single source.3.1 Without Packet DiscardingThe queueing system with a single ON/OFF source is simply modeled by a regular QBD process withits state space de�ned by 
 = f(i; j)ji = 0; 1; j = 0; 1; :::;Kg. The steady state solution vector � can thenbe derived by (2). The cell loss probability Lc is expressed byLc = �
 �1K ; (5)where 
 is the average arrival rate equal to ���+� . The link utilization is given by �(1� Lc) where � = 
� isthe normalized loading factor.To characterize each individual packet transmission, we need to divide 
 into two disjoint sets: 
1 =f(1; j)jj = 0; 1; :::;Kg for source in ON state and 
0 = f(0; j)jj = 0; 1; :::;Kg for source in OFF state, eachof which is associated with a transient process. As shown in Fig. 2, whenever the source turns on to startsending a packet, the QBD process takes a phase-up transition from
0 to 
1 at rate �. Similarly, wheneverthe source turns o� to terminate packet generation, the QBD process takes a phase-down transition from
1 to 
0 at rate �. Cells of each packet are generated at rate � while in 
1. Hence, a packet transmissionis successful if no cell arrivals are blocked during its entire generation time. Since the cells can only beblocked when the bu�er is full, each blocked cell in a packet is characterized by a cell arrival transitionat rate � when the bu�er is at the level K in 
1, as shown by the transition � to an absorbing state
a = f10g in Fig. 2. Note that the overall absorbing state space includes both 
a and 
0. The packet lossprobability is then equal to the probability for the transient process in 
1 to be absorbed in 
a. De�ne suchan absorbing probability conditioned on an entering state Xi 2 
1 by Pia. We can have the conditionalPacket Loss Probability column vector pCPL = [P0a P1a � � � PKa ]T . Let G1 be the generator matrix of thetransient-state birth-death process in 
1 . Denote the transition rate vector from 
1 to 
a by�1a = [0 0 � � � 0 �]T : (6)From (3), we get pCPL = �G�11 �1a. Given the entering probability row vector �in = [�0 �1 � � � �K ] from
1 to 
0 , the unconditional packet loss probability is expressed by Lp = �inpCPL , which leads toLp = ��inG�11 �1a; (7)and so the probability for packet to succeed is Pg = 1� Lp. The overall steady state solution vector � in
 is also divided into two subvectors: �0 = [�00 �01 � � � �0K ] for the steady state probabilities in 
0 and4



�1 = [�10 �11 � � � �1K ] for the steady state probabilities in 
1. Since each transition rate from 
0 to 
1is constant �, we can get �in = �0 � I�0 � e = �0�0 e ; (8)which is applied to (7) for the computation of Lp.De�ne the average transmission time of each successful packet by Sg which is characterized by theoverall mean sojourn time in 
1 under the condition for the transient process to be absorbed in 
0. Letbi =Pj bij be the probability for the transient process to be absorbed in 
0, conditioned on the enteringstate (1; i) 2 
1 for i = 0; 1; :::;K. According to (4), the conditional mean sojourn time column vector forthe transient process to be absorbed in 
0 given the entering state (1; i) 2 
1 can be expressed bytg = �D�10 G�11 D0e;where D0 = diagfb0; b1; :::; bKg. For the computation of B = [bij ], one can write from (3)G1B = ��10: (9)Here, �10 is the transition rate vector from 
1 to 
0, given by�10 = [� � � � � �]T : (10)For the computation of Sg, we need to further remove the entering state condition (1; i) from tg . Thatis, Sg = �0in tg where �0in is the entering probability row vector in 
1 conditioned on the absorption in 
0.One can derive �0in from the unconditional entering probability row vector �in , which is given by�0in = �inD0�inD0e :We thus get Sg = ��inG�11 D0e�inD0e ; (11)which can be readily obtained from G1, �in and �10 by the generalized Folding algorithm.Similarly, we de�ne the average transmission time of each packet by S, which is directly identi�ed fromthe following load balancing equation, S = (1� Lc)��1; (12)where ��1 is the average packet generation time of the source (i.e., the average source ON-period). Notethat the de�nition of S excludes the blocked cells and the transmission time of each entirely blocked packetis zero.A transmitted packet can be either successful or corrupted. Further de�ne the average transmissiontime of each corrupted/blocked packet by Sb, which corresponds to the overall mean sojourn time in 
1under the condition for the transient process to be absorbed in 
a. Therefore Sb can be derived from thefollowing load balancing equation: S = SbLp + Sg(1� Lp): (13)Combining (12) and (13), we have the following load balancing equation.1 = Lc + �Sg(1� Lp) + �SbLp: (14)In this equation, �Sg(1� Lp) is the probability of cells belong to successful packets. The cell rate of goodpackets is therefore given by �c = 
�Sg(1� Lp). Thus we have the following relationship for goodput:�g = �c=� = ��Sg(1� Lp): (15)5
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Figure 3: PTD modeling with a single source.One can therefore derive �g from Sg and Lp. The badput is simply given by �b = �(1�Lc)� �g. Note thatall solutions are readily obtained once G, G1, �in , �1a and �10 are constructed for each particular packetdiscarding scheme, given that G and G1 have the QBD structure.3.2 With Packet Tail DiscardingOnce a cell in a packet is blocked due to bu�er over
ow, there will be no need to transmit its remainingcells. Otherwise, it wastes the network resources since a corrupted packet is equivalent to a lost packet athigh layer protocols. In the PTD design, whenever the bu�er becomes full, the remaining cell arrivals ofeach incoming packet will be discarded to prevent further congestion. In consequence, more bu�er spaceand transmission bandwidth will be released to improve the transmission of other packets.Similarly, one can derive Lp of the PTD scheme. In order to distinguish the noncorruption of a generatedpacket from the corruption while the source is ON, we further split the ON-period status into two phases:phase 1 for noncorruption and phase 10 for corruption as shown in Fig. 3. Similar to the previous case, thesource turns on to generate a new packet each time upon the transition from phase 0 to phase 1 at rate �.If a cell is generated at rate � when the bu�er is full, the source will take the transition from phase 1 tophase 10 and from then on no cell arrivals of the packet will be accepted by the bu�er till the end of thepacket generation as described by the transition from phase 10 to phase 0 at rate �. Otherwise, the sourceremains in phase 1 during which all cell arrivals of the packet are accepted till the transition occurs fromphase 1 to phase 0 at rate �, representing a successful packet generation. According to the source phases,we divide the entire state space 
 of the involved queueing process into three subspaces: 
0, 
1 and 
10 ,de�ned by 
i = f(i; 0); (i; 1); :::; (i;K)g for i = 0; 1; 10. Hence, each new packet generation starts by thetransition from 
0 to 
1 at rate �. A successful packet generation is represented by the transition from 
1to 
0 at rate �. A tail packet discarding starts by the transition from 
1 to 
10 at rate � when the bu�eris full and terminates by the transition from 
10 to 
0 at rate � as the packet generation terminates.It is obvious that the involved queueing process is a �nite QBD, whose �ve basic transition blocksA;D;U, A0 and A1 for the generator matrix G in (1) are readily constructed from Fig. 3. The steadystate solution � can be divided into three subvectors �0, �1 and �10 with �i = [�i0 �i1 � � � �iK ] for i = 0; 1and 10.Since the transient process in 
1 is identical to the one de�ned in the previous subsection as shown inFig. 2, all the G1, �in , �1a and �10 are unchanged here and so are the formulae for the computation of Lp,Sg and �g . In this case, �1a represents the transition rate vector from 
1 to 
10 and given by the same6
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1'Figure 4: EPD modeling with a single source.form as in (6).3.3 With Early Packet DiscardingIn the PTD scheme, cells in the front portion of each corrupted packet are still transmitted, which resultsin certain waste of bu�er capacity and link bandwidth as measured by the badput �b. In the EPD scheme,a decision is made at the beginning of each new packet generation based on the present queue congestionstatus. Cells of an entire packet will be discarded if the queue length q(t) is greater than or equal to a queuecongestion threshold K0 at the beginning of the packet generation. Otherwise, they are all accepted unlessthe bu�er is full after which the remaining cell arrivals are to be blocked as in the PTD scheme. A properdesign of K0 can detect early congestion and prevent further congestion by selective discarding, such that�b is to be substantially reduced.As shown by the state transition diagram in Fig. 4, the EPD scheme can be modeled by a QBD processwith level dependent transitions, which is directly solvable by the Folding algorithm. For simplicity, thedetail construction of the G matrix has been omitted. Similar to the PTD modeling, one can divide thestate space 
 into three subspaces: 
0, 
1 and 
10 . Each new packet generation starts by the transitionfrom 
0 and 
1 at rate � in the bu�er noncongestion period, i.e., q(t) < K0. Otherwise, in the bu�ercongestion period, q(t) � K0, each new packet generation is completely abandoned by the transition from
0 and 
10 at rate �. The rest transitions are identical to that of the PTD scheme. Note that the PTDscheme is a special case of the EPD scheme by taking K0 > K.Accordingly, the steady state solution � is divided into �0, �1 and �10 . We further decompose �0into two subvectors: �0n = [�00 �01 � � � �0(K0�1)] for noncongestion and �0c = [�0K0 �0(K0+1) � � � �0K ] forcongestion. Denote the transition probability from 
0 to 
1 by p01 and from 
0 to 
10 by p010 , conditionedon each packet arrival. One can readily expressp010 = �0c � I e�0 � I e = �0c e�0 e ;p01 = �0n e�0 e = 1� p010 ; (16)where �I is the transition rate matrix from 
0 to 
1, as well as from 
0 to 
10 in proper dimension.Obviously, conditioned on the transition from 
0 to 
10 , every new packet will be blocked. On theother hand, conditioned on the transition from 
0 to 
1, the probability for a new packet to be partially7



discarded, denoted by Lt, is measured by the transition probability from 
1 to 
10 . The derivation of Ltis identical to that of Lp in the PTD scheme given by (7), except that G1 is de�ned on the subspace 
1 ofthe EPD scheme. Now, �in is given by �in = [�0n 0 � � � 0]�0n e (17)since the transition from 
0 and 
1 is possible only during the bu�er noncongestion period. The overallpacket loss probability of the EPD scheme is then equal toLp = p01 Lt + p010 ; (18)where p01Lt is the probability for an arrival packet to be corrupted and p010 is the probability for an arrivalpacket to be entirely blocked. The average packet transmission time S is expressed in (12). Note that apacket can be either successfully transmitted, partially corrupted or entirely blocked. Since the averagetransmission time of successful, corrupted and blocked packet is given by Sg, Sb and 0, respectively, onecan further decompose S into S = Sbp01 Lt + SgPg :The remaining computation of Sg and �g is unchanged from the above two schemes and given by (11) and(15). The same �1a and �10 as in (6) and (10) are used.3.4 Extension to Window Flow ControlSo far we have used the ON/OFF source modeling technique to characterize the individual packetgeneration. In reality, many data networks have adopted a window 
ow control mechanism for packettransport. Under the window 
ow control, the source will consecutively generate multiple packets within agiven window size; it will then stop and wait for the acknowledgement from destination before to start thenext window transmission. For simplicity, here we use a two-state Markov chain to model the alternationof window transmission period (ON-period) and waiting period (OFF-period), with respect to the rate �Wand �W shown in Fig. 5. To characterize the consecutive packet generation within each window, we furtherdecompose the ON-state into two alternating sub-ON states. Each transition between the two sub-ONstates represents the termination of a packet generation within the window, as shown by � in Fig. 5. Theaverage size of each packet is equal to ��1, except for the last packet of each window which is terminatedby the window at rate �W . In other words, due to the modeling limitation we have assumed that theaverage size of the last packet within each window is di�erent from the other packets. Such an assumptionhas negligible impact on the performance when the window size is signi�cantly large. The overall averagepacket generation time is therefore given by (� + �W )�1. Without loss of generality, in Fig. 5 we also haveassumed that a window is equally likely to start in each sub-ON state as shown by the transition rate �W =2.We �rst consider the case without packet discarding. Its queueing system under the window 
owcontrol can be modeled by a regular QBD process, whose state space is de�ned by 
 = f
0;
1a ;
1bg with
i = f(i; 0); (i; 1); :::; (i;K)g for i = 0; 1a, and 1b, as shown by the transition diagram in Fig. 6. Accordingly,the steady state solution vector �, derived from (2), is divided into three subvectors �i = [�i0 �i1 � � � �iK ]for i = 0; 1a, and 1b. The cell loss probability Lc is then expressed byLc = �� (�1aK + �1bK); (19)where � = �W ��W +�W is the average cell arrival rate. Since both sub-ON states are identical, we only need tofocus on the transient process in 
1a upon the transition from 
0 or 
1b for the computation of Pg and�g . A packet transmission starts either by the transition from 
0 to 
1a at rate �W =2 as the �rst packet8
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ow control.in the window, or by the transition from 
1b to 
1a at rate � as the rest of packets in the window. It canterminate successfully by the transition from 
1a to 
0 at rate �W as the last packet within the window,or by the transition from 
1a to 
1b at rate � as any other packet within the window. Yet, it can also becorrupted by the transition from 
1a to the absorbing state 10a at rate � upon a cell arrival when the bu�eris full.Accordingly, the entering probability vector �in from 
0 or 
1b to 
1a becomes�in = �0 �W2 + �1b��0 �W2 e+ �1b� e ;which replaces (8) for the computation of Lp in (7). Similarly, we need to rede�ne �10 by�10 = [� + �W � + �W � � � � + �W ]Tfor the transitions from
1a to 
1b or
0. The rest of the computations for Pg, �g , and �b remain unchangedas in Section 3.1 except to replace � by � + �W in (12) and G1 by G1a for the transition rate matrix in
1a .Similarly, Pg and �g of the PTD and EPD schemes can be found by de�ning a new state space 
 =f
0;
1a ;
1b ;
10g with 
i = f(i; 0); (i; 1); :::; (i;K)g for i = 0; 1a; 1b, and 10. The transition rates among0; 1a; 1b and 10 at each queue level are readily obtainable for each given scheme. The same techniques usedin Sections 3.2 and 3.3 can then be applied to �nd the solutions.9
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Figure 7: Grouping of (M � 1) 2-state sources.4 Modeling with Multiple ON/OFF SourcesThe extension of the above single-source modeling to multi-source modeling is achieved by state spacegrouping. For each scheme, once we construct the grouped G, G1, �in , �1a and �10 the basic computationfor Lc; Lp; Sg and �g remains unchanged as in the single source case.4.1 Without Packet DiscardingConsiderM homogeneous ON/OFF sources. Since all the sources are equally treated with FIFO servicescheduling, the statistical performance experienced by every source must be i.i.d. In other words, one cansimply take a marked source for performance analysis while grouping the remaining (M � 1) sources. Thegrouped (M � 1) sources are modeled by a birth-death process whose transition rate matrix Qgp = [qjl] isde�ned by qjl =8>><>>: (M � 1� j)�; if l = j + 1;�(M � 1� j)�� j� if l = j;j�; if l = j � 1;0; otherwise: (20)Then, taking the superposition of the marked source with the grouped sources, we get a two-dimensionalMarkov chain as described in Fig. 7 with each phase de�ned by (i; j) where i = 0; 1 for the marked sourceand j = 0; 1; :::;M � 1 for the grouped sources. Its transition rate matrix is expressed byQ = � Qgp � �I �I�I Qgp � �I � (21)and the corresponding arrival rate matrix by� = � �0 00 �1 � ; (22)where �0 = diag[0; �; 2�; :::; (M � 1)�] is the arrival rate submatrix while the marked source is in OFFstate. �1 = �0 + �I is the arrival rate submatrix while the marked source is in ON state. The �ve basicblocks of G matrix in (1) of the QBD modeling are then expressed as D = �I, U = �, A = Q�D �U,A0 = Q � U, and A1 = Q � D. The steady state solution vector � is readily obtained from �G = 0.Similar to the single source QBD modeling, we can divide the entire QBD state space 
 into two disjoint10
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0 for the marked source in OFF state and 
1 for the marked source in ON state. Accordingly, thesteady state solution vector � is divided into �0 for 
0 and �1 for 
1.The generator matrix G1 for the transient-state QBD de�ned on 
1 is constructed by D = �I, U = �1,A = Qgp � �I �D �U, A0 = Q � �I �U, and A1 = A, as shown in Fig. 8. De�ne an absorbing statesubspace of this transient-state QBD by 
a = f(i; j; k) ji = 1;8j; k = Kg. The transition from 
1 to 
a isgiven by �1a = [ Kz }| {0 � � � 0 � ]T ; (23)where 0 is a zero vector of dimension M for nonexisting transition at each bu�er level (except K) and� = �eT is for existing transition from bu�er level K to 
a. Similarly, the transition from 
1 to 
0 isgiven by �10 = [� � � � � �]T ; (24)where � = [� � � � � �] is for transition from 
1 to 
0 at each queue level. The initial state probabilityvector of 
1 is expressed by �in = [ �0 �1 � � � �K ]; (25)where �i is the initial state probability subvector on queue level i in 
1. As in the single-source case,�in = �0�I�0�e = �0�0e : (26)4.2 With Packet Tail DiscardingIn the PTD modeling, each source consists of three phases f0; 1; 10g. By the superposition of (M � 1)such i.i.d. sources, the grouped state can be expressed by (n0; n1; n10) where ni represents the number ofsources in phase i. Since n0+n1+n10 =M � 1, one can simply de�ne (n1; n10) as the state of the groupedsources for Markov chain modeling. For the grouping of (M �1) sources, one can express its transition ratematrix as Qgp = [q(n1;n10 )(m1;m10 )] byq(n1;n10 )(m1;m10 ) =8>>>>><>>>>>: n10� if m1 = n1 and m10 = n10 � 1;n1� if m1 = n1 � 1 and m10 = n10 ;(M � 1� n1 � n10)� if m1 = n1 + 1 and m10 = n10 ;�(i+ j)(� � �)� (M � 1)� if m1 = n1 and m10 = n100 otherwise: (27)11
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1'Figure 9: PTD modeling with multiple sources.We then superimpose the marked source with the grouped sources to form a new Markov chain describedby Q = 24 Qgp � �I �I 00 Qgp � �I �I0 �I Qgp � �I 35 : (28)When the bu�er becomes full, an incoming cell from a source makes that source inactive, i:e:, all theremaining cells from the source will be blocked. For grouped sources this process can be explained by thefollowing transition q(n1;n10 )(m1;m10 ) = n1�; if m1 = n1 � 1 and m10 = n10 + 1: (29)By adding this transition to (27), we can modify Qgp to a new transition rate matrix Q0gp at bu�er levelK. Denote Q in (28) by Q0 after making the replacement of Qgp by Q0gp.The diagonal arrival rate matrix while the marked source is in phase i is denoted by �i = diagn1;n10 f
i(n1;n10 )gfor i = 0; 1; 10. Since only the sources in phase 1 will generate packet, we get 
0(n1;n10 ) = n1�, 
1(n1;n10 ) =(n1 + 1)� and 
10(n1;n10 ) = n1�. Hence, � = 24 �1 0 00 �0 00 0 �10 35 : (30)Fig. 9 shows the state transition diagram of the PTD scheme with multiple sources. The �ve basic blocks ofthe G matrix are then expressed by D = �I, U = �, A = Q�D�U, A0 = Q�U, and A1 = Q0�D�F,where F is a submatrix to take into account the transition from 
1 to 
10 when the bu�er is full, given byF = 24 ��I 0 �I0 0 00 0 0 35 : (31)The transient process structure in 
1 is identical to the one in the previous subsection. Hence, all thestructures of G1, �in , �1a and �10 remain unchanged and so do the solution forms for Lp, Sg and �g .12
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1'Figure 10: EPD modeling with multiple sources.4.3 With Early Packet DiscardingThe source grouping in the EPD modeling needs to be divided into the grouping in congestion period(q(t) � K0) and the grouping in noncongestion period (q(t) < K0). The grouping in noncongestion periodis exactly identical to that in the PTD modeling as given by (27), (28) and (30). The grouping in congestionperiod leads to Qc = 24 Qgpc � �I �I 0�I Qgpc � �I 00 �I Qgpc � �I 35 ; (32)whereQgpc = [q(n1;n10 )(m1;m10 )] is the transition rate matrix for the grouping of (M�1) sources in congestionperiod, expressed byq(n1;n10 )(m1;m10 ) =8>>>>><>>>>>: n10� if m1 = n1 and m10 = n10 � 1;n1� if m1 = n1 � 1 and m10 = n10 ;(M � 1� n1 � n10)� if m1 = n1 and m10 = n10 + 1;�(i+ j)(� � �)� (M � 1)� if m1 = n1 and m10 = n100 otherwise: (33)The aggregate arrival rate matrix in congestion period is identical to that in noncongestion period as denotedby � in (30). At bu�er level K, the transition rate matrix Qgpc in (33) is changed to a new transition ratematrix Q0gpc by the inclusion of the transitions in (29). Then the transition rate matrix Qc in (32) is alsomodi�ed to a new transition rate matrix Q0c with the replacement of Qgpc by Q0gpc. Fig. 10 displays theQBD transition diagram of the EPD scheme with multiple sources, whose G matrix is represented by
G = 266666666666664

A0 UD A U. . . . . . . . .D A UD Ac U. . . . . . . . .D Ac UD A1
377777777777775 ; (34)
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with Ac = Qc � D � U and A1 = Q0c � D � F. The rest blocks are in the same form as in the PTDmodeling. Further, the G1 matrix for the transient process in 
1 is identical to that of the PTD modeling.Similar to the single-source EPD modeling, the steady state solution � is divided into �0, �1 and �10 basedon the state space division 
0, 
1 and 
10 . The solution �0 is further decomposed into �0c and �0n forcongestion and noncongestion periods. One can then use (16), (17) and (18) for the computation of Lp.Both �1a and �10 are in the same form as the PTD modeling.4.4 Extension to Window Flow ControlThe same source grouping technique can be readily applied to the window 
ow control analysis ofmultiple sources for di�erent packet discarding schemes.5 Performance EvaluationSince few studies of data packet performance in ATM systems are available to date, it is important tosystematically examine the impact of various design/control parameters and source characteristics on thepacket transmission behavior as measured by Pg, �g and �b. This is achieved in this section by numericalstudy based on the above analyses. Our objectives are to compare the performance of the three schemes(noncontrolled, PTD and EPD) and to identify those system design/control factors which have substantialimpact on the performance.Based on the ON/OFF source modeling for packet generation, the average size of each generated packet is���1 and the average cell arrival rate of each source is ��=(�+�). For the superposition ofM i.i.d. sources,the overall cell arrival rate is then given by 
 =M� ��+ � :Note that one can identify � from 
, M and � for the ON/OFF source modeling. In the simulation studyby Floyd and Romanov [3], various packet sizes were selected: 512 bytes for IP networks, 1500 bytes forethernet; 4352 bytes for FDDI; and 9180 bytes for IP over ATM. Here we choose three average packet sizes:5KB, 10KB, and 20KB. For most studies, we will use the packet size 10KB unless otherwise noted.We consider a single ATM link with capacity of � = 155Mbps. A �nite bu�er capacity K is selectedfrom f28; 29; 210; 211; 212g de�ned in ATM cell units. The cell loading factor � = 
=� changes in therange of [0:5; 4:0], where we choose � > 1 to represent an overload period during which a large portion ofthe packet transmissions could fail as studied in [5]. Unless otherwise stated, we assume M = 10 sources(virtual connections) on the link.In Section 5.1 we investigate the e�ect of system design factors �, K, and K0 (queue threshold) onthe data performance. Section 5.2 examines the impact of source control factors �; �, and M . Section 5.3considers heterogeneous sources. Section 5.4 studies window 
ow control performance. Section 5.5 evaluatesthe data performance with high-priority real-time tra�c transmission. It should be pointed out that thefollowing solutions derived in each case have been veri�ed by computer simulation.5.1 E�ect of System Design FactorsLet us �rst examine the e�ect of bu�er capacity K. Consider a system loaded at � = 0:9 to supportM = 10 sources. The cell generation rate of each packet while a source in ON is de�ned at � = �=2. Hence,the maximum cell arrival rate, which occurs while all the sources are ON, is �ve times of the link transmissionrate. The average size of 10KB per packet is selected. In Fig. 11 we compare the performance of Pg ; �g ,and �b of the three packet discarding schemes as a function of K. In the design of EPD scheme, we have14
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of success packets is much shorter for PTD than that for EPD. Plotted in Fig. 14 are the correspondingaverage size of success packets and corrupted packets of the three schemes, as proportionally measured by Sgand Sb, respectively. For convenience, both Sg and Sb are normalized by the average packet generation time��1. Sg� � 1 indicates that the average size of success packets cannot be greater than the average size ofgenerated packets. For EPD, Sg is close to ��1 and basically una�ected by �. For PTD and noncontrolled,Sg rapidly reduces as � increases, indicating that success packets are getting shorter and shorter as theoverload condition deteriorates. The lower �b and higher Sb� for EPD implies that only a few of longerpackets are likely to be corrupted.
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Pg �g �bM = 5 PTD 0.503 1.0 0.0EPD 0.497 1.0 0.0M = 10 PTD 0.503 0.480 0.520EPD 0.499 0.962 0.037M = 15 PTD 0.503 0.474 0.525EPD 0.489 0.969 0.010Table 1: E�ect of number of virtual connections on PTD and EPD performance.
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Figure 18: E�ect of �1=�2 on (Pg; �g; �b): (a) source 1; (b) source 2.5.3 E�ect of Heterogeneous ON/OFF SourcesSo far, we have considered homogeneous data sources only. In real ATM networks, data sources are likelyheterogeneous. For the sake of analysis, here we only consider the integration of two types of heterogeneoussources, each of which is modeled by a two-state Markov chain as in the previous modeling. The samenotations are used here with (�i; �i;Mi) for source type i = 1; 2. Assume four i.i.d sources of type 1 andfour i.i.d. sources of type 2 in the system, i.e., M1 = M2 = 4. The performance of each type is measuredby (Pgi; �gi; �bi). The overall performance can then be expressed byPg = �1�2��12 Pg1+�2�1��11 Pg2�1�2��12 +�2�1��11 ;�g = �g1 + �g2;�b = �b1 + �b2;where �i is the loading factor for source type i. Again, we take K = 210 and K0 = K=2. The system isloaded by � = 0:95 with �1 = �2 = �=2.Ws �rst study the e�ect of the packet size di�erence between the two source types. The peak cell arrivalrate of the two source types are made identical and �xed at �1 = �2 = �=2. The packet size of sourcetype 1 is set at �1��11 =10KB while the packet size of source type 2, �2��12 , is adjustable. The ratio oftype 2 source packet size to type 1 source packet size is then represented by �1=�2. Plotted in Fig. 18 arethe resulting performance of individual source types for the three schemes as a function of �1�2 2 [1; 5]. Asone can see, the performance of source type 1 is not signi�cantly a�ected by the change of source type 2characteristics. Comparatively, the performance of source type 2 deteriorates notably as �2 reduces, due tothe increased burstiness of type 2 tra�c as discussed in Section 5.2.We now examine the e�ect of peak rate ratio �1�2 of the two source types while �xing their packet size19
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Figure 19: E�ect of �1=�2 on (Pg; �g; �b): (a) source 1; (b) source 2.�1��11 = �2��12 =10KB. Take �1 = � and adjust �2 in the range [0:20�1; �1]. The corresponding results areplotted in Fig. 19. The performance of both source types basically remains unchanged by �1�2 2 [1; 5]. Thisis expected since type 1 tra�c is always burstier than type 2 tra�c and so to a certain extent it dominatesthe system performance.5.4 E�ect of Window Flow ControlOur emphasis here is placed on the e�ect of window size, measured by ��W . The system is designed byK = 211, K0 = 210, � = �=2, ���1 = 10KB and M = 10. Fig. 20(a-c) provides the solutions of the threeschemes as a function of ��W 2 [1; 100] at � = 0:95. The performance drops quickly when the window sizeis increased from 1 to 10. Note that the last packet of each window on average is smaller than the rest ofthe packets due to our modeling, whereas the measure ��W does not re
ect such an adjustment of the lastpacket size. Hence, the good performance appeared in Fig. 20 with small window size is somewhat in
atedby the last packet adjustment. Also note that the sources always become more persistent with increasedwindow size, which can cause more network congestion unless with proper packet discarding schemes. Thisis clear especially when the window size is larger than 10 times of the average packet size. As the windowsize further increases, PTD and noncontrolled scheme still shows performance degradation, whereas EPDscheme maintains relatively constant performance.Another observation is made in Fig. 20(d-f) in the overload condition characterized by � = 2. Thenoncontrolled and PTD schemes show some performance improvement as the window size increases from1 to 10. The EPD scheme achieves virtually 100% goodput and 0% badput for all the window sizes.The inspection of Fig. 20(a-e) and (d-f) indicates that the performance di�erence in the three schemes isfurther broadened in the overload condition. Clearly, the performance advantage of EPD over PTD andnoncontrolled becomes even more signi�cant with the window 
ow control.5.5 E�ect of Underlying Tra�cSo far our study has assumed the existence of data only tra�c in the ATM networks. In reality, the linkbandwidth is dynamically shared with other tra�c, particularly with the real-time tra�c which often has ahigh transmission priority. In most applications, data services have stringent loss rate requirement but cantolerate much time delay variations. With high-priority transmission of real time tra�c, the data tra�cwill be served by the variable remaining link bandwidth. In the stochastic modeling, one can use a Markovchain modulated rate process to characterize the time varying behavior of the remaining link bandwidth,which directly re
ects the time varying behavior of the underlying real time tra�c. As found from many20
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