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Abstract

Temporal databases naturdly contain a wedth of information
which can be unearthed by knowledge discovery and data
mining techniques. Discovering association rules in market
basket data have been widely studied and many agorithms
have been developed. In this gudy, we examine discovery of
assciation rules in tempord databases. We add enumeration
operation to the relational algebrato prepare the data for dis-
covery of assciation rules. To doserve the changesin the &
sociation rules and their statistics over the time, we gply
knowledge discovery techniques on series of datasets ob-
tained over consecutive time intervals, instead of applying on
the whol e database.

Keywords. Asxciation rules, data mining, tempora data-
bases, enumeration operation.

Introduction

With the recent developments in computer storage tedh-
nology, many organizations have @lleded and stored mas-
sive amounts of data. The widespread use of bar-codes for
most commercial products, the cmputerization of many
businessand government transactions, and the advances in
data coll edion tods have paved the way for the storage of
huge anounts of data. Given these massve data sets, it is
very difficult for humans to process them by traditiona
methods of data analysis. Even though voluminous infor-
mation is buried within these datasets, the information is
not diredly available for the users. Therefore, an urgent
need exists for developing techniques and tods that assst
human beings to analyze and automaticdly extract the hid-
den knowledge buried within large volumes of data
Knowledge discovery in databases includes techniques and
tods to addressthis nee.

The improved capabilities of computer hardware and
software also goened the way for implementing temporal
databases, which store past, present and posshly future
data (Tansd et al. 1993. Tempora databases are append-
only and current data values become historical data as new
data values are added to the database. Therefore, temporal
databases naturally are fertile data repositories for data
mining and knowledge discovery. Among many posshble
applications of knowledge discovery in temporal data-
bases, we examine the discovery of association rules.

This explosive growth in data and the advances in data-
base technology contributed to the emergence of a new
field, which devices techniques and tods that asgst human
beings to automaticdly transform the stored data into use-
ful and understandable information. This new fied is
known as knowl edge discovery in databases and it refersto
the whole process for extracting wseful information from
large amounts of data nuggets automatically and effi-
ciently. It includes data pre-processng, seledion of suit-
able techniques, discovery of frequent and interesting pat-
terns, and post-processing o the results. Data mining is an
important step of the knowledge discovery in databases. It
deals with the discovery of frequent and interesting pat-
terns, exceptional cases, sequential patterns, and anoma
lous cases. The primary data mining tasks are classfica-
tion, regresgon, clugtering, summarization, dependency
modeling, and change axd ceviation detedion (Fayyad,
Piatetsky-Shapiro, and Smyth 1996). Data mining is appli-
cation dependent and different applications may require
different mining techniques.

Asgciation rules are one of the promising subjects of
data mining, and have been widely explored to dete. An
assciation rule A B is a statement of the form “for s% of
the transactions, if the value of an attribute set A is a par-
ticular value, then the value of attribute set B tends to have
another particular value”. In this manner, association rules
aim at discovering the patterns of co-occurrences of the
attributes in the database. The problem of discovering as-
sociation rules was first explored in (Agrawal, Imidinski,
and Swami 1993 on a supermarket basket data, that is the
set of transactions that include items purchased by the
customers. In this pioneering work, mining o association
rules was decompaosed into two subproblems: the first one
is to dscover al frequent patterns and the second is to
generate the asciation rules from the sets representing
those frequent itemsets. The second subproblem is straight-
forward, and can be done dficiently in areasonable time.
However, the first subprobem is very tedious and compu-
tationally expensive for very large databases, which is the
case for many red life applications. Depending on the sze
of the database, many efficient algorithms have been pro-
posed for finding the frequent patterns in a database
(Agrawal, Imileinski, and Swami 1993 Agrawa and Sri-
kant 1994; Brin et al. 1997; Chen, Park, and Yu 19%;
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Mannila, Toivonen, and Verkamo 1994; Savasere, Omie-
cinski, and Navathe 1995; Toivonen 19969. However, the
time complexity of such a processis dill very large. Simi-
larly, the time complexity of mining temporal data is NP-
hard (Wijsen and Measman 1997).

In large databases, the number of discovered rules could
be very high. Because of this reason, a post-processng step
on therulesis nealed to interpret the extracted knowledge.
For this purpose, algorithms for effedively pruning the
rules have been proposed. Those algorithms are based on
the mncept of interestingness of patterns. Algorithms
soldly based on computers, i.e. automaticdly diminating
redundant and transitive rules, and systems with the human
interaction to guide the pruning process have been intro-
duced for reducing the number of rules obtained at the end
of the discovery process

In this paper, we will examine the problem of discovery
of asciation rules in temporal databases. Instead of ex-
tracting rules throughout the whole time line, we will ex-
tract the rules for conseautive time intervals with different
time granularities. By means of this approach, the users of
the knowledge discovery system will be able to see the
changes and fluctuations in the association rules as well as
the time periods over which these rules are valid. Our ap-
proach is different than those in (Agrawal and Srikant
1995 and (Betini, Wang, and Jgjodia 1996) that find the
sequence of patternsin a austomer’s transactions, and pat-
terns of temporal events, respedively.

The rest of this paper is organized as follows. Sedion 2
introduces temporal databases, along with the interpreta-
tion of timein temporal databases and the enumeration op-
eration. In Sedion 3, we present our formalism to dscover
the association rules in temporal databases. Finally, we
conclude in Sedion 4 with the advantages of our approach
and the future reseach.

Temporal Databases

There ae different concepts of time: valid time, transaction
time, event time, etc. Valid time denotes when attribute
values become valid (effective) whereas transaction time
denotes when data values are recorded in the database. A
temporal database can acoommodate ay one or a wmbi-
nation of these mncepts of time. Time can be added to tu-
ples (Snodgrass1987), hence utilizing INF rations. Time
can aso be added to attributes that require NINF relations
(Gadia 1988 Tansd 1985; Tansd 1997). Time points, time
intervals, tempora dements —sets of digoint time intervals
(Tansd et al. 1993 or sets of time points can be used as
timestamps to represent time reference of values. The type
of tempora database and the type of timestamp used are
irrdevant for discovering assciation rules. The methodd -
ogy we propose applies all types of temporal databases.

TheTime

A temporal database esolves over time that is represented
by a caendar system, that has multiple granularities guch
as hours, days, etc. We asame that there is an absolute

time line represented by real numbers (Wang et al. 1997).
Clock ticks of a calendar are represented by natural num-
bers. Each clock tick corresponds to an interval of real
numbers. Thus, clock ticks of a caendar system are
mapped to conseadtive intervals of real numbers that are
digaoint. This definition allows representation of multiple
time granularities, which is essntial for modeling temporal
data & well as mining wseful information fromit.

Generdlly, data is batched for a meaningful period of
time and data mining techniques are aplied to dscover
asciation rules. However, in atemporal context, we can
batch data by different time granularities, i.e. hour, day,
month, quarter, etc. and this may reveal further useful in-
formation. Let's assume that the absolute time line is rep-
resented by a time unit of seconds. A calendar based on
minutes would see every conseautive 60 seconds as one
minute. A calendar of hours would consider every 60 min-
utes —360 semnds- as one hour and so an.

Supermarket transactions are in genera recrded at the
second level. These transactions then are accumulated for a
one-week period. Each of the origina transactions is di-
redly placed in one batch. It is also posshle to combine
several transactionsinto ane representative transaction. For
instance if the ssme austomer performstwo o more trans-
actions a day, these transactions can be mmbined into ane
representative transaction. We add a new operation,
enumeration, to the relational algebra to prepare temporal
data for discovering asociation rules (Tansel 1987).

The Model

Let R(TID, CID, Iy, ..., I, S E) be arelation scheme. The
attributes of R are transaction identifier (TID), customer
identification number (CID), and items (I, ..., I,,). Moreo-
ver, customer spedfic data including a customer identifi-
cation number can be placed into a separate relation, C (Cy,
..., Cx, § E). Sand E denotes an interval [S E] indicating
the validity period of the data represented by a tuple in R.
(Note that Ris a generalized temporal relation scheme. For
supermarket data, time interval [S E] is a time point, i.e.
S=E, and ane time atribute would be sufficient. This is
called an event relation in (Tansdl 1987)).

Let D be a database that consists of temporal relations
such as R. For the sake of simplicity, we use tuple time-
stamping in explaining our formalism. Our formalism ap-
plies equally on attribute timestamping as well .

Enumeration operation extracts portions of a tempora
relation and preparesit for datamining process Let Rbe a
temporal relation containing supermarket transactions. Let
XO{TID, C,, ..., C} and f; be aggregate function whose
parameters are Iy, ..., |, and T be a one-column relation
whose tuples designate the intervals of interest. Enumera
tion operation is defined as foll ows:

R<X,fy >T={[X].yt|rOROLOTO
y=f{ul]uOSOUX]=r[X]O
[U[S], u[E]] nt # O})}

Enumeration operation partitions the tuples in R with re-



sped to the atributesin T and X, that contains transaction
spedfic and/or customer spedfic attributes. The function f,
is applied on each attribute | of each partition. Possble
functions are given in Table 1. Note that enumeration can
be redefined to apply aggregate functions on individual at-
tributesin 1.

Function Definition
FIRST Returns !-component of the first tuple in
chronological order
Returns I-component of the last tuple in chrono-
LAST .
logcal order
ANY Returns I-component of any tuple

ALL Returns I-components of al the tuples
COUNT

Returns count of tuples

Combines I-components of the tuples of a parti-
tion into onetuple

Table 1: Aggregate Functions

CON

Finding Association Rules

In this sdion, we will briefly introduce the forma de-
scription of the problem of discovery of assciation rules
in temporal databases, and give how this problem can be
decomposed into two subproblems, as proposed in
(Agrawal, Imidinski, and Swami 1993.

Formal Description of the Problem

Agrawal et a. define the problem of discovering associa-
tion rulesin databasesin (Agrawal, Imidinski, and Swami
1993 Agrawal and Srikant 1994). We adopt this definition
on thetempora relation schemeR.

Let {I4,...,] n} be aset of binary attributes, called items.
Let D be a database of temporal rations. A tuplein Rrep-
resents a transaction that contains a subset of items |. Each
transaction T isrepresented as a binary vedor, with T[k]=1
if T bought theitem 1, and T[k]=0 otherwise. Let X be a
set of itemsin |. We say that a transaction T satisfies X if
for al items 1 in X, T[K]=1.

By an association rule, we mean an implication of the
fomX O Y,wheeXOlL,YOl,andX n Y=0. We al
X as the antecedent of the rule, and Y as the consequent of
therule Therule X O Y holdsin D with confidence c if
c% of the transactions in D that contain X also contain Y.
Therule X O Yhassupport sin D if s% of the transactions
in D contain X O Y. Confidence is a measure of rule's
strength while support corresponds to statitical signifi-
cance

An itemset X is called a k-itemset if it contains k items
froml. X+ Yisal-extension of X if Yisal-itemset and X
nY=101.

Given atemporal relation R, the problem of mining aso-
ciation rules is to generate all asciation rules that have
support and confidence greaer than the user-spedfied

minsup and minconf, respedively.

Decomposition of the Problem

The problem of finding assciation rules can be decom-
posed into two parts (Agrawal, Imielinski, and Swami
1993 Agrawal and Srikant 1994):

Step 1 Generate dl combinations of items that have
fractional transaction support above a certain threshaold,
called minsup. Those items are @lled large itemsets, and
all other combinations whose support is below the thresh-
old are cdled small itemsets.

Step 2 Use the large itemsets to generate the association
rules. For every large itemset I, find dl non-empty subsets
of |. For every such subset a, output arule of the forma [
(I-a) if the ratio o support (1) to support (a) is at least
minconf. If an itemset is found large in the firg step, the
support of that itemset should be maintained in order to
compute the mnfidence of the rule in the second step effi-
ciently.

The key for optimization of the computation of asocia-
tion rules lies in the techniques used to creae candidate
itemsets. The smaler the number of candidate itemsetsiis,
the faster the algorithm would be. However, in large re-
tailing applications, the number of transactions might be in
the order of millions, and the number of items might be in
the order of thousands. If there aemitemsin the database,
then there ae 2™ possble itemsets, indicaing that brute
force search tedchniques require exponential time. Thus,
many fast algorithms are proposed to find the frequent
patterns in a data set working in time linealy to the num-
ber of large itemsets and number of transactions (tuples) in
the database. These algorithms use dever data structures to
speedupthe seach process

Algorithms for discovering large itemsets make multiple
pases over the data (Agrawal, Imileinski, and Swami
1993 Agrawal and Srikant 199; Brin et al. 1997 Chen,
Park, and Yu 1995; Mannila, Toivonen, and Verkamo
1994 Savasere, Omiednski, and Navathe 1995; Toivonen
1996. Assciated with each itemset is a @unter that is
used to keep its support. In the first pass, the supports of
the individual items are @unted, and then large ones are
determined. Each subsequent pass sarts with a seed set of
itemsets found to be large in the previous pass and uses
this sal set for generating new potentially large itemsets
(candidate itemsets). Then, the actua supports for these
candidate itemsets are @munted throughout the data. At the
end of each pass large itemsets are determined out of the
candidate itemsets, and they are included into the seed set
for the next pass This processcontinues until no new large
itemsets are found.

Association Rulesin Temporal Databases

An entire temporal database @n be used for mining aso-
ciation rules. However, the resulting rules may not be in-
teresting since data accumulated over alonger time span is
used. Consumer behavior and preferences change over



time. Observation of these dhanges provides useful infor-
mation for various dedsion-making purposes. A temporal
database provides us the opportunity to observe these
changes, by mining various subsets of atemporal database.

Our approach aims at detedion of the changes in the as-
sociation rules. The changes in association rules ocaur over
periods of time, and include a deaease/increase in the sup-
port/confidence of an association rule and addition/removal
of itemsets from a particular itemset. In order to olserve
how a frequent pattern fluctuates within certain periods, it
is necessary to extract asciation rules from datasets ac-
cumulated over conseautive time periods. In this process
the vital parameters are the length of the interval through
which the set of association rules will be extracted, and the
minimum support and confidencefor theserules.

We decompose the problem of observing changes in as-
sociation rules into three subproblems. The first one is the
pre-processng step that extracts the portion of the temporal
data valid during a given interval. The seaond step is the
discovery of assciation rules, and the fina step is the
presentation of rules and their fluctuations to the users.
Certainly, the final step requires a good user interface de-
sign, which will allow the user to doserve the changes in
spedfic aswciation rules in an easy and understandable
manner. In the following subsedions, we will explain the
detail s of each subproblem.

Pre-processing Step. In the pre-processng step, we first
dedde on the length of the interval during which data is
acaumulated, and the number of such intervals. Then, we
repeatedly walk over the database to extract a subset of
temporal data for each interval. For instance if we search
for the association rules for one-week periods, we should
take the portion of the database for weekly periods, begin-
ning from the firg week and continuing with each suc-
cealing week until the present time or a cut-off date. This
processis performed using the enumeration operation pre-
viously described in the paper.

Discovery of Association Rules. Our approach dscovers
the rules within a cetain period, and repeats this process
for the whole database for conseautive time periods. Con-
sidering the nature of the application, different time inter-
vals varying in length can be tested. For example, for su-
permarket basket data, this interval is usually a week.
However, mining even dail y transactions may reveal inter-
esting results.

Let Tl =[s, €] be atime period where s denotes its start-
ing time point and e denotes its end. Ry, denotes the portion
of atemporal reation that isvalid during theinterval [s, €.
Let Ap be the set of large itemsets derived from Ry, We
can obtain Ay, by any of the techniques proposed in the lit-
erature (Agrawal, Imileinski, and Swami 1993 Agrawal
and Srikant 199%; Brin et a. 1997; Chen, Park, and Yu
1995 Mannila, Toivonen, and Verkamo 199%; Savasere,
Omiednski, and Navathe 1995 Toivonen 1996). Moreo-
ver, we @n calculate Ay, for any number of periods in se-
quence Let Tly, ..., Tl,, be mnseadutive, non-overlapping,

fixed length time intervals, and Ay, ..., Ay be the @rre-
sponding large itemsets as depicted in Figure 1. Algorithm
1 finds the large itemsets A , fori =1, ..., n Let L be

the length of atime interval, START be the start of Tl,, and
END be the end o Tl,. The time unit granularity of the
temporal databaseisg.

Database Ry R R, R; R, Rs
|

RuleSets Ay, AL A, Ag

Figure 1: Association Rulesin Sequence

Algorithm 1 alows us to walk the database in different
time granularities. Changing L to nxL walks through the
database in time intervals of [s, stnxL]. For example, if L
is one day, 7xL would be a week. This is particularly use-
ful for observing seasonal, cyclical patterns, and changesin
such patterns. Moreover, it is posshle to walk through the
database by dliding the starting points of intervals different
than the interval length. Changing lines 2 and 8 in Algo-
rithm 1 by 2xL would suffice to do this type of walking.
We @n also compare the rules obtained from any two dif-
ferent database subsets, R and R;, i # .

s=START
e=START +L
whiles< END do
begin
R{s, € =R <X! f|>[S, e]
compute Ais
s=s+L+g
e=s+L
end
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Algorithm 1: Discovery of Association Rulesina
Temporal Database

Algorithm 1 combines the two steps of pre-processng
and discovery of asociation rules. There is a natural op-
portunity for optimization in this process. As the enumera-
tion operation is caried out to prepare the data, initial step
of discovering assciation rules, i.e. computing large 1-
itemsets and their counts, can be done & the same time in
one passover the temporal data. Then, the second step of
discovering assciation rules, i.e. computing large k-
itemsets for k>1, is completed. There ae two posshble ap-
proaches. One alternative is to prepare the entire data set
by the exumeration operation for the designated interval
and to use this data in the semnd step o aswociation rule
discovery. The second dternative is retrieving the data for
subintervals of the original interva. Naturaly, datasets for
the subinterval would be smaller and may fit the memory.
In this case, the original enumeration operation is replaced
by a sequence of enumeration operations, one for each



subinterval. The semnd step of the discovery process util -
izestheresults of these smaler datasets. Thislendsitself to
the use of paralld processng techniques. Among the algo-
rithms for discovering association rules, Apriori algorithm
proposed by Agrawal and Srikant 199 seens a goad fit
for the firg alternative whereas Partition algorithm pro-
posed by Savasere, Omiednski, and Navathe 19% can be
efficiently used in the second alternative.

After extracting the patterns for small periods, the large
itemsets for the larger time periods can be obtained by us-
ing the patterns extracted before. This is exactly same as
the second step in the Partition algorithm (Savasere, Omie-
cinski, and Navathe 1995). The only important point is that
the minimum support for small periods should be held
small enough in order to prevent missng any large item-
sets. Of course, the minimum support should be adjusted
wdll for thelarger timeintervalsin order to have areliable
and complete set of assciation rules within those periods.

As the length of the time intervals deaeases, the mini-
mum support for the rules should be sededed optimadly, i.e.
small enough not to miss any large itemset, and large
enoughto have ardiable set of assciation rules. It isvery
difficult to set these parameters a priori since data mining
applications are generally user and application dependent.
In other words, a pattern that is interesting to one user may
be of no interest to another user, and the interestingness of
patterns varies from applicaion to application. Therefore,
instead o examining all the posshble values, it may be
preferable to adjust the minimum support by a user-
asssted system, in which a human being takes active role
in the data mining applicaion by supdying the minimum
supports for each interval.

Presentation of the Resulting Association Rules. If the
temporal sequence ®ntains few large itemsets —hence
rules, the user can observe the changes easily, i.e. disap-
pearance or emergence of a large itemset, continuous ex-
istence of a large itemset, etc. However, if there ae many
large itemsetsin the temporal sequence, tods are needed at
the user interface to krowse through the large itemsets and
asciated rules.

Time

)
(%]

Figure 2: Changesin the Support of an Itemset

The presentation of the assciation rules includes two
parts. The first one presents the support of a large itemset
or support/confidence of an association rule through the
valid time interva in the database. Thisis smply a graph
where x-axis represents the time line, and y-axis denotes
the support of a large itemset or support/confidence of a
particular rule. This is espedally useful when the user
wants to seethe fluctuationsin a particular rule. Figure 2 is
an example to present the user how the support of alarge
itemset changes over the time. (The minimum support is
taken as 0.05.)

The second part of the presentation exhibits the time in-
tervalswhere the itemset islarge. This type of presentation
is useful when the user wants to see the changes in co-
occurrences of items throughout the time. For each item in
the database, a time line is presented along with the addi-
tional items through the whole time line. It is sufficient to
show only the large itemsets that include the spedfied item
and that is not a subset of any large itemset. This is auffi-
cient since ay subset of a large itemset is adso a large
itemset. For example, in the upper part of Figure 3, A is
large within time points 0-3, ABC is large within time
points 6-9, and A is small within time points 3-6. The user
also has a dhance to seethe time lines for the k-itemsets,
where k>1. Figure 3 presents some example time lines for
different itemsets.

g~ Time

)
(%]

Figure 3: Large Itemsetsin Each Interval

By means of these presentation techniques, the user is
able to see the changes and fluctuations in the association
rules. In this manner, the users are able to seehow the fre-
quent patterns changed throughout the time, perhaps pro-
viding insight abaut the behavior of related agents, about
which datais coll eded.

Conclusion

Knowledge discovery in general and discovering asocia-
tion rules in particular involves extraction of useful infor-
mation from large datasets. Temporal databases are natu-
raly good sources for knowledge discovery. Moreover,
temporal databases provide the opportunity to see how the
uneathed knowledge changes throughout the time. In this



paper, we have developed a formalism to make tempora
databases as a goaod source for knowledge discovery. The
enumeration operation prepares the data for knowledge
discovery. Retrieval of the tempord datain processng the
enumeration operation also is combined with the first step
of discovering assciation rules. In this process the opti-
mizaion tods available in atempora database will signifi-
cantly affed the performance of the entire operation.

Our approach in discovery of asciation rule dlows the
user of a knowledge discovery system to olserve the
changes and fluctuations in the association rules. It is aso
possble to dbserve the seasona or cyclical changes and
fluctuations in the rules. Moreover, the formaism pre-
sented in this paper can be used to extract the association
rulesin a given time interval, beginning the discovery pro-
cessin smal time intervals, and combining the results of
them to oltain a wmplete set of aswociation rules in the
spedfied time interva. This approach will yield important
results for the dedsion-makers in fields where aistomer
preferences are srongly interrdated with the time. For ex-
ample, the application of our formalism to the market bas-
ket data will be beneficial whil e interpreting the results of
the promations, discounts, etc.

This paper attempts to extract the wealth of information
buried in temporal databases. There ae many problems for
future reseach such as optimizing the enumeration opera-
tion and the discovery of association rules, evaluating the
performance of different algorithms for discovering as®-
ciation rules, determining theright interval size, etc.
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