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Abstract be globally reachable or not? Therefore, the problem we
consider in this paper the design of Internet connectivity
We present a design space analysis of the problem of pravidior MANETS that can handle node mobility, both within
Internet connectivity for mobile ad hoc networks (MANETs)and inbetween networks, having continuous and uninter-
Currently there are a plethora of proposals to solve thiblpro  rupted Internet connections whenever there is at least one
in the research community. However, we argue that many ghtential route to one or more gatewayVithout this
the existing designs suffer from complexity and designtsmms clear view of the problem of Internet connectivity it is
that have not been properly evaluated. One reason for thiglifficult or impossible to design a solution that is robust,

the lack of implementations. We believe that a design spagficient and that in the end solves the problem because
analysis will help to clear the field and lead to better desigile the problem is not clearly specified.

illustrate this approach by presenting a hew system design f Herein lies also the problem with the state of MANET
MANET Internet connectivity. We have evaluated our Sysmminternet connectivity in general as we see it. When

simulation and have found that not only is it more simple thzwe have tried to implement Internet connectivity for
common existing approaches, but also more efficient and l?\ﬁfﬂ\NETs we found that many of the proposals out there
likely to fail in the face of routing updates. In addition, Wwave are confusing and difficult to understand and evaluate.
implemented our system in a real testbed to illustrate itigyb That is often because they are not clear about what prob-
to provide a complete mobility solution together with Mabil lem they try to solve, other than the loosely defined prob-
IP. lem of Internet connectivity. Another reason is complex-
ity. Proposals, typically in the form of Internet draftsy tr
1 Introduction to cover all angles by stating they support _multiple so-
lutions to the same problem, e.g., forwarding strategy.
In recent years, routing protocol implementations for mghe interactions between different system elements and
bile ad hoc networks (MANETS) have become increagspective choice of solution are thereforg difficult to-pre
ingly abundant, but practical experiences from real worfict: The drafts have generally not been implemented or
scenarios are still limited. One explanation is that stafi@luated, other than sometimes in simulation. Hence the
dard scenarios tend to be too limited in scope or that p&94ndness of their approach is not proven and the assump-
ple are not convinced about their applicability to realit§ions and design choices lead to fragile designs or designs
Internet connectivity is a potential service that could ibat are notapplicable in reality. One concrete example of
crease the benefit of MANETS and also make the apgfiis is the commonly suggested usage of a default route
cation scenarios more relevant. However, one obstaflé MANET that under some circumstances, as we show
on the way to reach that goal is the lack of consensudater, makes no_des experience stalled TCP connections in
the research community on what it concretely meanstf$ face of multiple gateways to the Internet.
have Internet connectivity in a MANET. It is clear that The question then is, how can we avoid designs that
it means that ad hoc nodes should be able to estabksiffer from problems like this and in the end construct
communication with hosts in the Internet, but does it alsaore robust Internet connectivity designs for MANETS?
mean that those nodes should, for example, be abldndhis paper we present one approach that we believe an-
move within or between networks, change between malvers this question to satisfaction. This approach con-
tiple gateways or use several at once, or that nodes shaidtls of, through a problem diagnosis, defining a design



space that aims to provide reference points for the analyree sub problems:

sis and evaluation of existing design proposals, as well as

to improve the quality of new designs. Our hope is that i) Determining a node’s locatigni) Discover-
this design space will give researchers in the field a more ing gatewaysand iii) Establishing and main-
coherent view of the problems to solve, the trade-offs in  taining consistent forwarding states to gate-
design choices and in the end lead to less effort spent on ways.

divergent proposals.

The primary contribution of this paper is our diagnosis The natures of these problems are different depending
and presentation of the design space for Internet conneg-the assumptions for the specific scenario. Unless the
tivity. A second contribution is the description, implescenario is very specific or there is an administrative en-
mentation and evaluation of a complete system for Intdity in the network, it is hard to make any assumptions on
net connectivity based on this diagnosis. Our designvidat the network looks like. An ad hoc network is, by
robust in that it works in very challenging scenarios aritfinition, to some degree unmanaged. Under those cir-
hence less stringent ones too, whilst achieving an acceptmstances it is not possible to assume that there is, for
able trade-off between performance and overhead. In &dample, only one gateway, that nodes move in a certain
dition to robustness, our design is simple and flexible yay or that nodes use a specific prefix for their config-
supporting, e.g, multi-homing and interfacing to Mobilered IP address. Hence, we argue that a general Internet
IP while still requiring minimal modifications to existingconnectivity solution must be robust enough to handle the
routing protocols. The design uses tunneling to achiev®st most challenging scenarios. We define such a sce-
indirection (non shortest path routing) and has been imario with the following assumptions:
tegrated with an implementation of the AODV [15] rout-
ing protocol. The design is evaluated in simulation byl. There might be multiple gateways to the Internet
comparing it to another common proposal using a stan-
dard default route also implemented by us. Our resultg- Nodes are mobile, at both micro and macro scales
show that our design is more robust, achieves better per- . . . )
formance and is more flexible. Since our implementatior?- The routing protocolis reactive and hop-by-hop, i.e.,
also works in the real systems, we provide results from €ach node has a limited horizon in the view of the
real world experiments to illustrate the interfacing with network and only knows the next hop towards a des-
Mobile IP. tination.

The rest of the paper is structured as follows. In sectiorh
2 we introduce and diagnose the general principles and

problems of providing Internet connectivity for MANETS To list a few example applications where we be-
that provides the input for defining our design space. Tﬁg\/e this type of scenario makes sense we point to

following section 3 reviews related work in the context %oboCupRescue [3], a competition to build autonomous
this diagnosis. In section 4 we define the de_sign SP3Efief robots where some teams use ad hoc networking
for MANET Internet connectivity. The following S€Cto communicate between the robots. The robots could

tion 5 describes our system_ for Internet connectivity ,'rrélay telemetry information onto the Internet or another
MANETSs that we have designed based on our de&qp

. Nodes do not share a common IP-prefix

ed network where it can be processed by rescue crews.

space analysis. Section 6 reports on results from evaljis.o 1ohots are deployed quickly in a environment that is
ating our system in simulation through a comparison i\ nown and hostile, hence it is not possible to assume
anoltherlgompet!ng de5|gr;1n. We alsodpr(_)vu?le resﬁltsbfz%ything less than the worst case. Other potential applica-
rea V\’I(_)r exp_enments SI (:jwmghour esign 2 ap;p Ica '_'EYons are remote surveillance [4] or planetary exploration
to reality. Section 7 concludes the paper with a disCussig} o6 5 set of autonomous mobile robots collaboratively

explore the surface of a distant planet, relaying teleme-
. . try information to one or more orbiting satellites part of

2 Problem DlagnOSIS the inter-planetary Internet [10]. Here it is necessary to

assume the worst case, because there is no way to easily
In this section we diagnose the problem of Internet cochange the system after deployment. Another motivation
nectivity in MANETS to provide the necessary input ifior a challenging scenario is that a design for such a sce-
order to define our design space. Our diagnosis is basaglio also works in less stringent ones, but the same might
on an as challenging scenario as possible, without bemaf be true for a system designed for less stringent sce-
unrealistic. That is because the design space is definedbyios in the first place and hence would be limited in its
all possible design solutions and a more challenging seg@plicability. We now motivate each of the assumptions
nario means more solutions. We start by decomposing hhd and describe their implications on the sub problems
problem of Internet connectivity in ad hoc networks intd), ii) and iii) above.



Multiple Gateways. Since every node is a potentiabffer optional functionality for flexibility, for example,
router and there is no sole administrator, a node might absloiting multiple gateways for the purpose of multi-
be a gateway. Any node with an Internet connection colidming or load balancing. Before defining our design
potentially offer that service to other nodes in the ad hgpace for Internet connectivity in MANETSs we review the
network if it so wishes. Multiple gateways have implicarelated work in the context of the problem diagnosis.
tions for problem ii) in that discovering several gateways

gives the option to either select one gateway at a time

or use several at once. For iii) in that a TCP connecti& Related Work

might break if the forwarding state is suddenly re-pointed

to another gateway somewhere along a path without Y& classify related work in two main categoriesiriter-
explicit knowledge of the source of the connection. net draftsthat describe a system framework or protocol.
Some drafts that we have reviewed are outdated and are

Mobility. For the second point we argue that nod nso longer easily found. They are therefore not addressed

might be (micro) mobile within a MANET, but they ere. _2) Publications presenting amaluation of a sys-
tem either a new or one from category 1. These almost

should also be able to seamlessly move between different; . : .
MANET db bile betw MANET %( lusively focus on evaluating the overhead of different
s and be (macro) mobile between a aNfhobile IP agent or gateway discovery approaches in sim-

the Internet. The latter assumption might require, e. lation. Since this is not the focus of this paper, we leave

Mobile IP [14] and hence integration with the Internemost of them out.

connectivity system. The mobility assumption also haSBoth categories have in common that the designs gen-

implications on i) and iii). Agent registration must match . . .
. .. erally have not been implemented, except sometimes in
that of the currently used gateway and if a route switches . ; .
. S|mtulat|0n. Code is almost never available. Therefore
to another gateway, the source nodes using that route

e ) . y are hard to evaluate and the details of each system
be notified so that they can re-register with the new agenty o grasp. We now review the categories in order
there. ' '

Routing. The mobility assumption implies a routin93'1 Internet drafts

protocol that reacts swiftly to topology changes. The ingelding-Royer et al. propose Globalv4 [5], which inte-
plications of reactiveness for problem ) are that the protgrates Mobile IP with the AODV routing protocol. Glob-
col only maintains a partial network state (routes to actig®,4 assumes flat addressing and hence a destination’s lo-
destinations only). Therefore, in combination with prefiXcation is determined by a local flood. If no route reply is
less addressing, there is no way to easily determine neggeived from the local search for a destination it is as-
locations, i.e., whether a node is located in the MANEJumed that the destination is on the Internet. Delay is an
or in the Internet. For ii) it is important that the Internegpvious concern for this approach. In addition to flooding
connectivity design supports reactive gateway discoveyye network for determining node locations, gateway dis-
The partial network view of the routing protocol in comgovery is performed either by flooding the network with
bination with hop-by-hop forwarding is a problem for iii) an agent solicitation, or by having the gateway periodi-
Each hop on the forwarding path runs the risk of repeaklly flood the network with agent advertisements. We
ing the problem of determining node locations for evefind the latter approach odd considering the reactive rout-
packet. ing. Since Globalv4 is targeted towards integration with
Mobile IP it implies that there might be multiple MIP

Addressing. Prefix-less offlat addresses is a commoragents in the network acting as gateways. Therefore, we
assumption in the ad hoc network research communiityd it surprising that the routing approach taken is hop-
and is a requirement for macro mobility. A node shoultdy-hop and hence there is no way to enforce that data
in line with the Mobile IP specification, be able to bringpackets are routed through the same gateway as a node
its preconfigured home address into the ad hoc netwdslcurrently registered at. That is because the routing pro-
and use it for routing. Hence, there is no common prefixcol only cares about shortest paths and if another gate-
among nodes and the ad hoc network is flat in both a rowiay suddenly is closer, the routing might update to reflect
ing and addressing sense. As mentioned above, this that. This update might go unnoticed by the source node
implications for problem i) in combination with reactivef it happens on an intermediate node on the path to the
routing. Using a proactive protocol or prefixes/subnegsteway. We expect that this mismatch might occur occa-
solve the problem since node locations can be determisémhally until the views of AODV and Mobile IP are the
either by checking the routing table or by examining tteame again. We have found no available implementations
IP address prefix of the destination address. of Globalv4.

In addition to the functionality for operation in the One of the most established Internet connectivity pro-
worst case scenario, an Internet connectivity design coplosals are Globalvé by Wakikawa et al. [19]. It is an



Internet draft targeted towards IPv6 networks for botiot suitable for ad hoc networks using reactive routing.
reactive and proactive routing protocols. In Globalv&atanchandani et al. suggest in [16] a similar solution
nodes use one link local (MANET) address and one glaio- MIPMANET. However, they also study the efficiency
ally routable address for communication with the Inteof agent discovery and suggest a hybrid approach where
net. Intuitively this would double the overhead in ththe TTL of agent announcements is used to limit propa-
MANET because of the nodes’ dual identities. Gatewagation to a n-hop neighborhood. Nodes further away need
are discovered through solicitation or gateway advertige-send agent solicitation messages to discover agents. In
ment floods. In addition to this nodes must also flood tlsenulation they experimentally derive an optimal TTL for
network once more to determine node locations in cabés approach.
of reactive routing. Forwarding to a gateway is done us-Gateway discovery in on-demand MANETSs is studied
ing the extended default route concept that we later de-[7], where Engelstad et al. examines problems with
scribe in section 4.3.2. This concept gives raise to a nugateway proxy route replies in the presence of Network
ber of problems, such as cascading route requests [¥8]dress Translation (NAT). They find that tunneling to
mismatching route state in nodes and more. Only few gditeways is one way to avoid race conditions from proxy
these problems are addressed in the draft. The detailsmfte replies when there are multiple gateways. This is in
these problems are explained and discussed in section Hn&.with our findings as well.
Despite being one of the most established proposals foEngelstad, Tannesen, Hafslund and Egeland [8] study
Internet connectivity, we have only been able to find reffaternet connectivity in multi-homed proactive ad hoc net-
erences to one available implementation of Globalvé [9Jorks. They also suggest tunneling to gateways for proac-
It is for the ns-2 simulator and implements parts of &ive routing and in particular to achieve multi-homing.
early draft. The routing protocol’s global view of the ad hoc network
Jelger et al. [11] propose a system that ensures pmeakes it easier to support Internet connectivity.
fix continuity for MANETS that connect to the Internet
through one or more gateways. All gateways announce .
their prefixes into the ad hoc network. Nodes carefuy Design Space for MANET Inter-
select addresses within the prefix of, e.g., the closest gate net Connectivity
way, creating disjoint stub networks that share the same

prefix. These stub r)etworks contain a rogting tr_ee SUEPthis section we explore the design space of MANET
that nodes can restrict themselves to storing a single g6 het connectivity to get a better understanding of the
fault route. Such a system works best with proactive roWices and trade-offs that are available for system de-
ing protocols and low network mobility. It uses IPV6 andigners Taple 1 shows the system elements and respective
targets specific scenarios where prefix continuity is ”H'esign choices that make up the design space. What fol-
portant (e.g., Hot-spot operators). The focus of JelgejRys is a discussion of each of the elements, their design

work is a complement to other Internet connectivity S0lypgices and their applicability for the scenario described
tions and lies outside the scope of the work presented in.qtion 2

this paper.

4.1 Determining a Node’s Location

3.2 Evaluations of Systems o .
The problem of determining a node’s location can be han-

Sun et al. describe in [17] a system that looks similar tibed in different ways. If the MANET nodes share a com-
Globalv4 (note the author overlap). They examine the efion prefix or if the nodes have a global network view
fect of varying the Mobile IP agent beaconing interval fqe.g., as in proactive routing) they can determine node lo-
different network sizes. They also study the performancation by looking at the prefix of the destination or by
in terms of average packet latency and AODV overheanvestigating the routing table. However, for our sce-
Similar solutions for integrating MIP with ad hoc netnario there must be an efficient way to handle node lo-
works can be found in [18, 20]. cation. One approach suggested by Jonsson in [12] and
Jonsson et al. studies in [12] the integration of MdAakikawa in [19], is to flood the MANET with a route

bile IP in MANETs. They describe a system calletequest. The lack of replies can be used by the source
MIPMANET where Mobile IP is adapted to work withnode as an indication that the destination resides in the
MANETSs running the AODV routing protocol. Tunnel-Internet. This approach has obvious efficiency issues and
ing from ad hoc nodes to the foreign agent is proposediasreases the delay of route establishment.

a way to achieve default route like behavior. However, A more efficient approach than timing out on the route
the main result presented is the effect of using unicastuest is suggested by Broch et al. [6]. A gateway could,
or broadcast transmissions for periodic agent advertigeresponse to a route request, send a proxy route reply to
ments. We believe that periodic agent advertisements signal that it can route to the requested destination. This



| System Element | Design Choice |

Node location Prefix, flood, gateway, global view

Gateway discovery  Advertisement, solicitation, hybrid, integrated
Direct Indirect

Forwarding host route, default routefunneling, source routing

Table 1: Design Space for MANET Internet connectivity.

is analogous to the functionality of proxy ARP, but overarding to multiple gateways.
multiple hops. To use the proxy-signaling, the gateway

must determine that the destination is not in the ad h .

network. This can be done in different ways, includingsz3 Forwarding
flooding the network with a new route request, by keepimthe forwarding approach employed in a MANET plays a
a list of currently known active nodesisitor list) or by crucial role for the flexibility of an Internet connectivity
pinging the destination on the gateway’s network interfagesign.

attached to the Internet.

4.3.1 Direct Forwarding Strategies

4.2 Gateway Discovery The direct forwarding strategies always do “shortest path”

Gateways provide a service to other nodes in a MANI_—j.(FW.a rd|_ng and do not diverge fro.m_ th? deff”‘“'t path. T_he
implications of Internet connectivity in this context is

in that they offer Internet connectivity. Therefore, gat?ﬁat forwarding is performed towards a destination out-

way discovery share similarities with service d|scove%(_je the domain of the MANET. Direct forwarding is typ-

in general. Two approaches dominate; service solici ; )
. . . ICglly done hop-by-hop over a transient forwarding state
tion and service advertisement, but there are also hyhri . o2

L . .7 Installed in nodes between a source and destination. In
ones that are a combination of both. A service solicit;

tion corresponds to the reactive routing approach wh ﬁgg design space of MANET Internet connectivity we find

nodes request information on-demand when needed. g mamn approaches to do forwarding to gateways:
service advertisement approach in turn corresponds to the
proactive approach, where the provider of the service, tpst Routes A host route is a distributed state installed
this case the gateway, regularly advertise its services ifit all nodes comprising a path and consists of a number
the network. In the context of MANETS there are olf consecutive mappings between a destination and a next
vious trade-offs with these two approaches. It does ftp. There is one set of mappings for each destination
make sense for a reactive MANET to integrate the advéd hence there is no aggregation. Since the state is dis-
tisement approach and in the same way it does not méfiteuted it is possible to do local changes to the state and
sense for a proactive MANET to use the solicitation apence the path without all nodes on the path being aware
proach. of it. This also leads to a problem in the context of mul-
Since a gateway in a MANET is just another ad hdiP'? gateways. It is not possible for end-nodes tq enforce
node, the most efficient design would be to integrate tAdlich gateway a route goes through. We described how
gateway resolution process with that of path resolution S affects Globalv4 in section 3.
the routing protocol. The proxy gateway approach de-
scribed in the previous section is an example of suctDafault Routes The common notion of a default route
design. is that from a Local Area Network (LAN) where it is a
Another design consideration is gateway election whewuting table entry pointing to the first router in the In-
there are several to chose from. Election can take plaemet. It represents the default next hop to send packets
either at the gateways or at end-nodes. In the proxy ap-that do not match any other explicit entry in a host's
proach, gateways can selectively reply to route requesisating table. In contrast to a host route entry, which
depending on specific policies. A network operator mightatches only one destination, a default route provédes
not want to announce its gateway services to some nodgegationas it can map a number of destinations. In a
or an overloaded gateway might stop replying when thANET, where there may be several gateways located
load reaches a certain threshold. Using end-node electimultiple hops away, the default route concept is not as ap-
it is possible for nodes to use heuristics to chose a ggtieable as in a LAN. There are two main issues: 1) The
way, for example, depending on spatial proximity, load, default route can only express the next hop, hence it is not
even to chose several gateways for multi-homing or lopdssible to associate a specific gateway with the default
balancing. However, the MANET must also support foreute (Figure 1). 2) With reactive routing the aggregation



provided by the default route is lost because the lack ofi8.3 Indirect Forwarding Strategies

routing table entry for the destination cannot be taken as . . . .
%g indirect forwarding strategy is one that allows non-
S

ortest path forwarding of packets. This is useful if a
source node wants packets to traverse a specific point on
the way to the destination. This point can be, e.g., a proxy,
Mobile IP home agent or in the case of MANETS a spe-
cific gateway. The reason to specify a gateway to traverse
4.3.2 Extending the Default Route Concept is that the gateway might have state, e.g, in the case of be-
ing a NAT or Mobile IP agent, that the source node is de-
There are some suggestions how to extend the defgdhdent upon. Hence, if the route to the Internet switches
route concept for use in MANETS. Figure 1 shows an ey another gateway without the knowledge of the source
ample routing table for a node three hops from a gatewigyde, the connections that node maintains to the Internet
with addres492. 168. 1. 1. will break. The main way to achieve indirection is by us-
ing source routing or flow based routing (as in MPLS).
Destination |NextHop |HopCntl |Destination |NextHop |HopCnt  Another way is to use encapsulation, i.e., tunneling. In
22355_'22530,15132}2;,?;23 . 2231562311 §§§§§§ f this section we will focus on tunneling since it has the
default 63.3.5.23 3 66.35.250.151default - benefit of enabling hop-by-hop forwarding to achieve in-
dofaut 197068113 direction by encapsulating the packet in an extra IP header
@ (b) i . . . .
that specifies the indirection point. Figure 2 shows tunnel-
Figure 1: Two examples of routing tables using a defalll® between a source node and.a ggte\_/vay in a MANET.
route. The packets for the Internet destination is decapsulated at
the gateway.

a sign that a packet should be sent on the default rou
This can lead t@ascading route requests mentioned in
section 3.

In (a) the default route is used without modification and
maps to thenext hop(63. 3. 5. 23). Note that there is no
explicit entry for the gateway and hence there is no way
for this source node to know which gateway the default
route leads to. In section 2 we explained that this can lead &=
to interrupted connections. In (b), suggested in the Glob- /
alvé proposal [19], the default route maps to aeway
address which in turn is used to find out the correspond-
ing next hop. Here it is possible to know which gateway
the default route leads to. However, this mapping state
must also be consistent at each hop to the gateway. Bpifjure 2: With tunneling the gateway becomes an indi-
(a) and (b) need an extra host route entry for the destinaetion point. Packets for the Internet are encapsulated
tion to avoid subsequent route discoveries with reactiwgth a gateway’s address and can be “locally” routed in
routing protocols. This state is installed when the nodee MANET between the source and gateway. Tunneling
receives a route reply. in the reverse direction is not necessary since the destina-

Although frequently suggested in related work, we firfgpn will then be a node in the MANET.
from our analysis that a default route is a concept that . ) _ .
maps badly to MANET routing. The main reasons for 1N€ obvious downside of a tunneling approach is the
this are: 1) With reactive routing the network must stifveérnead and potential complexity of the encapsulation.
be flooded to determine whether a destination should 'B8Wever, tunneling also provides a number of benefits
associated to the default route. 2) The extra host rofftgt We describe below:
state 'Fhat is associqted with the dgfault rpute removes the Protocol transparency. The tunneling concept is
benefit of aggregation and combined with 1) the whole
point of a default route is lost. 3) The host to default route
mapping state needs to be replicated on all nodes between
source and gateway. If the default route changes to in-
clude new intermediate nodes, those nodes must also be
updated with all the host route state associated with that
default route. We refer to this problem as 8gtate repli- e No cascading route requestsCascading effects are
cationproblem and show in section 6 that this can lead to  not a problem with tunneling because only the source
erroneous routing. 4) The extra mappings in the routing node and the gateway need to know about the desti-
table adds extra overhead to the lookup process. nation in the fixed Internet. Inside the ad hoc net-

transparent with existing routing protocols. The min-
imum required modifications are extra routing table
states in the source and gateway nodes which do not
affect the protocol. There is no need for new state or
routing modifications at intermediate nodes.



work Internet packets are explicitly addressed ford4 Discussion

gateway. The analysis of different approaches in the design space

e Route aggregation. Tunneling achieves route ag-of Internet connectivity provides a good starting point for
gregation at intermediate nodes since all Interngtstem designers to better understand the trade-offs and
destinations are encapsulated by gateway addregw@blems. We believe this is important to construct more
instead of one entry for each destination which is thiebust, efficient and clear designs that are easy to imple-
case for host routes and default routes. ment and in the end applicable to reality. There are also

o ) other things to consider in the design space that provide

* Stability. Once a source node has configured a tUgsimizations or flexibility in addition to robustness. One
nel to a gateway, that tunnel will not be diverted 19, »ynje is the ability to support multi-homing. Today it
another gateway unless connectivity with the gatgr (ot yncommon that mobile devices have more than one
way IS completely lost. In that case thg source Nodgyork interface to connect to the Internet through differ
will be notified ar_ld can take proper actlor_15. FOr €%t access networks. For example, a laptop may have both
ample, to re-register at a new gateway in case esprs and a WiFi interface. These multi-homed devices
source node is using Mobile IP. could route packets over both interfaces at the same time

e Multiple gateways. Source nodes can maintaif® a_chieve smpoth hand—oyer or load balancing. Or,_ in
routes to multiple gateways for fault tolerance arf@ulti-homed sites there might be only one network in-
load balancing. Tunneling allow Internet traffiderface, but multiple gateways in the same network. For
bound for different gateways over a common intefimilar reasons, connections to multiple gateways might
mediate hop, which is not the case for default rouft¢ beneficial.
forwarding (see Figure 3). Redundant tunnels can be

g - - — 5 A Design for Internet Connectiv-

v-N v g—gﬁ/é ity in MANETS

< é ¥ é é In this section we describe our design of Internet con-
(@

® © nectivity that builds on the design space analysis. We

) _ ) _ use AODV as the reference routing protocol to base our
Figure 3: Multiple gateway support: () A default rout§ggjgn on, because it matches the targeted scenario pre-

points to only one gateway at once. (b) With tunnelingyteq in section 2. We chose tunneling for our design
two nodes can share an intermediate hop while still majflsc4se of the benefits described in section 4.3. For the
taining tunnels to different gateways, (c) or one node cgfj;pose of the analysis of our design we also integrated
have tunnels to two gateways at once. default route forwarding as a reference in the comparison

. . in section 6.
used as as backup routes if the connectivity to one

gateway is lost. This principle will avoid route re- . )
quest floods for all its current Internet destinations &t 1~ Implementation Details

connectivity loss. Furthermore, tunnels to multiplgse chose to implement the same type of gateway discov-
gateways are useful when a node wants to do a g, and route setup mechanisms for both default routes
hand-over between gateways. and tunneling, so that a comparison would be as fair as

o Efficient forwarding. In terms of routing table look- Possible. We adopted a proxy RREP solution (as sug-
ups, tunneling is more efficient than the extended ¢&€Sted by Broch et al [6]) where the route discovery pro-
fault route counterpart. A source node needs to p§edure of AODV is slightly extended to unify gateway dis-
form two look-ups in the routing table. On intermeSOVery and route getup. This m.od|f|cat|on integrates _weII
diate nodes, only one regular look-up is needed. with AODV'’s reactiveness and is backwards compatible.

A node initiates a route discovery by flooding the network

There are other potential optimizations that can kbéth RREQs as it would normally do when it does not
achieved with tunneling, usually with the trade-off that have a route to a destination. A gateway that receives this
requires more tight integration with the routing protocoRREQ determines address locality (i.e., whether the desti-
For example, Intermediate nodes could be made gatewayion is an Internet host or an ad hoc node) and will send
aware. An extra flag can be used to mark gateway routeRREP to the ad hoc source node if the destination is an
in the routing tables. This can potentially avoid route réaternet host. The address locality check at the gateway is

quests if the source node directly can determine thatiitsplemented through a prefix check or using a visitor list.

own packets should be tunneled to the Internet, e.g., Dye gateway’s proxy RREP carries an extra AODV ex-
using a local prefix address. tension with the IP address of the requested Internet host



for which an ad hoc network node issued a RREQ. Theth default routes and tunneling. We chose to evalu-
RREP itself looks like a response to a RREQ for the gatete gateway forwarding in network scenarios where we
way. This extended RREP is used to configure the defadale the number of nodes from 10 to 20 mobile nodes,
route or tunnel state at the same time as the gateway rantegementing by two at a time. Two gateways are used in
is configured. the simulations. We keep node density fixed at 20>

In the source node’s routing table, gateways are markeatles pem?. Thus, the area size (with an x:y ratio of
with a Gflag. Although not used for any purpose at thi%:2) grows with increased number of nodes. We found
point, this flag could be used to indicate backup tunnélss density to be a good balance between network size
for faster hand-off. The RREP extension received froamnd number of nodes. We have one mobile node per
the gateway is used to configure an Internet host entry 228 m square (the two gateway nodes excluded) and with
the source node only. This entry points to the gatewalye default ns-2 transmission radius of 250m (using the
is marked with anl flag and has a limited life time. It“TwoRayGround” model), we have reasonable coverage
maps fixed Internet addresses to the appropriate gatewayndicated by the performance figures. With a fixed den-
addresses and represent tunnel entries. Our tunnelingsafy; routes on average are likely to be longer as the num-
proach has been integrated into the AODV-UU [1] implédser of nodes and area size increase. This allows us to eval-
mentation. This code runs in both in simulation (ns-2jate forwarding behavior with increasing path length. The
and on Linux systems. For the Linux version we use Miad hoc nodes move in the simulated area according to the
imal IP encapsulation (RFC 2004), which translates to esndom waypoinimodel with a max speed of 28/s. We
overhead of 8 bytes for each data packet sent througreadomly generated 50 movement pattern files for each
gateway. We chose to implement default routes accoritwork size (i.e., number of nodes and area size). One
ing to the Globalv6 draft [19]. Routing tables look likenovement run lasts for 200 seconds. These 50 patterns
the one in Figure 1 (b). Host route entries on intermedikere used for all experiments with default routes and tun-
ate nodes are necessary to avoid cascading route look-npting to ensure that the results were comparable. Per-
As an option we have also implemented a feature to sonfi@mance averages were taken over all 50 runs for each
times drop conflicting RREPs that want to update a routetwork size and forwarding strategy.
to a new gateway. We show in the evaluation that this

improves the performance of default routes, but does not
solve all the problems. 6.1.1 CBR Performance

Some optimizations still remain. At this point th?n our first experiment we examine CBR performance be-

tunneling implementation dges _not support Interm_ec_ilaéguse the traffic is predictable and there is no feedback
node reply for Internet destinations. Another Optlmlz%op i.e., no acknowledgments like in TCP. This also

tion would b? to_enable the use of backup tunnels_. 'Al‘Heans that it does not matter to which gateway the traffic
Internet destination marked with dnflag, could easily .

b inted to th t active t L that ked is forwarded, since there is no return traffic. We would
€ re-pointed o the next active tunnet that IS marked Wiglhts .o fore not expect dramatic differences between strate-
a Gflag, without the need for a new RREQ flood.

gies. Two CBR sources, sending 512 byte packets at a rate
of 10 per second, is randomly selected among the ad hoc
6 Evaluation nodes. They will start to communicate with a host on the
fixed network by randomly choosing one out of two possi-

In this section we compare two Internet Connectivity d@]e The CBR sources start 5 seconds into the simulation
signs with a focus on forwarding strategies. We preseHtd continue until the end at 200 seconds.

simulation results that compare the performance of dedn Figure 4 we see a comparison of aggregated deliv-
fault route and tunnel forwarding using constant bit ragfy ratios (data packets received divided by data packets
(CBR) UDP traffic and (FTP) TCP traffic. We show thafansmitted) for tunnel forwarding and default route for-
tunnel forwarding constantly performs better than the d&arding. Although the variance for each point in the di-
fault route route counterpart. The simulations provide t@gram is quite high, the differences between curves are
main result of this paper. We then continue to preseiignificant. The variance is caused by the randomness
results from our experimental testbed. The purpose isifiomovement patterns. As can be seen from the left fig-
provide a proof-of-concept of how the tunneling approattie the delivery ratio decreases with the number of nodes.

can function together with AODV and Mobile IP in a real his is expected since the number of hops to the gateway
system. will also increase with the size. Hence will the probabil-

ity of connectivity loss also increase with hop length and
consequently the control traffic will increase to handle the
losses. This overall pattern occur in all our measurements.
We usens-2 version 2.26 and the ns-2 AODV-UU im- We note that tunnel forwarding consistently achieves
plementation of AODV. We have gateway forwarding fdoetter delivery ratio than the default route approach. Our

6.1 Simulations
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Figure 4: CBR Delivery ratio and normalized control traffiechead using 2 CBR sources and increasing path lengths.

hypotheses is that the default route solution occasionechanism just to simplify the set-up. For other parts
ally suffers from the state replication problem (incorhectMobile IP works as specified. Whenever a mobile ad
replicated or missing state on the nodes along a deféhdt node selects or switches gateway it will register with
route). If there is missing state, the AODV protocol wilthe agent at that gateway so that return traffic is delivered
send a route error message to upstream nodes to invalidadee.

their default routes and force them to be rediscoveredfFor this experiment, our scenario’'s two gateways are
This would explain the larger amount of control messagesigned as Home Agent (HA) and Foreign Agent (FA),
overhead of default route forwarding compared to tunneéspectively. The scenario configuration otherwise re-
ing in the right graph of Figure 4. It is likely that missingnains the same. We created two FTP sources. The aggre-
state is more frequent when we have more nodes angaged throughput of these two is limited by the gateway
larger simulated area, thus on the average longer routegpacity.

The delivery ratio in Figure 4 supports this view, since the |, Figure 5, we see that the expected drop in per-
gap between tunnel forwarding and default route forwargymance with the number of nodes, caused by the in-
ing increases with more nodes. To verify our hypothesggased probability of losing connections. When com-
we changed the AODV implementation so that it alwaysyring strategies we see that tunnel forwarding constantly
forwards packets on a configured default route. This Wilthjeves a higher TCP throughput than default route for-
work because we only have traffic for the two fixed hosfgarding. The lower throughput for default routes is likely
and it provides a reference for how default routes showlg,;sed by a change in the default routegateway map-
work W_ithout state replication_problems_._ However, thi&ing somewhere on the path to a gateway without the
“hack” is not useable in real life. To mitigate the probsgyrce node being notified. Consequently, the source
lem of not being able to enforce the usage of a partiGisge never registers at the new gateway and the acknowl-
lar gateway, the modification also drops route replies tr@dgments might be lost, resulting in a TCP timeout.

ry to reconfigure an e_xisting defaqlt route to poi_n_t to an” The TCP goodput (ratio of TCP packets successfully
other gatev‘\‘/ay. The S|mulat|0rls W ith th_ese modificatiof§ i ered to the total number of TCP packets transmit-
are called d_e_faul_t route mod.” in the flgures ar_ld sha d) in the right figure and the control traffic overhead
that the modifications brmg the CBR delivery ratio muc, Figure 6 supports this view. Surprisingly, the good-
closer to tunnel forwarding as expected. put of tunnel forwarding is slightly lower than that of de-
fault route forwarding. Although the difference is small
6.1.2 TCP Performance enough to fall within the error margin, one explanation
is that with less timeouts for tunneling it will send more
For TCP it is important that the return traffic (i.e., the agackets than default route and thus also retransmit more
knowledgments) from the fixed network is sent througiackets. This would reduce the goodput of tunneling
the same gateway as the forward traffic. Otherwise T@Hiile it still has a higher throughput than default route. At
acknowledgments might get lost in case they are sent ttha same time, default route forwarding is not retransmit-
gateway which does not have connectivity with the sourtieg that much, indicating that the decreased throughput
node. To support this we modified ns-2’s Mobile IP ts caused by timeouts. Control traffic is also likely to in-
work with the AODV implementation. Mobile IP’s agentrease, since with tunnel forwarding, AODV spends more
discovery was removed and replaced with AODV’s RREfime delivering packets than idle in timeouts. In combi-
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Figure 5: TCP throughput and goodput using 2 TCP sourcesmnedsing path lengths.

nation this will give less goodput for tunneling. Interesthroughput is caused by timeouts and whether dropping
ing is that the modified default route forwarding does nobnflicting route replies solves the problem. We con-
show a similarly strong improvementin this experiment atructed a scenario where the routing protocol is subjected
in the CBR case. This is in line with our assumptions thet frequent gateway changes. A mobile node (MN) com-
default route forwarding does not work well with TCP imunicating with a host on the fixed network moves back
multiple gateway scenarios. We will explore this issuand forth, forcing change in connectivity between two
further in the next section. gateways (a HA and a FA). Connectivity with the gate-
ways are always possible through intermediate nodes so
that the hop count to the closest gateway is always three.
This scenario was created to mimic the experimental setup
In section 4.3 we described the inability to “track” gatewe have used for our real world experiments presented in
ways with both host routes and default routes. With Mgection 6.2. Figure 8 illustrates this scenario.

bile IP, return traffic should be sent to the gateway atMN will initiate an FTP file transfer to the fixed host at
which the ad hoc source node is currently registered. il start of the simulation and lasts 200 seconds. During
this is a different gateway from the one that forward trafhis time MN will move back and forth twice, with equal

fic is sent over, the TCP acknowledgments might be stugénnectivity to both gateways at times 25, 75, 125 and
there if there is no alternative path. This could explaiys seconds. Thus a gateway change should be triggered
why TCP with default route forwarding seems to spengtound those times. The other nodes remain stationary
more time idle in timeouts. and will forward traffic to and from the gateways.

Figure 7 shows a TCP sequence number trace of a sim-
ulation run. In this scenario we expected to see time gaps
y in between sequence numbers corresponding to hand-over
- | Default routes mod. ¢ /o points. Tunnel forwarding reaches the highest sequence
- /o number at 200 seconds. There are expected gaps for tun-
L neling during gateway changes, but they are not so vis-
| e P ible due to random effects on TCP. The unmodified de-

- fault route forwarding on the other hand has two long pe-
riods where there are no packets sent at all and TCP time-
outs. The first timeout corresponds well to the time of the
first gateway change and the other with the third gateway
‘ ‘ ‘ ‘ ‘ change. It seems as if traffic is only forwarded over one

8 10 12 14 16 18 20 Of the gateways (the home agent).
Number of mobile nodes We wanted to find out the exact cause of this behav-
ior and therefore examined our log files. We found the
Figure 6: Normalized control traffic overhead in TCP scésllowing explanation: With unmodified default routes,
nario. route replies from both gateways at hand-over installs
conflicting state, updating the gateway mapping on in-
We wanted to verify with an experiment that the lowermediate nodes while not propagating correctly to MN.

6.1.3 Maintaining Consistent Gateway Connectivity
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MN believes the Internet host can be reached through #entium 4 desktop Linux machine. To provide continu-
HA, when in reality the packets are forwarded through tlveis reachability for the MH, Mobile IP is used to redirect
FA. Since the forwarding to the fixed host still works, MNhe MHSs return traffic whenever it changes its location,
will keep and continue refreshing its default route poinie., registers with a new FA. The HUT Dynamics Mobile
ing to the HA. MN incorrectly concludes that it does ndP implementation [2] was chosen for this purpose. We
have to register at the FA, causing the acknowledgmehtsi to make slight modifications to the Mobile IP imple-
to be lost at HA. This will continue until MN loses thementation to interoperate better with the AODV ad hoc
connectivity to the FA and regains connectivity with theouting.

HA. Thus, TCP will go into a timeout.

Sequence Number Trace
7000

Tunneling -

6000 [ D. route drop RREP *

5000

4000

3000

Sequence Number

ool | Figure 8: Example scenario in our experimental testbed
setup using LinkSys routers. The mobile host (MH) has
1000 - 1 gateway connectivity over the ad hoc network. Commu-
s~ - nication with the correspondent host (CH) is established
oo ey e e through a bidirectional tunnel between a foreign agent
(FA) and the home agent (HA). When a new gateway is
Figure 7: Sequence number trace showing how defadigcovered, the MH re-registers with the FA at that gate-
routes have problems with multiple gateways. way and the bidirectional tunnel is re-pointed to the new
FA.
Modified default routes drop route replies conflicting
with a configured default route. In the resulting sequenceThe integration of AODV and Mobile IP was imple-
number trace we see that this solves the problem as @ented as follows. We disabled all proactive agent ad-
pected. In this isolated case the route reply is the culpMertisements in the FAs. Whenever the MH floods the
However, dropping these conflicting route replies seermgtwork with a AODV route request, the FAs will an-
to have little effect in the general case as we experiengd¢er with an extended route reply (described in the pre-
from the CBR and TCP simulations. Thus we concludgous section) indicating that this Internet destinatian c
that the state replication problem has a bigger impact b@ reached through the FA. Immediately after this reply,

the performance than the gateway tracking problem. the AODV daemon on the FA triggers the MIP daemon
to send an agent advertisement to the MH on the newly

established route. The AODV daemon on the MH will
force its Mobile IP daemon to select the FA that matches
In this section we illustrate the functionality of outhe gateway selected by AODV. When the MH receives
real world implementation of Internet connectivity usinthe agent advertisement it will send a registration message
AODV and Mobile IP. We have already investigated ouio the selected FA that will configure a bidirectional tun-
designs ability to perform well and correctly in simulanel between the FA and the HA. The experimental testbed
tion. The purpose here is therefore to show that our sgenfigurationis illustrated in figure 8. We ran a number of
tem works in the real world as well and can interface wigkperiments using both bidirectional Ping traffic and TCP
Mobile IP to provide uninterrupted TCP connections tide transfers with varying number of hops to the gateway.
the Internet while changing gateway. Due to space limitations we present only one test using
We have implemented an experimental testbed usih@P. The experiment lasts for 60 seconds and during that
our design with tunnels toghether with Mobile IP. Ouime a mobile node moves from one gateway acting as a
mobile host (MH) is a IBM T30 2.0 GHz laptop running-A to another FA gateway while transferring data using
Linux while the rest of the ad hoc network nodes (CHICP to a correspondent host on the Internet, via its home
are IBM T31 laptops also running Linux. The foreigmagent.
agents (FAs) are LinkSys WRT54G routers running the Figure 9 shows the sequence number trace for an exam-
OpenWRT Linux distribution with kernel 2.4.30. All adple run. The time of mobility is identified by the periods
hoc nodes run the AODV-UU implementation with our Inef jaggedness in the trace. The gateway change occurs
ternet connectivity. The Home agent (HA) is a 2.4 GHaround time 35 s, as can be seen by the slight interruption

0

6.2 Experimental Results
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showing the TCP progress while switching gateways.

in TCP’s progress.

7 Conclusions

We have diagnosed the problems of providing Internet
connectivity in MANETSs and from that we have defined ge)
design space. We argue that this is important because In-
ternet connectivity is a very compelling service that has
the potential to increase the benefits of MANETs and

hence their deployment in real life. A design space wil

help other potential designers to better understand the
trade-offs and problems of the different design choices. &
also provides a framework for evaluating existing Internet

connectivity designs.

One important and distinguishing point in our diagno-
sis is that it builds on a scenario that is as challenginﬁ]
as possible. The lack of targeted scenarios for many de-

signs make them hard to understand and evaluate. A c

[2]
(3]

(4]

(5]

designs for MANETSs. From our analysis and the conclu-
sions from the evaluation we believe that our complete de-
sign for Internet connectivity is simpler and more efficient
than other approaches that have not been implemented or
properly evaluated. We have illustrated through experi-
ments how our system can operate robustly together with
Mobile IP in a multiple gateway environment and how
TCP sessions can be maintained while switching between
different gateways.
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