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Modeling Human Physiology: The IUPS/EMBS
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PETER J. HUNTER

Invited Paper

The Physiome Project is an international collaboration to pro-
vide a framework for understanding human physiology, from pro-
teins and cells to tissues and organs, with multiscale models that
use computational techniques derived from engineering and soft-
ware approaches from computer science. With the increasing in-
terest in modeling living systems from research scientists in many
branches of mathematics, physics, and engineering, it is timely to
review what has been achieved, what lessons can be learned from
the efforts so far, and what needs to be done to facilitate the inter-
national collaboration that is essential to the project’s success. In
particular, we review the development of models at spatial scales
from genes and proteins to the whole body, and the development of
standards, tools, and databases to facilitate multiscale modeling.
Some applications of the physiome models are described, including
applications in medical diagnostics, the design of medical devices,
virtual surgery, surgical training, and medical education.

Keywords—Computational biology, computational physiology,
mathematical modeling, Physiome Project.

I. INTRODUCTION

As reductionist biomedical science succeeds in elucidating
ever more detail at the molecular level, it is increasingly
difficult for physiologists to relate integrated whole-organ
function to underlying biophysically detailed mechanisms
that exploit this molecular knowledge. Organ and whole-or-
ganism behavior needs to be understood at both a systems
level and in terms of subcellular function and tissue proper-
ties. Understanding a reentrant arrhythmia in the heart, for
example, depends on knowledge of not only numerous cel-
lular ionic current mechanisms and signal transduction path-
ways, but also larger scale myocardial tissue structure and
the spatial variation in protein expression. The only means
of coping with this explosion in complexity is computational
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modeling—a situation very familiar to engineers and physi-
cists who have long based their design and analysis of me-
chanical, electrical, and chemical engineering systems on
computer models. Biological systems, however, are vastly
more complex than human engineered systems and under-
standing them will require specially designed instrumenta-
tion to measure material properties, databases of models, and
software for model authoring, visualization, and simulation.
Moreover, a quantitative analysis of structure–function rela-
tions across the relevant range of spatial scales (nanometers
to meters) and temporal scales (microseconds to human life-
time) requires a hierarchy of models in which the parameters
of a model at one limited spatial or temporal scale can be
linked to a more detailed model of structure–function at the
level below [19], [20], [33]. Note that a model-based anal-
ysis of human physiology will also facilitate the quantitative
assessment of human pathophysiology via changes in model
parameters at all spatial and temporal scales [6], [39].

The project will require substantial international and in-
terdisciplinary collaboration. Here we outline a framework
for handling the hierarchy of computational models, and
associated experimental data and publications, which will
help integrate knowledge at the genomic and proteomic
levels into an understanding of physiological function for
intact organisms. The endeavor is called the “IUPS/EMBS
Physiome Project” to emphasize the oversight role of both
the International Union of Physiological Sciences (IUPS)
and the IEEE Engineering in Medicine and Biology Society
(EMBS) in the project.1 A brief historical background to the
Physiome Project is given in Box 1. Note that the focus on
computational physiology is the distinguishing feature of
the Physiome Project but that it also encompasses the area
commonly referred to as systems biology, which includes,
for example, subcellular signalling cascades, metabolic
pathways, and gene regulation networks [10], [32], [52].

1IUPS: [Online]. Available: http://www.iups.org. EMBS: [Online].
Available: http://www.embs.org. The IUPS Physiome Project is run under
the auspices of the IUPS Physiome and Bioengineering Committee and the
EMBS Physiome Project Technical Committee.
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The fact that we can even contemplate building a “vir-
tual human” based on models of structure–function relations
across multiple spatial scales, is the consequence of many
developments, including the following.

1) 50 years of research in molecular and cellular biology
that has given us an extraordinary knowledge of subcel-
lular processes including the sequence of nucleotides in
the human genome.

2) An understanding of nature’s physical conservation
laws (conservation of mass, momentum, heat, charge,
etc.) and how to apply these laws to deformable, con-
ductive, and diffusive materials.

3) The computational power of modern computers,
together with 50 years of numerical algorithm develop-
ment such as the finite-element method and multigrid
methods.

4) The development and wide availability of remarkable
medical imaging devices such as NMR, MRI, CT, ul-
trasound, MCG, etc., that can yield detailed information
on the structure and function of an individual patient.

5) The internet and the powerful tools (e-mail, Web
browsers, etc.) of the existing World Wide Web and the
coming semantic Web2 for rapid access to information
and for international collaboration.

Box 1. Brief History of the Physiome Project.

The concept of a “Physiome Project” was presented
in a report from the Commission on Bioengineering
in Physiology to the IUPS Council at the 32nd
World Congress in Glasgow, U.K., in 1993. The
term “physiome” comes from “physio” (life) +
“ome” (as a whole), and is intended to provide a
“quantitative description of physiological dynamics
and functional behavior of the intact organism” [1].
A satellite workshop “On Designing the Physiome
Project,” organized and chaired by the Chair of the
IUPS Commission on Bioengineering in Physiology
(Prof. J. Bassingthwaighte), was held in Petrodvoretz,
Russia, following the 33rd World Congress in St.
Petersburg, Russia, in 1997. A synthesium on the
Physiome Project was held at the 34th World Congress
of IUPS in Christchurch, New Zealand, in August 2001
and the Physiome Project was designated by the IUPS
executive as a major focus for IUPS during the next
decade. The author was appointed Chair of the Physiome
Commission of the IUPS in 2000, and is now cochair
with Prof. A. Popel of the combined IUPS Physiome and
Bioengineering Committee. A Technical Committee of
the IEEE-EMBS is currently being established to manage
the involvement of EMBS in the Physiome Project.

II. MULTISCALE MODELING

Engineering techniques are commonly used in the design
of medical devices or analysis of biological systems. For

2[Online]. Available: http://www.w3.org/2001/sw

example, finite-element stress analysis is used for the design
of hip joint prostheses and arterial stents, and computational
fluid dynamics (CFD) is used in blood flow analysis of heart
valves. Mathematical analysis of subcellular systems, such
as metabolic and signal transduction pathways, is similarly
widespread among the mathematical biology community.
None of these applications, however, deal with the multi-
scale, multiphysics modeling characteristic of the Physiome
Project. To illustrate what the Physiome Project is trying to
achieve, consider the multiscale modeling framework shown
in Fig. 1. The heart model is used here as an example but
we also consider the issues relevant to each spatial scale for
other organ systems. The numbered headings below refer
to the steps in spatial scale shown in Fig. 1. Note that all
models must be validated against experimental data and that
the principle of Occam’s razor should be applied: models
should be as simple as possible consistent with the level of
experimental data available but, as Einstein noted, not too
simple.

A. Genes: DNA, Mutations, and mRNAs; Gene Regulation
Modeling

At the smallest spatial scale a segment [Fig. 1(a)] of one
of the 22 (plus sex-linked X and Y) pairs of human chromo-
somes in the human nucleus contains the DNA code for a
particular protein. The full sequence of 3.2 billion A-T and
C-G nucleotide base pairs for the human genome has re-
cently been determined,3 including the approximately 20 000
regions (genes) that code for the amino acids making up a
protein—constituting only about 1.5% of the genome [80],
[81]. Each amino acid (there are 20 types) is specified by
3 base-pairs (a codon) although with 64 com-
binations of A, T, C, and G most amino acids have mul-
tiple encodings. About half of the remaining 98.5% of the
genome appears to code for RNAs involved in gene regu-
lation (turning gene expression on and off) and the other
half is so-called junk DNA. Understanding and modeling this
“hidden layer” may be the greatest of all challenges for the
Physiome Project (see [4], [7], [8], [25], [26], [29], [44], [76],
[82] for references to models of gene regulation and other
fascinating aspects of gene transcription).

When activated by proteins called transcription factors
that bind to DNA, the enzyme polymerase II unzips the
double stranded helix to allow the creation of matching
RNAs within the nucleus—a process called transcription.
Note that the protein-encoding gene transcript contains
noncoding segments called introns that are removed. The
coding segments called exons (expressed sequence) are then
reconnected to create the messenger or mRNA that moves
out of the nucleus into the surrounding cytoplasm. The
exons are in fact often combined in more than one way to
yield several “splice variants”—hence, the number of pro-
teins is likely to be considerably larger than the number of
genes (five splice variants per gene on average would yield

3[Online]. Available: http://www.ncbi.nlm.nih.gov/genome/guide/
human/
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Fig. 1. An illustration of the hierarchy of spatial scales used in the Heart Physiome Project. Fig. 1(b) was kindly provided by Dr. Charles Antzelovitch (from:
The Brugada Syndrome: From Bench to Bedside, C. Antzelevitch and P. Brugada, eds. Oxford, U.K.: Blackwell Futura, 2005, Ch. 1, p. 8, with permission); all
other figures are from the Auckland Bioengineering Institute.

100 000 proteins). The mRNAs are interpreted by ribosomes
(large protein complexes outside the nucleus) to assemble
the chain of amino acids that constitute proteins—a process

called translation. A further sequence of posttranslational
modifications (such as adding sugar groups) is carried out in
other cellular organelles.
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The variations in nucleotide sequence, such as single nu-
cleotide polymorphisms (SNPs), that yield the inherited dif-
ferences between individuals are currently being elucidated4

and the particular genetic defects that are associated with
some human diseases are also being characterized.5 For ex-
ample, the genetic mutations associated with the SCN5A
gene that codes for the sodium channel protein (that is re-
sponsible for the abrupt voltage change in activated cardiac
cells) are shown in Fig. 1(b). Understanding how some of
these mutations can lead to cardiac arrhythmias is one of the
goals of the Heart Physiome Project [5], [16], [17]. The im-
portant point here is that the mutations are only part of the ex-
planation for arrhythmias (or any phenotype for that matter).
Tissue structure and the environmental influence of, for ex-
ample, exercise are equally important.

B. Proteins: Molecular Dynamics and Coarse-Grained
Modeling

A protein on average contains 800 amino acids (1.5% of
3.2 billion base-pairs divided by 20 000 genes at 3 base-pairs
per codon) folded into a 3-D structure that achieves a par-
ticular function such as voltage-gated ion transport in the
case of an ion channel or ligand binding, in the case of a
membrane receptor. The 3-D structures of about 30 000
proteins have been determined, primarily by X-ray crys-
tallography and NMR spectroscopy, and deposited in the
Protein Data Bank (PDB)6 [3]. Another great challenge in
computational biology is to be able to predict the folded
shape of the protein from the sequence of residues and many
efforts are underway to achieve this, not least the IBM Blue
Gene project.7 Massive efforts are also just beginning to
accelerate the determination of protein structures and it is the
long-range goal of the Protein Structure Initiative (PSI) is
to make the three-dimensional (3-D) atomic-level structures
of most proteins obtainable from knowledge of their cor-
responding DNA sequences.8 The other major components
of cells—lipids and carbohydrates—are also being char-
acterized in a comprehensive fashion.9 These large-scale
projects—genome, proteome, lipidome, etc.—provide a
parts list for human biology. A logical next step in this
bottom-up approach is characterizing the interactions be-
tween components. For example, the “reactome” project
is developing a curated resource of core pathways and
reactions for protein interactions.10

Fig. 1(c) shows the atomic coordinates for the sar-
coplasmic calcium ATPase (SERCA) from the PDB data-
base (note the two bound calcium atoms in white) and also
a coarser grained model of structure for the same protein.
Molecular dynamics (MD) models of the atomic structure

4[Online]. Available: http://www.ncbi.nlm.nih.gov/books/bv.
fcgi?call=bv.View..ShowSection&rid=handbook.chapter.1143

5[Online]. Available: http://www.ncbi.nlm.nih.gov/entrez/query.
fcgi?db=OMIM

6[Online]. Available: http://www.pdb.org
7[Online]. Available: http://www.research.ibm.com/bluegene/
8[Online]. Available: http://www.nigms.nih.gov/psi
9[Online]. Available: http://www.lipidmaps.org
10[Online]. Available: http://www.reactome.org

of ion channels, pumps and exchangers, etc., are being
developed that can predict the open channel permeation of
the channels, the voltage dependence of the channel perme-
ability and the time- and voltage-dependent gating behavior.
These models describe the atomic mass and bonded (cova-
lent) and nonbonded (electrostatic, van der Waals) forces
operating on all (or a sizable subset of) atoms in the protein
and then solve Newton’s laws of motion. The covalent
forces can be computed as a function of bond length, bond
angle, and dihedral angle from quantum mechanical (QM)
calculations. Water is usually included in discrete molecular
form or, for greater distances, as a bipolar continuum field.
These models require knowledge of the protein’s atomic
structure, but there are few membrane proteins in the PDB.
Structures are currently known for a few bacterial potassium
channels such as KcsA, KirBac, and KvAP which have close
homology (sequence similarity) in the pore region to mam-
malian K channels [58]. MD calculations, based on about
100 000 atoms in current models, are very computationally
expensive and on current computers are typically run for
periods of only 10 ns [14]. Sometimes homology modeling
is used in combination with MD simulation to generate,
test, and refine models of mammalian K channels based on
bacterial templates [15]. Note that the function of a protein
is determined primarily by its shape (there can be many
alternative amino acid sequences for the same shape) and
the surface distribution of electrostatic charge, together with
the capacity to occasionally form covalent disulphide bonds
(the amino acids cysteine and methionine contain sulphur
groups). Another key aspect of function is the “binding
motif” for a specific interaction site.

A major challenge now is to develop “coarse-grained”
(less detailed) models of these ion channels and other
proteins with parameters calculated from the MD models.
Coarse-grained models should include transient gating
behavior for time intervals up to about 100 ms. Models
of channel kinetics based on whole cell voltage clamp
data—the now-classical Hodgkin–Huxley (HH) equations,
which use ordinary differential equations to describe the
time- and voltage-dependent gating behavior of ion chan-
nels, were developed over 50 years ago for Na , K , and
Cl channels in giant squid axons [28] and over 40 years
ago for cardiac ion channels [51]. The subsequent develop-
ment of the single-channel patch clamp led to refinement
of these models with Markov state variable models [70]
which assign a number of open and closed states for the
gates and the probability of transitions between the states.
One of the challenges now for the Heart Physiome Project is
to derive the parameters of the HH or Markov models from
the MD models via coarse-grained intermediate models as
the molecular structures of these proteins become available.
This multiscale linkage will benefit the understanding of
structure/function relations at both levels.

C. Cells: Subcellular Pathways and 3-D Cell Models

The human body has about 200 cell types often divided
into the following major categories: blood, bone and carti-
lage, cardiac, central nervous system (CNS), epidermal, gas-
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trointestinal, immune, neural, liver, pancreatic, respiratory,
sensory system, skeletal muscle, male reproductive, and fe-
male reproductive cells. The eukaryotic (nucleus containing)
cell is the result of evolutionary development from the begin-
ning of life on earth 4 billion years ago (the earth formed
about 4.8 billion years ago) up to the 10 million year period
called the Cambrian explosion that occurred about 500 mil-
lion years ago. The subsequent evolution of multicellular life
forms, including mammals, has occurred since then, but the
basic cellular machinery appears not to have changed very
much. The primary functions of cells of transport, metabo-
lism, signaling, motility, organizing the cyto-skeletal struc-
ture, and performing the cell cycle are common to almost all
cells across all animal species, a remarkable fact that makes
experiments on yeast cells, drosophila, or mice relevant to
human physiology.

A repository of cell models dealing with many of these cell
functions and derived from refereed journal publications and
encoded in an eXtensible Markup Language (XML) standard
called CellML (discussed later) has been established.11 The
CellML standard includes import mechanisms for building
composite models from submodels using standard ontolo-
gies for naming and linking model components [27]. The
repository has mechanisms for version tracking and model
curation. It contains about 300 models in the following cat-
egories:

1) signal transduction pathway models;
2) metabolic pathway models;
3) cardiac electrophysiological models;
4) calcium dynamics models;
5) immunology models;
6) cell cycle models;
7) simplified electrophysiological models;
8) other cell type electrophysiological models;
9) smooth and skeletal muscle models;

10) mechanical models and constitutive laws.
For the heart physiome, lumped parameter models (i.e.,

without diffusion modeling) of various processes within car-
diac myocytes are now well advanced [Fig. 1(d)]. The com-
posite cell models encompass all the ion channels, ATPase
pumps, and exchangers known to support the cardiac action
potential [49], together with equations governing calcium
transport [62], proton exchange [78], [79], myofilament me-
chanics [34], metabolic pathways [2], and signal transduction
pathways that modulate the phosphorylation state of intracel-
lular proteins [59]–[61]. All of these models are available in
the CellML repository.

Cells are, of course, not homogeneous bags of proteins,
lipids, and carbohydrates, but rather are highly organized
structures with compartments (called organelles) such as the
nucleus (contains the genetic material), mitochondria (site of
oxidative metabolism) and the Golgi apparatus (posttransla-
tional processing of proteins), dedicated to specialist func-
tions. Even within the cytoplasm (the space within the cell
that lies outside the organelles) there is a high degree of or-
ganization. For example, in the cardiac cell shown in Fig. 1(e)

11[Online]. Available: http://www.cellml.org

the proteins governing mechanical contraction are arranged
to slide past one another and are tethered laterally all the way
out to the outer membrane (the sarcolemma). The invagina-
tions of this membrane (the T-tubules) are aligned to com-
municate the membrane voltage changes which trigger the
release of calcium to initiate contraction. Many of the in-
tracellular signalling systems that modulate the activity of
contractile proteins and membrane ion channels and pumps
are confined to 3-D paths through the cytoplasm by the or-
ganized distribution of enzymes (phosphodiesterases) that
break down the “second” (intracellular) messenger cAMP.

The next stage of development of cell models will there-
fore need to take account of the spatial distribution of
proteins within a cell and subcellular compartments, where
second messengers (Ca , IP , cAMP, etc.) are localized
[62]. The spatial distribution of the transverse tubular system
in cardiac myocytes has been measured with two-photon
microscopy [66] and the spatial modeling of proton transport
and buffering in the myocyte is also well advanced [78].
Developing 3-D models at the cellular level will help to fill
the large gap in spatial scales between proteins and intact
cells.

D. Tissues: Fields and Continuum Models

There are four basic tissue types (epithelial tissue, connec-
tive tissue, muscle tissue, and nervous tissue) and each has a
highly organized arrangement of cells. In the case of cardiac
tissue the dominant (by volume) cell type is the cardiac my-
ocyte [shown in Fig. 1(e)] although fibroblasts, which pro-
duce the protein collagen that binds the cells together, are
more numerous. The distribution of collagen through the free
wall of the left ventricle is shown in Fig. 1(f). The organi-
zation of myocytes and collagen is shown diagrammatically
in Fig. 1(g). The myocytes (muscle fibers) are bound into
sheets about three or four cells thick that can slide relative
to one another to facilitate the shearing action that supports
wall thickening in the intact beating heart [42].

The concept of a “field” (the mathematical representa-
tion of a spatially and temporally continuous and varying
quantity) and the idea of expressing nature’s physical laws
via partial differential operators on these fields has been
taken for granted by electrical engineers since Faraday’s
pioneering work on magnetic dipoles and electric charges
and Maxwell’s discovery of the field equations for elec-
tricity and magnetism in the 19th century. Much of the great
accomplishments of electrical and mechanical engineering,
respectively, in the 20th century were built, for the former,
on the sound theoretical basis of Maxwell’s field theory and
quantum mechanics and, for the latter, on continuum me-
chanics. In both cases, however, the theoretical field theory
models had to be supplemented with empirical descriptions
of material behavior which hide molecular or atomic detail
behind approximate “constitutive laws.” For electrical engi-
neering, for example, Ohm’s law gives a linear relationship
between voltage gradient and current flow. The propor-
tionality constant (electrical “resistance”) can be measured
directly and used in the solution of the governing Maxwell’s
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(a) (b)

Fig. 2. (a) Upper: reconstructed volume of rat left ventricular free-wall myocardium. Middle: transmural slice from the reconstructed volume showing a
complex network of cleavage planes which course between myocyte laminae. Lower: the bilinear finite-element geometrical description of the cleavage planes
through the entire rat tissue block, and a smaller midwall subsection. Myofiber orientation is shown on the epi- (epi), and endo- (endo) cardial surfaces. (b) Po-
tential maps for discontinuous model (A), in which current flow is computed around the discretely modeled sheets, and continuous model (B), in which the
spatially varying fiber and sheet axes are included and a continuum representation is used with a conductivity tensor defined relative to these axes. Transmem-
brane potentials are mapped on seven equi-spaced surfaces through the reconstructed rat tissue volume, at 8 ms following midwall stimulation. Isopotential
lines at 5 mV intervals are shown in black. Site of stimulation is shown with black dot at center of volume. The cleavage plane obstacles in (A) lead to a highly
discontinuous form of propagation, which is, however, well approximated by the continuous model. Figures from Hooks et al. [30].

field equation (which reduces to Kirchoff’s current law in
this simple example) without dealing with the underlying
structure of the material. For mechanical engineering the
equivalent is the empirically derived relationship between
stress and strain (or strain rate for a fluid), although in this
case these two measures of force and deformation, respec-
tively, require the use of tensors each with six components
(three components represent forces or deformations acting
normal to the three orthogonal faces of a cube and three
represent the shearing forces or deformations). Field ideas
are of course also highly relevant to continuum models in
biology. An implementation of biological multiscale mod-
eling would be to derive the constitutive relation (Ohm’s
law or stress/strain relation) from field equations applied to
the detailed material structure.

The challenge of tissue modeling is therefore to derive
the mechanical, electrical, etc., material properties of tissue
from a parameterized description of structure that includes
the density and spatial orientation of the constituent cells and
proteins. An example of this is shown in Fig. 2, where the fi-
brous-sheet structure of myocardial tissue is represented in
a continuum model [Fig. 2(a)]. Solution of field equations
in this model yields suitable approximations for anisotropic
tissue conductivities in a coarse-grained model [30] that can
be used to solve electrical propagation in the whole heart (see
below).

This example illustrates an important feature of physiome
modeling—the use of a detailed model of structure at one
spatial scale (in this case solving reaction-diffusion processes

with a model containing the detailed anatomy of the fibrous-
sheet structure of cardiac tissue) to derive appropriate param-
eters for use in the continuum model at a larger spatial scale
(in this case, the conductivity tensor used in solving reac-
tion-diffusion for the whole heart). The model at the whole-
heart level (see next section) needs to include a representa-
tion of the orientation of the fibrous-sheet structure in order to
express the constitutive laws (e.g., conductivity tensor) rel-
ative to those axes, but it does not need to include the de-
tailed architecture of the myocardial sheets. In this example,
the molecular ion channels are represented at both scales (at
considerable computational cost) because we have not yet
discovered how to simplify the cellular electrophysiology for
use at the whole-heart level. Ideally, use of nonlinear system
identification techniques would allow the detailed cellular
models to be replaced at the whole-heart level by a com-
putationally more efficient “black-box” systems model that
behaved equivalently. The use of material constitutive laws,
whose parameters are derived from microstructurally based
models, to represent the stress–strain behavior at the whole-
organ level is another example of multiscale modeling.

E. Organs: Whole-Heart Structure and Function

Models at the whole-heart level now incorporate the
anatomy of the right and left ventricles [Fig. 3(a)] and the
fibrous-sheet architecture of the myocardium [Fig. 3(b)]
[40], [41]. Computational methods are used to solve for the
activation wavefront propagation computed from bidomain
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(a) (b) (c) (d) (e)

Fig. 3. The organ-level heart model. (a) The geometry of ventricular myocardium shown in a 3-D finite-element model of the heart [67]. The inner surfaces
(endocardium) of the left and right ventricles are shown in red through the translucent outer surface (epicardium) of the heart model. (b) Fiber orientations on
the epicardial surface of the heart [50]. (c) The wave of electrical depolarization (orange) shown at an early stage of myocardial activation and (d) at a later
stage [77]. (e) The coronary arteries modeled from pig heart data [64]. The physiome heart model couples these various physical processes together and links
the tissue level properties to subcellular processes such as ion channel current flow and mechanical force generation.

(a) (b) (c) (d)

Fig. 4. Finite-element lung models. (a) The outer surfaces of the five lobes of the left and right lungs. (b) A model of the conducting airways constructed
from CT data to fit airways down to branch generations 6–9, and an airway generation algorithm to fill a CT-based volume mesh from the CT airways out to
the terminal bronchioles. The right upper lobe airways are green, right middle lobe are red, right lower lobe are blue, left upper lobe are yellow, and left lower
lobe are orange. (c) A model of the pulmonary arteries showing the calculated pressure distribution. (d) Small arteries (red) and veins (blue). This project has
now integrated air flow, blood flow, and tissue mechanics and is currently embedding the lung model in a model of the thoracic cavity, which includes the rib
cage, intercostal muscles, and diaphragm [13], [71]–[74]. Models of gas exchange in the alveoli have also been developed. The lung models are being used for
research on COPD and asthma (see also paper by Clough et al. in this issue).

field equations [36], using a conductivity tensor based on the
fiber-sheet orientations and the ion channel cell models re-
ferred to above [Fig. 3(c) and (d)], and the large deformation
mechanics of the ventricles, using “orthotropic” constitutive
properties (i.e., properties different in three orthogonal
material directions) based on the fiber-sheet orientations
[42], [50]. These models have shown how the shearing
properties of myocardial tissue are crucial to its mechanical
function [23], [48]. The coupling between the mechanical
and electrical models is also achieved with calcium, released
from internal stores, binding to a protein called troponin-C
to initiate cross-bridge interaction [34] and mechanoelectric
feedback mechanisms such as “stretch-activated” channels
(membrane channels that change their conductive properties
in response to stretch) [38]. A model of the coronary tree
[Fig. 3(e)] has also been developed [64], [65] and coupled
with the ventricular mechanics model in order to examine
regional energy demand/supply relations [63]. Current work
is linking myocardial mechanics to the fluid mechanics of
blood flow in the ventricles and to the function of the heart
valves, and will soon include models of the Purkinje network
and the autonomic nervous system [54]. (See also paper by
Kerckhoffs et al. in this issue.)

F. Organ Systems

The 12 organ systems in the human body are cardiovas-
cular, respiratory, musculoskeletal, digestive, skin, urinary,
nervous, endocrine, lymphatic, male reproductive, female
reproductive, and special sense organs. The top level of
the multiscale modeling hierarchy in Fig. 1 is the torso
[Fig. 1(i)]. Models have now been developed to compute
the distribution of body surface potentials generated by
the activation wavefronts described above [55]. These and
similar models are being used in inverse electrocardiography
to compute cardiac electrical dysfunction from body surface
potential maps [57]—see also Fig. 9(a). Another clinical
application of the heart model is shown in Fig. 9(b) where
the model is fitted to patient MRI data in order to obtain the
distribution of strain around the heart throughout the cardiac
cycle.

As well as the heart and circulation, multiscale and multi-
physics physiome models are being developed for the lungs
(Fig. 4), the digestive system (Fig. 5) and the musculoskeletal
system (Fig. 6). A kidney physiome model is also being de-
veloped (see paper by Thomas et al. in this issue).

Note that in all of these organ level models the represen-
tation of the large scale anatomy (the geometry and tissue
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(a) (b) (c) (d)

Fig. 5. Finite-element models of the digestive system. (a) The digestive system models shown within the thoracic and abdominal cavities. (b) The esophagus
and stomach shown in relation to the diaphragm. (c) The stomach and duodenum. (d) The colon. The models are being used to study contractile wave propa-
gation in the stomach and intestines [11] and are being developed in conjunction with SQUID magnetic field detectors for clinical diagnostic purposes.

(a) (b) (c) (d) (e)

Fig. 6. Finite-element models of the human musculoskeletal system. (a) Gastrocnemius muscle [24]. (b) Hip joint. (c) Muscle bones and ligaments in the
hand. (d) Muscles of the left arm. (e) Human skeleton with all bones modeled and also showing muscles in the left leg and also heart, lungs, and digestive
system [24]. The models are being used in a number of biomechanics applications including gait analysis.

structure) together with the material properties of tissues that
link down to models of cellular function, means that the en-
vironmental influences operating on the body (e.g., the loads
supported by the muscles and bones in the musculoskeletal
system) can be transferred in a spatially distributed fashion
down to the cells. Cells are highly regulated by the environ-
ment in which they operate, as evidenced by the large num-
bers of receptors on their surface and the many signal trans-
duction pathways operating within them. It is clearly very
important that the flow of information in physiome models
moves both upwards from the genes and downwards from
environmental influences.

III. MARKUP LANGUAGES AND ONTOLOGIES

One of the primary goals of the Physiome Project is to
promote the development of standards for the exchange
of information between models. A number of standards
have previously been developed for handling biological
and medical data [22]. The best known example is the
DICOM standard,12 developed in 1993 by the American
National Standards Institute and the National Electrical
Manufacturers Association to facilitate the exchange of

12[Online]. Available: http://medical.nema.org/

medical images. This allows all of the major medical image
modalities (MR, CT, ultrasound, X-ray, ECG, pathology
images, angiograms, and nuclear images) to be treated in a
uniform and consistent manner [69]. Every medical equip-
ment manufacturer supports the standard, which continues
to evolve under the guidance of standing committees dealing
with each type of medical imaging device. Standards are
being developed in microscopy by the Open Microscopy
Environment (OME)13 and standards for the encoding of
microarray and gene expression (MAGE) data are also
being developed by the Microarray Gene Expression Data
(MGED) Society14 (see [9], [43], [68], [75]).

A similar requirement exists for Physiome Project models.
The process of coding up differential equations from mathe-
matical descriptions of complex cellular processes published
in journals is fraught with potential error. Invariably there are
typographical errors in published papers and even in the sub-
sequent errata published either in the same journal or on an
author’s Web site. The constitutive laws for tissue properties,
such as stress/strain for mechanics, current/Grad(voltage) for

13[Online]. Available: http://www.openmicroscopy.org
14[Online]. Available: http://www.mged.org/Workgroups/MAGE/mage.

html
15[Online]. Available: http://www.cellml.org
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Fig. 7. Accessing information at the various spatial scales using ontologies and Web databases containing models encoded in the markup languages. The
markup languages ensure that models are encoded in a consistent form and allow simulation packages to import the models in a standard format. Information
on CellML can be found at http://www.cellml.org. The database will allow models at, for example, the tissue level to be obtained from the TissueML database
with parameters that are appropriate to the relevant organ (and to the spatial location within the organ). This is indicated here by the orange arrow that illustrates
the tissue structure at a particular location in the heart. From Hunter et al. [37]].

current, heat flux/Grad(temperature) for heat flow, etc., can
involve complex mathematical expressions and the same re-
quirement for a more robust process of encapsulating their
expression is also needed. An XML-based standard called
CellML15 has therefore been developed for the Physiome
Project using the MathML standard for mathematics, devel-
oped by the World Wide Web Consortium (W3C) body, and
Resource Description Framework (RDF), a W3C standard
for representing information about resources in the World
Wide Web.16

Another requirement for the Physiome Project is to use a
standard nomenclature for model components. This requires
formal ontologies both to uniquely name all the biological
components of the models (a controlled vocabulary) and to
specify the relationships between components. An ontology
of genes and gene products called Gene Ontology (GO) has
been developed17 and also an ontology for human anatomy
called the Foundation Model of Anatomy (FMA)18 [18],
[56]. An organization called Open Biological Ontologies
(OBO) has been formed to coordinate the development of
families of ontologies19 and a new Web ontology language
called OWL has recently been developed by the W3C.20

These ontologies are incorporated into the next release of the
CellML standard [45]. Another markup language standard,

16See http://www.w3.org/RDF for the metadata associated with a model
[21].

17[Online]. Available: http://www.geneontology.org
18[Online]. Available: sig.biostr.washington.edu/projects/fm/
19[Online]. Available: http://www.obo.org
20[Online]. Available: http://www.w3.org/2004/OWL

targeted particularly at pathway models, is the Systems
Biology Markup Language (SBML) [31].

The XML-encoded physiome models, together with the
parameter variations for various diseases, need to be acces-
sible via the Web from databases with user-friendly inter-
faces, as has been done by the bioinformatics community.
The hierarchy of user interfaces and Web databases of XML-
encoded models being developed for the Physiome Project is
illustrated in Fig. 7.

Note that the use of markup languages and Web-acces-
sible model repositories addresses problems with typograph-
ical errors in journals but does not address a failure by a
model to adequately represent the real physiology. To be in-
cluded in the model repository, models must be published in
peer-reviewed journals so the presumption is that the normal
reviewing process is providing critical evaluation of model
validity. There may be a case for an additional layer of crit-
ical commentary on published models contained within the
physiome model repositories, particularly where more than
one model is available for a given biological function, but
this needs to be done via peer-reviewed review papers.

IV. SOFTWARE TOOLS

Another important goal of the Physiome Project is the de-
velopment of open source tools for creating and visualizing
models and running model simulations. User interfaces for
two of these packages are shown in Fig. 8 (Protégé and Moz-
CellML). The tools being developed by various groups listed
in Table 1 divide into the following categories:

1) tools for creating and editing ontologies (Protégé);
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(a) (b)

Fig. 8. (a) Protégé window used for editing the biological ontologies. (b) MozCellML simulation tool for models from the CellML database. The CellML
file, in this case describing the cardiac cell ion channels that generate the membrane action potential, is read and transformed to code which is complied and
linked on the fly. The resulting executable program integrates the differential equations to yield the time course of the (typically 10–50) dependent variables in
the model. The computed action potential is seen in the graphical output window. Another set of windows (not shown here) is designed for creating CellML
models.

Table 1
Tools Being Developed for the Physiome Project

2) tools for creating and running electrophysiological
models (CESE, iCell, MozCellML);

3) tools for creating and running pathway models
(CellMLeditor/MozCellML, Gepasi, SBW);

4) tools for creating, visualizing, and running anatomical
models—e.g., finite-element models (BioPSE, cmgui/
CMISS, Continuity, SCIRun, Virtual Cell);

5) tools for systems physiology (JSIM);
6) tools for facilitating communication between models

(SBW).

V. APPLICATION AREAS

The range of practical applications of the Physiome
Project models and software infrastructure are enormous but

certainly include medical diagnostics, the design of medical
devices, virtual surgery and surgical training, medical edu-
cation, and, ultimately, drug discovery. Some examples are
given in Figs. 9 (medical diagnostics), 10 (surgical training),
and 11 (medical education).

VI. OTHER VIRTUAL HUMAN MODELING PROJECTS

A list of the projects which deal with some aspects of
human anatomy and physiology in a comprehensive and inte-
grated sense are given in Table 2. Some of these have educa-
tional and training goals only—rather than as research tools.
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(a) (b)

Fig. 9. Medical diagnostics. (a) Use of the heart and torso models for body surface mapping and inverse electrocardiology. Patient-specific model parameters
can be obtained by running the model repeatedly in the forward direction under the control of an optimization algorithm that matches the predicted body surface
plots to those observed in the clinic [12], [55]. (b) Use of the heart models for fitting tagged MRI data for cardiac strain calculations. The figure on the left
shows the heart model superimposed on a patient MRI slice and the one on the right is an enlarged version, both provided by Dr. A. Young of the Auckland
Bioengineering Institute. By fitting the models to kinematic data from MRI, the models yield the regional length changes occurring during the cardiac cycle in
the patient’s heart [83].

(a) (b) (c)

Fig. 10. Virtual surgery and surgical training. (a) Leg skin surface. (b) Leg muscles. An example of physiome models being used in a training tools for
orthopaedic surgeons. The model used here includes the bones and muscles of the leg and is designed to allow the trainee surgeon to practice a femoral head
screw placement operation. Images provided by Dr. P. Blyth of the Auckland Bioengineering Institute. (c) A virtual environment for surgical training on the
cornea (also from the Auckland Bioengineering Institute).

Fig. 11. Medical education. A user interface designed to teach the principles of EKG to medical students. The window on the left of the interface includes 3-D
anatomically based models of the heart and torso which can be rotated and zoomed. EKG leads are shown at the standard positions on the torso but these can be
moved. An activation sequence is shown on the heart (seen in the right-hand figure) and torso (left-hand figure). Moving current dipole vectors are also computed
and displayed. Potential maps are shown on the torso surface as a color map and the time course of EKG leads is shown on the right. Provided by C. Stevens
of the Auckland Bioengineering Institute. Note that another freely available program called ECGSIM can be downloaded from http://www.ecgsim.org.

VII. DISCUSSION

Biomedical research and development is currently driven
by two separate communities. One operates at the spatial
scale of genes and proteins, is informed by chemistry and
molecular biology, has an abundance of data, and is gen-
erally associated with the discipline called bioinformatics.

The other deals with organs and organ systems, is closely
allied with medical physics and engineering, and draws on
the power of continuum field equations based on nature’s
physical conservation laws. The two communities deal with
the opposite ends of a continuous spectrum of biological
length scales from genes, proteins, and subcellular pathways

688 PROCEEDINGS OF THE IEEE, VOL. 94, NO. 4, APRIL 2006



Table 2
Virtual Human Modeling Projects

Acronyms: NLM is the U.S. National Library of Medicine, DARPA is the U.S. Defense Advanced Research Projects Agency, NASA is the U.S. National
Aeronautics and Space Administration, TATRC is the U.S. Army’s Telemedicine and Advanced Research Center, SIMS is the Society for Medical Simulation,
SESAM is the Society in Europe for Simulation Applied to Medicine. Some of these projects are described in detail in the accompanying papers in these
PROCEEDINGS. Note that the Visible Human Project was the first project to create a comprehensive database of human anatomy (but not function). It has been
an extremely valuable resource for many researchers around the world and established a precedent for Web-accessible anatomical data

to cells, tissues, organs, and organ systems—yet the two
communities hardly talk to one another. Moreover, from a
medical point of view two revolutions have occurred over the
past 50 years. One is molecular biology and the sequencing
of the human genome; the other is the development and
widespread deployment of medical imaging devices that
yield extraordinary insights into the structure and function
of an individual patient. The challenge for the Physiome
Project is to bring these communities together with a multi-
scale modeling hierarchy in which the parameters of a model
at one spatial (or temporal) scale can be interpreted in terms
of a more detailed model at the scale below, and to connect
the revolution in molecular biology with the revolution in
clinical imaging.

This paper has attempted to explain the modeling chal-
lenges at the various spatial scales by using the Heart
Physiome Project as an example and emphasized the need
for modeling standards, open source software tools and
Web-accessible databases. The heart physiome has been
developed in an international collaboration between research
groups at the Universities of Auckland, Oxford, and San
Diego (UCSD) [35], [46], [47], [53]. The other organ-based
physiome projects are also international collaborations fa-
cilitated by the model repositories and open source software
tools. Another aspect to the Physiome Project, and one
that is particularly relevant to the community of biomed-
ical engineers and medical physicists, is the relationship
between the hierarchy of models and the range of clinical
measurements of structure and function for an individual
patient. The interpretation of clinical measurements within
the rational multiscale and multiphysics framework of the
Physiome Project has the potential to improve the diagnosis
and treatment of a patient and to reduce healthcare costs.

One aim in writing this paper has been to suggest how the
Physiome Project should evolve and how other groups could
contribute to this communal effort. The underlying premise
here is that a multiphysics, multiscale organ modeling project
is too large an undertaking for any one academic group and
must be done as a collaboration between two or more groups
to be successful. Some of the projects described above have

been underway for much longer periods than others and so
have, of course, made much more progress. It is noteworthy,
however, that the more recently initiated projects are able to
build on the infrastructure created by the earlier ones and
reach a high level of sophistication in a much shorter time.
The fact that all cell types make use, to a greater or lesser
extent, of common signal transduction pathways and other
cellular processes, gives some reassurance that models de-
veloped for one organ system can be reused at least to some
extent in other organ systems. It is not unreasonable to ex-
pect that the anatomy, including tissue structure, and at least
normal (nonpathological) physiology of all 12 organ systems
of the human body could be modeled within the next 5–10
years. At some point in the not-too-distant future, the level
of detail encompassed by the physiome models will be suffi-
cient for their use in drug discovery and toxicity testing.

The Physiome Project is currently a “grass-roots” ef-
fort with very little infrastructural funding but with the
encouragement of the International Union of Physiolog-
ical Societies and the IEEE Engineering in Medicine and
Biology Society. With its focus on common standards for
encapsulating models and importing model components, the
development of open source software tools, and the building
of freely accessible model databases, the project has pro-
vided a vehicle for significant international collaboration on
a number of organ system models (particularly the heart and
lungs). Much more input, however, is needed from other
research groups and professional societies interested in
integrative physiology. In relation to the challenges ahead,
the project is still in its infancy.
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