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Preface

This proceedings volume contains the accepted papers and posters from the 2013
International Conference on Social Computing, Behavioral-Cultural Modeling,
and Prediction. This was the sixth year of the SBP conference, and the third
since it merged with the International Conference on Computational Cultural
Dynamics.

In 2013 the SBP conference continued to grow. We received a strong set of
137 submissions, greatly exceeding the previous high of 88. SBP continues to
be a selective single-track conference. Thirty-three submissions were accepted
as full papers, for a 24% paper acceptance rate. We also accepted 27 posters,
more than we had previously, for an overall 42% acceptance rate. All papers
and posters presented at the conference are included in this proceedings volume,
which are distributed to attendees and made available electronically as well as
in print as part of Springer’s Lecture Notes in Computer Science series.

This conference is strongly committed to multidisciplinarity, consistent with
recent trends in computational social science and related fields. Authors were
asked to indicate from a checklist which topics fitted the papers they were sub-
mitting. So many of the papers covered multiple categories that dividing this
proceedings volume into topical sections presented a real challenge for the Pro-
gram Committee. Of course, as a multidisciplinary conference, this is exactly
the sort of problem we are glad to have. The topic areas that formed the core
of past SBP conferences are all well represented: behavioral science, health sci-
ences, military science and information science. There are also many papers that
provide methodological innovation as well as new domain-specific findings.

There are a number of events that took place at the conference that are not
well represented in the proceedings, but added greatly to the intellectual and
collegial value of the experience for participants. The first day of the conference
offered four free tutorials, from Marta C. Gonzalez (A Review of Human Mo-
bility Models Based on Digital Traces of Human Activity), David Sallach (Cat-
egorial Analysis of Social Processes), Joey Harrison and Claudio Cioffi-Revilla
(Building Agent-Based Models with the MASON Toolkit), and GeorgiyBoba-
shev (Social Simulation: Introduction to Agent-Based Modeling). One of our
excellent keynote speakers anchored each day’s program: Myron Gutmann from
the National Science Foundation and University of Michigan, Michele Gelfand
from the University of Maryland, and BernardoHuberman from Hewlett-Packard
Laboratories.

Nitin Agarwal and Wen Dong managed the second SBP Data Analysis Chal-
lenge Problem, designed around a rich and unique “reality mining” dataset
generously provided and supported by the MIT Human Dynamics Laboratory.
(These data continue to be available to the research community at reality-
commons.media.mit.edu.)
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Unique SBP traditions also continued: The “Cross-Fertilization Round Ta-
ble” event created opportunities for interaction between technical specialists and
domain experts, and a Q&A panel was held over lunch with program managers
from a number of federal agencies. More information on all program activities is
available on the conference website at SBP2013.org.

Activities such as SBP only succeed with assistance from many contributors.
The conference itself was held during April 2-5 in downtown Washington, DC, at
the University of California’s DC Center on Rhode Island Avenue; we are grate-
ful for their hospitality and many forms of logistical support. The Organizing
Committee met early and often this year, lining up keynote speakers, working
to publicize the conference, and making many decisions about programming,
direction, and finances. Program Committee Co-chairs Ariel M. Greenberg and
William G. Kennedy should be singled out for special recognition. They ably
managed the submission, review, and proceedings production process, keeping
it on an aggressive schedule without losing sight of the larger goals of promoting
intellectual exploration and broad participation. Evaluating the large number of
submissions could not have been accomplished without our volunteer reviewers,
listed under the Technical Program Committee. Last but not least, we sincerely
appreciate the support from the following federal agencies: Air Force Research
Laboratory (AFRL), Army Research Office (ARO), National Institute of Gen-
eral Medical Sciences (NIGMS) at the National Institutes of Health (NIH), the
National Science Foundation (NSF), and the Office of Naval Research (ONR).
We also would like to thank Alfred Hofmann from Springer. We thank all for
their kind help, dedication, and support in making SBP13 possible.

January 2013 Nathan Bos
Claudio Cioffi-Revilla
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The Evolution of Paternal Care

Mauricio Salgado

GSADI: Grup de Sociologia Anaĺıtica i Disseny Institucional, Departament de
Sociologia, Facultat de Ciències Poltiques i de Sociologia, Universitat Autònoma de

Barcelona, Edifici B, 08193 Bellaterra, Spain
muricio.salgado@uab.cat

http://gsadi.uab.cat/

Abstract. I describe an agent-based model to study the evolution of pa-
ternal care. The reported n-person Iterated Prisoner’s Dilemma shows
that the relative differences in the reproductive effort between sexes can
explain the evolution of paternal care. When female reproductive costs
are higher than male reproductive costs, males cooperate with females
even when females do not reciprocate. Paternal care is thus an evolution-
ary achievement to compensate for the energy demands that reproduc-
tion involves for mothers. Paternal care, in turn, produces a sustained
population growth, since females can reproduce at higher rates.

Keywords: Agent-Based Modelling, Cooperative Breeding, Iterated
Prisoner’s Dilemma, Parental Investment, Paternal Care.

1 Introduction

Paternal care, a suite of behaviours by a mature male (the genetic, putative or
social father of the immature young) which enhance the children’s fitness, is a
rare phenomenon among mammals. Direct infant care by males occurs in fewer
than 5% of all mammals. In mammals, there is a differential fitness trade-off :
males tend to focus their reproductive behaviour on mating effort and away from
parental care, while most of the parental investment offspring require to survive
depends on females [1–3]. This difference is produced by the internal gestation
and obligatory postpartum suckling in mammals, which yields a reproductive
difference in the rate at which male and female can reproduce: during the long
period between gestation and children’s maturity (usually after weaning) females
cannot reproduce, whilst males can. When this situation is combined with fe-
males’ ability to care effectively for offspring, this reproductive difference results
in males focusing on mating effort, through male-male competition (or ‘sexual
competition’) and females focusing on parental investment.

When mothers cannot care effectively for offspring on their own, they confront
the challenge of producing viable offspringwithout having the ability to do so. This
is the case of human mothers, whose parental effort is much higher than males [4].
Female mothers produce the largest and slowest-maturing babies among primates
[5]. However, humans breed the fastest.Whereas interbirth intervals are estimated

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 1–10, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 M. Salgado

at around 4 years in gorillas, 5.5 years in wild chimpanzees, and 8 years in orang-
utans, in foraging societies the interbirth intervals average3.5 years [6]. Thus, years
before a mother’s previous children were self-sufficient, she would give birth to an-
other infant, and the care these dependent youngsters required would be far in ex-
cess ofwhata foragingmother byherself could regularly supply [7].Anevolutionary
response to this challenge is for females to elicit cooperation from others, including
males, in breeding activities. Trivers [8] analysed this scenario through his theory
of reciprocal altruism: if individuals assist each other in turns, and the costs of co-
operation are relatively low to donors while the benefits are high to recipients, re-
ciprocal cooperation could evolve among related and even unrelated individuals.
In cooperative breeding species, females and males help to raise offspring that are
not necessarily their own [9]. Humans are the extreme example of this formof coop-
eration [10]. Men’s investment in their offspring figures in many models of human
evolution [11, 12]. But across cultures and within them, human males greatly vary
in themanifestation of paternal care, ranging fromcomplete absence or aloofness to
great intimacy and direct care [13–15]. All in all, given their high energetic burden
of reproduction, human mothers need the help of others, including real or possible
fathers.

This paper reports the results of an agent-based model (ABM), which aims
to simulate the emergence of paternal care. The model also allows us to explore
the effects of this cooperative trait on population dynamics. My hypothesis is
that differential reproductive costs between sexes set the selection pressure for
paternal care. To test this hypothesys, the ABM is introduced, describing in de-
tail its entities, properties and modelled mechanisms (Sec. 2). The model results
and analyses are reported in the following section (Sec. 3). The paper finishes
with some concluding remarks (Sec. 4).

2 The Simulation

The ABM allows us to study how differential reproductive effort between sexes
influences the emergence of inter and intra-sex cooperation for breeding new
agents. The objective of this simulation is to evaluate, on the one hand, the extent
to which cooperative breeding and paternal care can endogenously emerge in an
artificial society made of sexually different agents, as an evolutionary response
to compensate for the high reproductive costs of mothers and, on the other,
to study the effect of this cooperative behaviour on population dynamics. The
emergence of paternal care, which allows females to increase their reproduction
rates, should yield sustained population growth.

2.1 Agents’ Attributes

Let there be a set of agents A = {a1, . . . , ai, . . . , an} and i = {1, . . . , n}. At
the beginning of the simulation, the population size is Nt. Agents can be either
males or females. They have complete life histories, measured by the parameter
Age, so they are born, become older with each simulation step and live until
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the maximum agent age is reached, a model parameter which is set by Max
Age. Agents have thereby more realistic features which replicate real agents’ life
histories, with a parameter called Reproductive Age, so at that age agents are
considered ‘adults’, reaching sexual maturity; therefore they can reproduce. They
are also endowed with memory, m, so they can remember their last interaction
with each other agent.

Agents have Energy Levels. The only difference between sexes lies in their re-
productive costs. MRC stands for Male Reproductive Costs and FRC for Female
Reproductive Costs and these are simulation parameters. Females can produce
offspring, provided they interact with one agent of opposite sex and both of them
are fertile. An agent is fertile if he or she is an adult —when the agent has reached
sexual maturity—and if he or she has enough energy to pay for its reproductive
costs. To pay the reproductive costs, agents must gain energy-points by playing
the Iterated Prisoner’s Dilemma (IPD) with other agents. This means that the
agents with the best strategies for playing the IPD will have the most offspring.
The points so gained are equivalent to fitness. At every time step, agents are
randomly paired to play the IPD (but some agents might not find a partner), so
the mechanism it is implemented in this simulation is direct reciprocity [16].

2.2 Strategies and Reproduction

It cannot be assumed that a female agent will behave in the same way with
another female as she would with a male. Four possible interactions could arise:
1) males vs. females; 2) females vs. females; 3) females vs. males; 4) males vs.
males. Each agent i carries a strategy string Θ, made of four strategies, one
for each of these possible situations, which are encoded as genetic information
to be transferred to their offspring. Although a male agent, for instance, only
requires strategies 1) and 4), his potential daughters will require information
from strategies 2) and 3). By carrying all four strategies an agent contributes to
the behaviour of its offspring regardless of their sex.

In this ABM, there is a set S of five strategies, which are defined as follows:
1) tit-for-tat : cooperate in the first encounter and then choose the same action
the opponent chose; 2) unforgiving: cooperate unless an opponent defects once,
then always defect in each interaction with it; 3) random: randomly cooperate
or defect; 4) defect : always defect; and 5) cooperate: always cooperate.

When a new offspring is produced, its strategy string Θi will be made by
crossing over her parents’ strategy strings. To include errors in transmission,
mutations occur at rate μ. Offspring are randomly assigned a sex, their age is
set to zero and their memory to null.

2.3 Initialisation

The ABM allows an exploration of the effect of varying two parameters, MRC
and FRC, on the evolution of cooperation and the consequent population dy-
namics. At t = 0, the population consists of 250 agents, made up of 50% females,
the agents’ memory is empty and Age and Energy Levels are randomly set, as
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are the strategies in each agent’s string Θi. Each simulation step t corresponds
to 0.02 years and agents die when they are 40 years old (so agents live for 2, 000
time steps). Each agent has its strategies encoded in a strategy string of 4 bits.
During reproduction the strategy strings of each parent are ‘crossed over’ and
may mutate, with a chance μ = 0.006. Agents reach sexual maturity—i.e., they
can reproduce—when they are 15 years old (so, Reproductive Age= 15). Both
Reproductive Age and Max Age were set taking into account the current wild
chimpanzee reproductive schedule and lifespan, which are likely to be similar to
early humans [17]. Two stop conditions were established: 1) a simulation stops
once the population size reaches 2, 500 agents (10 times the initial population
size); and 2) it stops once the simulated time reaches 4, 550 years (or 227, 500
steps), which corresponds to a maximum of 114 generations. The ABM was built
using NetLogo 4.1.3 [18], and the model itself is an extension of the N-person
IPD model available in the NetLogo Library [19].

3 Results and Analyses

I explored the parameter space given by the combination of MRC and FRC,
varying MRC from 200 to 2, 000 by 200 energy units, and keeping FRC con-
stant at 2, 000. By so doing, the simulation addressed the effect of increasing
or decreasing the ratio of reproductive effort between sexes on the evolution of
cooperation and population dynamics. It was assumed in this set of experiments
that FRC are high, given the energy burden that reproduction implies for human
mothers. To have more robust results, each parameter combination was run 25
times. Two hundred and fifty such experiments were performed in order to study
the evolution of cooperation and population dynamics over time.

Figure 1 reproduces the main results of the experiments. The analysis con-
sidered the ratio of MRC to FRC, which establishes a continuum between no
differences and maximum difference in the reproductive costs of both sexes.
Thus, MRC

FRC = 0.1 corresponds to the maximum difference, i.e., MRC= 200

and FRC= 2, 000. When MRC
FRC = 1.0, MRC=FRC= 2, 000. Plot 1(a) depicts

the percentage of simulations that, in each parameter combination, reached the
maximum number of agents (N = 2, 500) and the percentage of simulations
that became extinct (N = 0). Plot 1(b) depicts the average points or scores
earned per player per game of the prisoner’s dilemma played during the set of
experiments at different values of the ratio MRC to FRC.

Plot 1(a) and Plot 1(b) in Figure 1 reveals that larger differences in the re-
productive effort of males and females (differences in which males have lower
reproductive costs than females) are associated with faster population growth
rates. Low or non-existing differences in reproductive costs between sexes pro-
duced more cooperation among agents, regardless of the opponents’ sex. Thus,
when MRC

FRC ≥ 0.8, average scores converge to 3 points for all four types of in-
teractions. In these cases, few (if any) simulations described population growth
and most of them became extinct, as can be seen in Plot 1(a). Conversely, high
differences in the reproductive efforts of both sexes (i.e., MRC

FRC ≤ 0.4) led to weak
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(a)

(b)

Fig. 1. Main simulation results. Plot 1(a) depicts the percentage of simulations that
reached the maximum population and the percentage of those which went extinct.
Plot 1(b) summarises the average score per player per game of the prisoner’s dilemma.
Scores are shown separately for different interaction types: male vs. male, female vs.
female, male vs. female and female vs. male.

cooperation among same sex agents and produced a remarkable divergence in
inter-sex interactions, as Plot 1(b) shows, with males unconditionally cooper-
ating with females, and females mainly exploiting males by defection. At the
maximum difference, i.e. MRC

FRC = 0.1, females gained, on average, 3.51 points
from their games against males, whilst males obtained just over 1.33 points in
return. Thus, when the reproductive effort of females is much higher than that
of males, evolution will favour the emergence of non-reciprocal altruism [9] or
pure altruism between sexes: males will tend to cooperate with females even
though the latter do not reciprocate. This scenario yielded more simulations
to reach the maximum number of agents and fewer populations became extinct.
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Fig. 2. Three patterns of population growth during the 25 simulations for MRC
FRC

= 0.1.
The patterns correspond to ‘Exponential growth’, ‘Steady Growth’ and ‘Extinction’.

Therefore, once male non-reciprocal altruism emerges, the fitness of exploitative
females is enhanced, so they can produce more offspring, leading to higher rates
of population growth.

Since the emergence of males’ non-reciprocal altruism is related to the differ-
ences in the reproductive costs between sexes, I shall focus on the results obtained
at the maximum difference in the reproductive effort between sexes (i.e., when
MRC
FRC = 0.1). Figure 2 shows three different types of population dynamics that
were observed in that combination of parameters, namely: ‘Exponential Growth’,
‘Steady Growth’ and ‘Extinction’. The simulations that experienced exponen-
tial growth (first Plot in Figure 2) show a phase transition. The usually long
period of time in which the simulations had steady growth indicates that some
behaviour at the micro-level is being incubated, and after some generations, the
incubating micro-behaviour produces a ‘tipping-point’ so the population dynam-
ics are dramatically altered, growing exponentially. The second plot in Figure 2
depicts the population dynamics of those simulations that neither reached the
maximum population nor became extinct during the analysed period of time
(‘Steady Growth’). The last plot in Figure 2 depicts the extinct simulations.
None of those simulations described a period of rapid growth, so the micro-
behaviour leading to exponential growth never emerged. Here, no form of male
non-reciprocal altruism was observed, as I discuss next.
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Fig. 3. Evolution of cooperation in inter- and intra-sex interactions in three differ-
ent simulations. Vertical spikes (red) represent births and lines represent the moving
average (with a window of ± 81) of the average cooperation for each type of interaction.

Figure 3 depicts the evolution of cooperation in inter- and intra-sex interac-
tions followed during three different population dynamics. Each plot also shows
the number of births during these simulations (vertical spikes). Subfigure 3(a)
shows the evolution of cooperation between sexes in a simulation that described
exponential growth (i.e., run 19). As can be seen, there is a clear divergence
in the trajectory of cooperation between sexes (see first plot in Subfigure 3(a),
entitled ‘Inter-Sex Interactions’). Males tend to maintain relatively high lev-
els of cooperation with females, and during the last 10 generations (before the
simulation reached the maximum number of agents) male cooperation towards
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females increased from 64% to 78% on average. Instead, females decreased their
cooperation towards males from the early stages of this simulation. During the
last 10 generations, female cooperation towards males decreased from 42% to
just 18% on average. Consequently, whilst females playing against males earned,
on average, 3.13 points, males obtained just 1.4 points in return. Therefore, an
increasing percentage of females exploited males—who did not decrease their co-
operative levels. At the same time, intra-sex cooperation steadily increased over
time for both sexes (see second plot in Subfigure 3(a)). Males cooperated with
each other almost always. However, female cooperation, although increasing over
time, reached a maximum of 85% and had a small drop at the end of the simu-
lation to 80%. Since females were obtaining more points from males, they were
able to cover their high reproductive costs faster; consequently, they reproduced
faster (see vertical spikes). During the last 10 generations, the annual number
of births in this simulation increased from 7 to 79, with annual average births
equalling 19.4 during the last 10 generations, 29.56 during the last 5 generations,
and 61.7 during the last generation.

Subfigure 3(b) depicts the evolution of inter- and intra-sex interactions during
a simulation that became extinct (i.e., run 10). It is possible to see remarkable
differences with the simulation that described exponential growth. In run 10,
inter-sex cooperation converged early after the simulation began and it was sim-
ilar most of the time. On the other hand, intra-sex cooperation was very erratic,
although females tended to cooperate with each other more than males did
among themselves (see second plot in Subfigure 3(b)). All in all, the cooperation
structure here reinforces the idea that females require male non-reciprocal al-
truism to reproduce faster. In this case, since the levels of inter-sex cooperation
were similarly high (70% on average), females were obtaining just 2.63 points on
average when they played against males (and just 2.7 points on average during
the last 10 generations). Since FRC are much higher than MRC, inter-sex co-
operation does not help females to cover their reproductive effort. This fact is
expressed in the low annual number of births, which during the last 10 genera-
tions dropped from just 3 births in year 1, 278—when the population total just
166 agents—to no further births from year 1, 638 onwards (with a maximum of
7 annual births by year 1, 281). The population became extinct by year 1, 677.
This adverse evolutionary scenario was magnified by the fact that intra-sex co-
operation, although still high, was not enough for females to offset the low points
earned in inter-sex interactions.

Subfigure 3(c) shows the evolution of cooperation in inter- and intra-sex inter-
actions during a simulation (run 13) that described a steady population growth.
This simulation covered the maximum period of time. In this simulation, with
a steady population growth, inter-sex cooperation was for most of the time at
similar levels and, by generation 75 full cooperation had emerged. Just a few
generations after that, full intra-sex cooperation emerged. From then onwards,
all the agents were cooperating with each other, regardless of their opponent’s
sex, and consequently all the agents in the simulation earned 3 points when they
played the prisoner’s dilemma. Subfigure 3(c) also shows that full cooperation
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can sustain a steady population growth. Thus, during the last 25 generations,
the annual number of births increased from 10 to 28 by year 4, 550, when the
simulation stopped because the time limit was reached.

4 Concluding Remarks

The results showed that the greater the differences in the reproductive costs
between sexes are, the more likely a simulation will reach the maximum num-
ber of agents. This association is given by the kind of cooperation that emerges
when the reproductive effort of males and females is considered. When male
reproductive effort is less than female reproductive effort, males will tend to
cooperate unconditionally with females (‘non-reciprocal altruism’), and females
will tend to exploit males’ unconditional cooperation. In this exploitative sce-
nario, females are able to cover their high reproductive costs and, consequently,
reproduce faster, so the agent population grows exponentially. Conversely, when
the reproductive efforts are equally high, inter and intra-sex cooperation will
tend to emerge, although this reciprocal structure of cooperation does not al-
ways allow female agents to reproduce faster, so fewer simulations will reach the
maximum number of agents—most of them will become extinct. The simulation
predicts the evolution of different strategies to cope with the challenge of repro-
duction when female reproductive effort is high. Primates and humans are ideal
to test this prediction due to their variability in cooperative relationships.
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Parent Training Resource Allocation Optimization  
Using an Agent-Based Model of Child Maltreatment 
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Abstract. This paper uses our previously created agent-based model to study 
the optimal way of allocating parent training resources to address unmet child 
need, a measure of child maltreatment. We consider parent training resource al-
location prioritization based upon: a family’s own resources and the resources 
they have access to through their social network. Simulation results show that 
when targeting a community with a parent training intervention program, ignor-
ing heterogeneity within a community is a mistake. This work demonstrates the 
utility of the developed agent-based model and suggests that child maltreatment 
research can benefit from a complexity science approach. 

1 Introduction 

Child Maltreatment (CM) likely affects over one million children a year in the United 
States [1]. Although each year more than $20 billion is spent on Child Protective Ser-
vices (CPS) [1] there has been little research into the effectiveness of CPS interven-
tions. To our knowledge our model is the first agent-based model of child maltreat-
ment. This paper models CM rates by looking at the level of unmet child need. Most 
child maltreatment studies involve collecting data from communities over many 
months or years, which is expensive and slow. Additionally, the transient nature of 
those studied often means that they are difficult or impossible to contact for followup 
surveys. Child maltreatment research can benefit from computer modeling, because 
CM occurs in an inherently complex system. Computer models give us the ability to 
move beyond our mental models. Much of this complexity is due to the interactions of 
agents in a social graph.  

In our previous work [4, 5], we developed an agent-based model of child mal-
treatment, where risk and protective factors of CM at different levels of the social 
ecology exert influences through several major pathways and feedback loops to de-
termine the likelihood of child maltreatment.  In the developed model, each agent 
represents a family unit in a community. At each step of the simulation parents have 
to decide whether or not they will meet their child's needs. The model takes into ac-
count caregivers' dynamic cognitive decision making process and the impact of their 
ability to both ask for help from their social network and their ability to provide help 
to other caregivers who request it. This paper utilizes the previously developed model 
to study CM intervention/prevention. Specifically, we focus on the problem of parent 
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training resource allocation and use the developed agent-based model to help optimize 
parent training resource allocation to minimize child maltreatment. 

Often child maltreatment is a result of poor parenting. Parents and children perce-
ive child maltreatment, such as hitting, as discipline, which is why they often freely 
admit to it when asked [3]. Therefore, CM interventions often focus on improving 
parenting skill. Parent training programs such as the Triple P-Positive Parenting Pro-
gram have been shown to be effective at reducing child maltreatment [6]. Parent  
training is a common CM intervention/prevention strategy [1]. 

Given the success of parent training programs we asked how can the limited funds 
devoted to parent training programs be more effectively invested to increase the re-
turn on investment? Programs like Triple P are expensive and time consuming ways 
to test parent training resource allocation strategies, although Triple P attempts to 
control costs by using a tiered service delivery system [7]. Simulations like ours can-
not replace field trials, but they can help to guide them. Agent-based models as op-
posed to other modeling techniques have the advantage that they can model the  
impact of the complex social graph. 

To study parent training resource allocation strategies, we identified several differ-
ent strategies for allocating parent training resources and simulated their impacts on 
the overall rate of CM using the developed agent-based model. We modeled different 
types of communities and compared the outcomes of each strategy in these different 
communities. By showing that the model can produce potentially valuable  
conclusions we seek to justify future validation research. 

2 Model of CM and Parent Training Intervention 

Our previous paper [4, 5] has a detailed explanation of our model; therefore we will 
only give a cursory overview of the model. Fig. 1 is a flowchart representation of the 
model. Currently sibling interactions are not modeled; however, child need could be 
used to represent the needs of more than one child. Child need is an abstraction of the 
various types of child needs such as physical and emotional. Similarly, physical re-
sources are an abstraction of different types of resources. A family's resources are 
modulated by the parenting skill of the caregivers. The interactions between multiple 
caregivers are not modeled. The community resources perceived and available to a 
family depends upon how many neighbors a family has, what their relationships to 
those neighbors are, and what resources those neighbors have and how willing they 
are to give them. In the simulations, families are divided into communities and groups 
within communities based upon either their families' personal resources or the re-
sources available to them in the social graph. Groups within communities are selected 
based upon some criteria and are singled out to receive parent training benefits; how-
ever, families in a group are not necessarily more connected to each other than to 
other families in the community. 
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Fig. 1. Model of caregiver's decision making process with parent training program added 

The variety of needs children have such as: physical, emotional, and psychological, 
are combined in our model into one category we call "child need". Similarly, the 
many resources that families can bring to bear are combined into one category called 
"physical resources." Perceived community resources represent resources available to 
families in the social graph, such as from neighbors. A child's need is said to be "not 
met" when the resources that are devoted to them are less than their need.  

There are many forms of child maltreatment; however, our model abstracts these 
categories of maltreatment into one called "unmet need." It is not necessarily true that 
each time a child's need is "not met" that child maltreatment has occurred; rather the 
number of times a child's need is "not met" is a measure of the quality of child care. 
At some point a family will not meet their child's need often enough and it can be said 
that CM has occurred. Although this point is arbitrary within the context of our mod-
el, this does not reduce the value of the model, because the model's value lies in its 
ability to predict qualitative patterns that would otherwise remain hidden. These  
patterns can then be used to justify quantitative and expensive field studies. 

The goal of our simulation is to demonstrate the value of our model and study the 
best way to allocate scarce parent training resources given communities' characteris-
tics. Communities are defined by their average level of family resources. The average 
number of caregivers in a household represents that community's average family re-
sources; however, we do not assign a certain number of caregivers to a family, instead 
we assign each family an abstraction of caregiver resources called "family resources". 
We look at communities along the spectrum between one parent households and two 
parent households. Although the model uses the number of caregivers as a representa-
tion of the amount of family resources it could just as easily have used some other 
measure of family resources, such as income. 

Communities are a heterogeneous collection of interconnected families (agents). 
For the purpose of this simulation families will be differentiated by the number of 
resources they have and by the number of neighbors they have. More complex social 
graph information is available in the model, but this information will not be readily 
accessible to social workers in the field. It is cheap and quick for social workers to ask 
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caregivers how many neighbors they can call on to help them with child rearing tasks. 
Furthermore, social workers can ascertain a family's resource level relative to other 
families in a neighborhood by direct observation on site. 

Throughout this paper we will use what may at first glance appear to be arbitrary 
weights and constants; however, these have been selected so as to represent the rela-
tive significance of different parts of the model as reflected in the CM literature. We 
have sought to create a model which reflects relationships documented in the CM 
literature. Future research will seek to validate and tune the model using real data. 

Quantitatively modeling child maltreatment is a challenging problem because the 
reported incidence of CM is a weak reflection of the underlying prevalence, which 
makes validation against data very difficult. Less than 30% of cases that CPS investi-
gates are substantiated (child maltreatment has occurred in the legal sense)[2]. A 
substantiated case of maltreatment is a bureaucratic definition with little bearing on 
whether CM occurred or not [2]. This suggests that CPS cannot effectively detect 
CM, which in turn implies that detecting CM through other means (such as hospital 
reports) is also likely to have a high false negative rate.  

Each parent has a baseline parenting skill, which can be increased through parent 
training. Parenting skill is an abstraction of various parenting skill metrics and varies 
between 0 and 100. The different types of parent training a caregiver can receive are 
abstracted into one number. When parent training is given to an agent it is summed 
with their old parenting skill to give their new parenting skill. In the experiments 
represented by Fig. 2, the total amount of parent training distributed was equal to 25 
multiplied by the number of agents, so each agent increased their parenting skill by 25 
if the resources were distributed equally. In Fig. 3 the amount of parent training was 
varied for the purposes of sensitivity analysis. Parenting skill impacts family  
resources as shown in equations 1 and 2. 

 1 0.3    1  (1) 

  (2) 

A family's physicalResources and their familyResources are always between 0 and 
100. 

At the beginning of the simulation the parent training resources are doled out to 
families depending upon the strategy being simulated in the experiment. After parent 
training resources have been given to families, the simulation runs for 1000 iterations 
to study the impact of the parent training.  

In this work, we consider five different strategies as described below.  
The first strategy is to select families at random until parent training resources run 

out and give the selected families enough training to max out their parenting skill. 
This is akin to a first come first-served parent training program that provides parent 
training until the money has runs out.  

The second strategy is to give each family an equal amount of training. This has 
the advantage that every family gets some parent training, but it is spread more thinly 
than in the first strategy. This would be like picking a neighborhood and offering each 
family parent training regardless of individual families' characteristics. It seems  
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intuitive that this sort of strategy could be used to target high risk neighborhoods, but 
as will be shown in the results section ignoring community heterogeneity is a mistake. 

The third strategy is to give maximum parent training to those families that have 
relatively low family resources on a first come first serve basis. This is similar to the 
first strategy in that it maxes out the parent training of those that get assistance, but it 
differs in how it selects those families. This strategy appears preferable to the first 
one, but might be harder to implement, so it is important to compare this to the first 
strategy to see if the advantages of this strategy (if they exist) are significant enough 
to outweigh their potentially higher administrative costs. 

The fourth strategy is to equally distribute parent training among well connected 
families; three or more neighbors. The fifth strategy is like the fourth strategy except 
that it equally distributes parent training resources among the poorly connected fami-
lies; two or fewer neighbors. If a parent cannot meet a child's need on their own they 
ask their neighbors for assistance. Those neighbors are more likely to give assistance 
if they have already served the needs of their own children and they have a significant 
surplus. Strategies four and five study the tradeoff between helping families with few 
social resources and helping well connected families, so that they will have more 
resources to give to their neighbors. 

3 Simulation Results 

For each community five parent training resource allocation strategies were studied 
along with one baseline experiment with no parent training, and for each of the strate-
gies studied 100 trials were run and averaged. For each trial each agent made 1000 
decisions about whether to provide for their child's need or not. There were a total of 
50 families (agents).  

In all trials the amount of parent training available was the same (25 * 50 (number 
of agents) = 1250). In all trials the initial parenting skill for each agent was randomly 
set to a number between 35 and 55 (45 10).  

The physical resources given to a family at the beginning of a simulation are  
defined below. 

    60 1  30 (3)         8  16  (4) 

Where  is a function that returns a random number between 0 and 1. 
Each family's average child need is a randomly selected value between 60 and 70. 

At each timestep of the algorithm each family calculates the child need for that time-
step as follows:    child c at   0.5  10 (5) 

Fig. 2 below shows the effectiveness of different parent training resource allocation 
strategies across communities with different levels of family resources as represented 
by the average number of caregivers per family. Fig. 2's Y-axis is a measure of the 
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total number of times children have not had their need met over the course of the 
experiment. The most important part of the graph is the middle part because most real 
life communities with high rates of child maltreatment will have a caregiver to child 
ratio somewhere in there. Communities with an average near two parents per family 
are not interesting, because they will not have high rates of child maltreatment, so will 
be less likely to receive, in real life, the parent training intervention being studied.  

It can be observed from Fig. 2 that generally as the average number of parents per 
household in the community increases, the incidence of unmet need decreases. This 
makes sense because the number of parents per household represents the physical 
resources in Fig. 1. We can also see that as expected, all five strategies generated 
positive impacts in the communities because they reduced the average number of 
incidence of unmet need compared to the case of no parent training. Nevertheless, the 
levels of impact of these strategies are different. For example, when the parents per 
household is 1.5, the strategy of equally distributing the resources results in the worst 
performance, while the strategy of allocating resources to the poorly connected fami-
lies resulted in the best performance. The simulation results also show that the relative 
performance of these strategies varies as the average number of parents per household 
changes. For example, the performance of the equal distribution of resources goes 
from the worst to first as the average number of parents goes from 1.5 to 2.0.  This is 
because when the average number of parents is 1.5, most families need a significant 
amount of extra resources before they can meet their child's needs. Equally distribut-
ing parent training resources in this case does not help much because the parent train-
ing each family receives is not enough to make a difference. However, when the aver-
age number of parents is 2.0, the equal distribution of resources gives the best results 
because it provides enough training for parents and covers every family in the  
community.  

 

Fig. 2. Effectiveness of parent training strategies measured by total incidence of unmet need 
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We performed sensitivity analyses to confirm our findings the results of which are 
shown in Fig. 3 below. In Fig. 3 the amount of parent training was varied in a communi-
ty with an average of 1.5 caregivers per family, but the parenting skill parameter was 
unchanged (for each agent it is set to a random value between 35 and 55). The X-axis is 
a measure of how much parent training each agent would receive if the parent training 
resources were distributed equally. For example, parent training = 40 means that the 
total training resource available is equal to 40 * 50 (number of agents) = 2,000. 

 

Fig. 3. Parent training sensitivity analysis; total incidence of unmet need 

Fig. 3 supports our assertion that random and equal distribution strategies are inef-
ficient. If the parent training provided is between 20 and 45, then giving resources to 
poorly connected families is the most efficient. Giving resources out on a first come 
first-served basis (random) has a slight advantage before this interval. Additionally 
before parent training = 20, equally distributing resources does worse than a first 
come first-served strategy (random), which is due to the parent training parents re-
ceive not being enough to make a difference. This suggests that it is sometimes better 
to help fewer people, but give them more help, than to help everyone insufficiently. 
Additionally, Fig. 3. shows that the equal distribution strategy is non-linear and has a 
tipping point around parent training =  35. 

The right side of the graph in Fig. 3 looks "weird" because of edge effects, also called 
diminishing returns, that can be avoided in real life. As parent training increases unmet 
need decreases, which makes sense because increasing parenting skill allows a family to 
more effectively use their physical resources. The reason that the well connected, 
neediest, and poorly connected strategies level off at high levels of parent training is that 
they waste parent training resources. These strategies target a subset of the families in a 
community based upon either how many neighbors a family has (well connected and 
poorly connected strategies) or how many resources they have (neediest), so even if 
there are enough parent training  resources to fulfill all families' needs some families 
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have no opportunity to benefit from them because they are not in a group that is offered 
parent training. We included the right side of the graph in Fig. 3 for completeness, but it 
is unlikely that a real parent training program would ever turn families away when they 
realize that they set too stringent requirements on who they can help and as a result 
aren't using all of their money. The parameters of the experiments represented in Fig. 2 
were tuned, so as to have no wasted resources. 

4 Conclusions 

The results suggest that child maltreatment research can benefit from a complexity 
science approach. The model suggests that equal and random parent training resource 
allocation strategies may not be optimal and that for many communities it makes 
sense to allocate resources to poorly connected families. This hypothesis warrants 
further research, but if it turns out to be true, then it suggests that parent training pro-
grams should not rely primarily on word of mouth for promotion, which targets the 
least socially isolated families. Furthermore, the results suggest that ignoring commu-
nity heterogeneity as is the case with the equal and random parent training strategies 
is a mistake and that a small amount of information about a family's social resources 
and their own resources can be quite valuable. Our results are preliminary and may or 
may not be an accurate representation of the child maltreatment system; however, we 
have shown the potential value of computer simulations in the child maltreatment 
prevention domain. Future research will focus on validating and refining the model 
against real data. 
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Abstract. In this article, we present a novel approach towards the detection and 
modeling of complex social phenomena in multiparty interactions, including 
leadership, influence, pursuit of power and group cohesion. We have developed 
a two-tier approach that relies on observable and computable linguistic features 
of conversational text to make predictions about sociolinguistic behaviors such 
as Topic Control and Disagreement, that speakers deploy in order to achieve 
and maintain certain positions and roles in a group. These sociolinguistic beha-
viors are then used to infer higher-level social phenomena such as Influence and 
Pursuit of Power, which is the focus of this paper. We show robust performance 
results by comparing our automatically computed results to participants’ own 
perceptions and rankings. We use weights learned from correlations with train-
ing examples to optimize our models and to show performance significantly 
above baseline. 

Keywords: computational sociolinguistics, online dialogues, social phenomena, 
linguistic behavior, influence, pursuit of power, multi-disciplinary artificial  
intelligence, social computing.  

1 Introduction and Related Work 

Our objective is to model high-level sociolinguistic phenomena such as Influence, 
Pursuit of Power, Leadership and Group Cohesion in discourse. This research aims to 
develop a computational approach that uses linguistic features of conversational text 
to detect and model sociolinguistic behaviors of conversation participants in small 
group discussions. Given a representative dialogue of multi-party conversation, our 
prototype system automatically classifies the participants by the degree to which they 
engage in such sociolinguistic behaviors as Topic Control, Disagreement, and several 
others discussed in this paper. These mid-level sociolinguistic behaviors are deployed 
by discourse participants in order to assert and maintain certain higher-level social 
roles such as leader, influencer, or pursuit of power, among others. Our approach to 
this problem combines robust computational linguistics methods and established em-
pirical social science techniques. In this paper, we discuss robust detection of  
influence and pursuit of power in discourse. 
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Following social science theory (e.g., [11], [4], [7]), we define an influencer as a 
group participant who has credibility in the group and who introduces ideas that oth-
ers pick up on or support. Thus, an influencer exercises a degree of control over the 
topic and content of a conversation. This may be contrasted with the more explicit 
pursuit of power in the group, which is an attempt to seize control of the group’s 
agenda or actions. Both behaviors often correlate with, and may be considered as 
dimensions of, group leadership ([4, 16]); however, they are manifested quite diffe-
rently in interaction. Neither behavior necessarily implies leadership, and often may 
be seen as a challenge to the group leader. In order to fully understand the social dy-
namics of a group it is important to model these behaviors independently. This is the 
focus of our paper, and we are particularly interested in groups involved in online 
interactions. 

Internet-enabled interaction is particularly interesting to study because in this re-
duced-cue environment, the only means of engaging in and conveying social beha-
viors is through written language. As such, online discussion relies on the more expli-
cit linguistic devices to convey social and cultural nuances than is typical in face-to-
face or telephonic conversations. Relevant recent research in this area includes 
Freedman et al. ([6]) who developed an approach to detect behaviors such as persua-
sion in online discussion threads, and Bracewell et al. ([2]) who categorize several 
types of social acts (e.g. agreement and disagreement) to detect pursuit of power in 
online groups. These approaches, however, depend on discovering specific linguistic 
markers that may indicate a type of behavior rather than looking for a more sustained 
demonstration of sociolinguistic behavior by each speaker over the course of entire 
discourse. Our research takes that latter approach, and the work presented here builds 
on Strzalkowski et al. ([15]) and Broadwell et al. ([3]), who also proposed the two-
tiered approach to sociolinguistic modeling and have demonstrated that a subset of 
mid-level sociolinguistic behaviors may be accurately inferred by a combination of 
low-level language features. Our work successfully extends their approach to model-
ing of influence and pursuit of power in group interactions. The models discussed in 
this paper were developed and implemented based on online chat and threaded  
discussions in English and Mandarin.  

2 Sociolinguistic Behaviors in Discourse 

In the two-tier modeling approach, we use linguistic elements of discourse to first 
unravel sociolinguistic behaviors, and then, use the behavior models, in turn, to  
determine complex social roles, as shown in Figure 1.  

It is important to note that, at both these levels, our analyses are solidly grounded 
in sociolinguistic theory. In this section, we briefly describe the mappings (which we 
call measures), between the sociolinguistic behaviors (mid-level in Fig 1) and the 
complex social roles. These measures operationalize the second tier in our system. 
We discuss the first tier only briefly in Section 4. 
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Fig. 1. Two-tier approach applied to model social roles in discourse 

• Topic Control Measure (TCM) is defined as attempts of participants to impose a 
topic of conversation. In any conversation, whether it is focused on a particular is-
sue or task or is just a social conversation, the participants continuously introduce 
multiple topics and subtopics. These are called local topics. Local topics, following 
the notion put forth by Givon ([8]), may be equated with any substantive noun 
phrases introduced into discourse that are subsequently mentioned again via repeti-
tion, synonym, or pronoun. Who introduces local topics into conversation and who 
continues to talk about them, and for how long are some of the indicators of topic 
control in dialogue.  

• Cumulative Disagreement Measure (CDM) has a role to play with regard to 
influence and pursuit of power in that it is possible that a person in a small group 
engages in disagreements with others in order to control the topic by way of identi-
fying or correcting what they see as a problem ([5], [13]). While each utterance 
where a participant disagrees with another is a vivid of expression of disagreement, 
we are interested in a sustained phenomenon where participants repeatedly dis-
agree, thus revealing a social relationship between them.  

• Involvement Measure (INVX) is defined as a degree of engagement or participa-
tion in the discussion of a group. A degree of involvement may be estimated by 
how much a speaker contributes to the discourse in terms of substantive content. 
Contributing substantive content to discourse includes introduction of new local 
topics, taking up the topics introduced by others, as well as taking sides on the top-
ics being discussed. As previously defined, a local topic is a concept or a thing or 
an event referred to in a conversation, and is typically introduced with a noun 
phrase (a name, noun or pronoun).  

• Network Centrality Measure (NCM) is the degree to which a participant is a 
“center hub” of the communication within the group. In other words, someone 
whom most others direct their comments to as well as whose topics are most wide-
ly cited by others.  

• (Measure of) Argument Diversity (MAD) is displayed by the speakers who de-
ploy a broader range of arguments in conversation. This behavior is signaled by the 
use of more varied vocabulary, including specialized terms and citations of  
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authoritative sources, among others. A person who uses more varied vocabulary 
and introduces more unique words into a conversation is considered to have a 
higher degree of Argument Diversity.  

• Tension Focus Measure (TFM) is defined as the degree to which a speaker is 
someone at whom others direct their disagreement, or with whose topics they dis-
agree the most. Similar to Network Centrality Measure, Tension Focus reflects the 
actions of other members of the group towards the speaker.  

• Social Positioning (SPM) is a sociolinguistic behavior defined as a degree to 
which the speaker attempts to position oneself as central in the group by commit-
ting to some future activity and by getting others to confirm or re-affirm what the 
speaker stated, as well as what the speaker already believes. This behavior is re-
flected in the speaker’s conversational moves that aim at increasing their centrality 
in the group. 

• Involved Topic Control Measure (ITCM) is defined with combined measure of 
Topic Control and Involvement. This measure identifies speakers who are both 
highly involved as well as control topics under discussion to a greater extent than 
other speakers in the group. 

By computing the score of each measure, we obtain a full ranking of participants on 
each sociolinguistic behavior. The measures used to compute Pursuit of Power are 
ITCM, CDM, TFM and SPM. Measures used to compute Influence are TCM, CDM, 
NCM and MAD. We shall elaborate this further in Section 5. 

3 Correlations between the Measures and Human Assessment 

We computed the correlations among our proposed measures of Influence and Pursuit 
of Power. As described before, Topic Control Measure (TCM), Cumulative Disagree-
ment Measure (CDM), Network Centrality Measure (NCM) and Measure of Argument 
Diversity (MAD) are calculated for Influence. Involved Topic Control Measure 
(ITCM), Cumulative Disagreement Measure (CDM), Tension Focus Measure (TFM), 
and Social Positioning Measure (SPM) are combined to predict Pursuit of Power.   

Table 1 shows the correlations between all proposed Influence measures and pro-
posed Pursuit of Power measures. We note that Cumulative Disagreement Measure 
correlations are lower than the other measures for influence, pointing to evidence of it 
being the discriminant variable. We have observed similar correlation patterns across 
the sessions we have looked at. Computing the correlation against human rankings 
elicited using survey questionnaire provides us with evidence that indeed the pro-
posed behaviors are measuring the correct phenomena. The correlation between rank-
ings produced by annotated data and ranking induced by participant ratings holds 
quite strongly across a significant proportion of data sets in our corpus with an  
average of over 0.80 Cronbach’s alpha. 

Using this evidence of high correlations among behaviors and their measures, as 
well as measures against human survey ratings, we can be confident about our  
approach in measuring and detecting Influence and Pursuit of Power. We demonstrate 
our evaluation and results in section 5.  
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Table 1. Correlation among measures of Influence and Pursuit of Power for a sample chat 
dialogue 

Influence NCM MAD TCM CDM  Pursuit of Power ITCM CDM TFM SPM 
NCM 1.0     ITCM 1.0    
MAD 0.86 1.0    CDM 0.78 1.0   
TCM 0.98 0.86 1.0   TFM 0.67 0.91 1.0  
CDM 0.58 0.59 0.48 1.0  SPM 0.7 0.88 0.67 1.0 

4 Linguistic Components on the First Tier 

The first tier of our system comprises a series of basic linguistic components that 
support models for computing sociolinguistic behaviors in the mid-level of Fig. 1. 
These models are derived from a corpus of online dialogues that includes chat and 
threaded discussions. The chat portion of the corpus, the MPC chat corpus is de-
scribed in ([14], [10]), consists of over 90 hours of online chat dialogues in English 
and Mandarin. The threaded discussions portion of the data consists of 70 asynchron-
ous thread discussions collected from public Wikipedia discussions in English and 
Mandarin. A substantial subset of the corpus was annotated using trained annotators 
who are native speakers of the respective language. Annotators were trained exten-
sively so that inter-annotator agreement level was sufficiently high (0.8 or higher 
Krippendorf’s alpha). The annotated data was used to train the linguistic components 
and to calibrate mappings from linguistic components to sociolinguistic behaviors that 
constitute the first tier of our system. Space limitations do not allow us to discuss the 
first tier mappings here; instead, we briefly describe the key linguistic components 
involved: (1) communication links between participants, (2) dialogue acts, and (3) 
local topics in conversation. 

Communication Links  
It is important and very challenging to determine automatically who speaks to whom 
in multiparty discourse. In our annotation process, we ask annotators to classify each 
utterance in the chat by marking it as either a) addressed to someone or everyone; b) a 
response to someone else’s specific prior utterance; or c) a continuation of one’s own 
prior utterance. Using annotated data from this layer of annotation, we can train a 
communication link classification module, which uses context, inter-utterance simi-
larity and proximity of utterances as some of the features in a Naïve Bayes classifier 
to automatically classify utterances in one of the above-mentioned three categories. 
The current performance of this module is 61% accuracy as measured against anno-
tated ground truth data.  

Dialogue Acts  
We have developed a hierarchy of 15 dialogue acts in order to annotate the functional 
aspect of an utterance in discourse. The tag set adopted is based on DAMSL ([1]) and 
SWBD-DAMSL ([9]), but compressed to 15 tags tuned towards dialogue pragmatics 
and away from more surface characteristics of utterances. A detailed description of 
dialogue act tags and annotation procedure has been described in a separate publica-
tion. Some dialogue acts that are note-worthy are: Disagree-Reject, Offer-Commit, 
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Confirmation-Request, Assertion-Opinion. Annotated data from this process is used 
to train a cue-phrase based dialogue act classifier adapted from Webb and Ferguson’s 
([18]) approach, which currently performs at 64% accuracy. Our Cumulative Disa-
greement Measure (CDM) is calculated using the proportion of disagreement dialogue 
act utterances detected for each participant by this automatic module.  

Local Topics 
Local topics are defined as nouns or noun phrases introduced into discourse that are 
subsequently mentioned again via repetition, synonym, or pronoun. Annotators were 
asked to mark all nouns and noun phrases of import from the discussion. We use 
Stanford part-of-speech tagger ([17]) to automatically detect nouns from text. Prince-
ton’s Wordnet ([12]) is consulted to identify synonyms commonly used in co-
references. Since POS taggers are typically trained on well-formed text, performance 
of POS tagging on chat text – where grammar may be disorganized, use of abbrevia-
tions and symbols etc. may be quite frequent – would affect the accuracy of POS 
tagging. Our automatic local topic detection module performance is at 70% in the 
current system prototype.  

We note here that it is not the goal of this research to develop the best computa-
tional modules such as POS taggers or the most accurately performing dialogue act or 
communication link classifier. In spite of the shortcomings in modules that support 
our index calculations, we are able to achieve very robust performance in our in-
tended task of modelling complex social roles. This is because we base our claims of 
sociolinguistic behavior on repeated counts of each linguistic phenomenon over the 
length of entire discourse. When computational modules such as local topic detection 
fail, such errors are systematic, and would be replicated consistently for each partici-
pant. If the count for each participant were not fully accurate, nevertheless, the distri-
bution of counts for all participants would still hold, thus giving us the desired rank-
ing or the degree of sociolinguistic behavior for each participant.  

Having multiple indices for each behavior helps us account for the error introduced 
from our automatic modules. If the predictions on individual indices are not always 
consistent, we can still combine them into a single output by using different weighting 
schemes, albeit with lesser confidence. In order to validate our proposed indices and 
measures, we analyzed their correlation with each other, both from human annotated 
data as well as our automatic process, as we shall discuss next. 

5 Evaluation and Results 

We compute the scores for each participant for all proposed measures. Although we 
have a full ranking of participants, both from survey ratings, human assessment as 
well as system output, we are only interested in participants who have the highest 
Influence and Pursuit of Power. This means, the top-ranking participant on both rank-
ings should match in order evaluate system performance. In cases where the top two 
individuals are quite close in the survey scores, we may consider top two participants. 
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In order to create a ground truth of assessments of sociolinguistic behavior, we 
needed certain information to be captured through questionnaires or survey following 
each data collection session. In the MPC corpus, at the conclusion of each chat session, 
participants were asked to fill out a survey consisting of a series of questions about 
their perceptions of and reactions to conversation that had freshly participated in. 

The questions were focused on eliciting responses about sociolinguistic behavior. 
One such question pertaining to Influence is shown in Figure 2. There are similar ques-
tions regarding other behaviors we are interested in modeling and we refer the reader 
to the cited paper [14, 10] for a detailed discussion of these.  
 

 
 
 
 
 
 

Fig. 2. Post session survey question related to Influence in the MPC chat corpus 

We calculate the Influence and Pursuit of power score for all participants by taking 
the mean of our measures and deriving an Influencer and Pursuit of Power score for 
each participant. We devised a weighting scheme that reflects the evidence found 
from our analysis of correlations against survey ratings. So, the weighting scheme for 
English dialogues is: 

Influencer score = (αTCM* TCM) + (αCDM* CDM) + (αNCM* NCM) + (αMAD* MAD) 

Where αTCM >αNCM >αMAD >αCDM 

PoPScore = αITCM*ITCM + αCDM*CDM + αTFM*TFM + αSPM*SPM 

Where: αSPM < αITCM = αTFM < αCDM  

Similar combinations are derived for Chinese chat dialogues as well. For different 
data types and different languages, we have learnt different weighting schemes where 
the sociolinguistic behaviors may be combined differently to compute scores. In es-
sence, the higher the correlation, the greater the weight given to the measure. As ex-
pected and shown in Table 2, different correlations hold across languages – hence 
possibly cultures, since the participants are native speakers. Where the scores are 0, it 
signifies that the behavior is found to not correlate well with the other measures that 
comprise the phenomena being modeled; hence we do not include these behaviors 
while taking linear combinations.   

Table 2. Weighting schemes for combining social behaviors learnt from correlation analyses 

Weights TCM ITCM CDM MAD TFM SPM NCM 
English Influence 0.75 0 0.15 0.4 0 0 0.5 
Chinese Influence 0.75 0 0.1 0.75 0 0 0.4 

English PoP 0 0.1 0.6 0 0.1 0.09 0 
Chinese PoP 0 0.08 0.08 0 0.84 0 0 

During the discussion, some of the people talking are more 
influential than others. For the conversation you just took 
part in, please rate each of the participants in terms of how 
influential they seemed to you? 

    Scale: Very Influential --- Not Influential.  
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Table 3 shows performance accuracy of our automated system in detecting the top 
influencers and those who pursue power in group dialogues, computed across lan-
guages and compared to a random selection baseline. We could choose another base-
line, such as selecting the participant with the most turns as an Influencer, etc.; how-
ever, we see similar performance for such baselines as the random one. The  
unweighted model represents the first approximation, untrained option of the system.  

Table 3. Performance accuracy against random baseline, with and without weighting scheme 

Performance BaseLine Without Weight With Weight 
English Influence 17.85% 71.4% 78.5% 
Chinese Influence 12.5% 69% 90% 

English PoP 10% 52.6% 84.2% 
Chinese PoP 5% 60% 73.3% 

6 Conclusion and Perspectives 

We have shown a novel, robust method for modeling social phenomena in multi-party 
discourse. We have combined established social science theories with computational 
modeling to create a two-tier approach that can detect high-level sociolinguistic phe-
nomena such as Influence and Pursuit of Power in language with a high degree of 
accuracy. In future work, we have planned for a larger scale evaluation, testing index 
stability, and resilience to errors in automated language processing, including topic 
detection, coreference resolution, and dialogue act classification. Current performance 
of the system is based on versions of these linguistic modules, which perform at about 
70% accuracy, so these need to be improved as well.  

The advantage of applying a two-tier approach is that we can add or remove mid-
level sociolinguistic behaviors efficiently when applying our models to different data 
types and languages. This would be impractical in a straightforward machine-learning 
approach where one can add all features to a learning algorithm to decide how fea-
tures may best be combined. A machine-learning approach modeled directly on lin-
guistic features would not be easily transferable to other data types and could prove 
brittle. Some measures turn out to be more predictive in a given data genre, and when 
applied appropriately, perform well at predicting phenomena as rated and understood 
by human assessors. We note that there may be some variance as to how humans 
perceive the concept of Influence and Pursuit of Power and rate a participant based on 
their intuitive notion of the concept. The fact that we have multiple indicators in the 
form of measures helps us overcome the potential variance in this perception.  
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Abstract. We describe a hybrid forecasting method called marketcast.
Marketcasts are based on bid and ask orders from prediction markets,
aggregated using techniques associated with survey methods, rather than
market matching algorithms. We discuss the process of conversion from
market orders to probability estimates, and simple aggregation methods.
The performance of marketcasts is compared to a traditional prediction
market and a traditional opinion poll. Overall, marketcasts perform ap-
proximately as well as prediction markets and opinion poll methods on
most questions, and performance is stable across model specifications.

Keywords: Forecasting, Prediction Markets, Aggregation.

1 Introduction

Prediction markets, also known as ideas futures, have been shown to produce
accurate forecasts for political and sports events [1]. Prediction markets serve
two separable functions: elicitation and aggregation of individual judgments. We
show that separating these functions is possible and practical. Namely, forecasts
elicited through prediction markets can be aggregated using non-market mech-
anisms, producing what we call marketcasts. Marketcasts perform well even in
their simplest forms. They can exploit information beyond the current price,
for example using bids when no trades occur. As we demonstrate, marketcasts
can also be incorporated into more sophisticated statistical algorithms includ-
ing unequal weighting of forecasters, temporal smoothing and transformation,
which have been shown to improve accuracy of forecasts elicited through opinion
polls [2].
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If the marketcast method demonstrates adequate performance, it could serve
at least three valuable functions. First, the method could produce forecasts that
are robust to market manipulation, a property that is especially beneficial in
small, illiquid prediction markets where manipulation by a single individual could
have long-lasting effects [3]. More generally, marketcasts could take advantage
of all available data in the market rather than the latest matched orders. Ex-
amples of unused data include unmatched orders, heterogeneity of forecasting
skills, expertise and risk preferences. To the extent such patterns persist over
time, statistical methods could take advantage of them to produce better cali-
brated forecasts. Second, the marketcast method can provide a bridge between
elicitation platforms and could be applied in organizations that use multiple plat-
forms and need to aggregate individual-level forecasts across these. Third, the
marketcast allows analysts to measure individual forecasting accuracy indepen-
dently from individual earnings. This makes it possible to distinguish forecasters
who gain advantage by placing accurate forecasts from those who simply exploit
temporary market inefficiencies.

2 Prediction Markets vs. Survey Forecasts

Prediction markets offer one method for eliciting and aggregating crowd be-
liefs about uncertain events. An alternative method is to simply ask forecasters
about their subjective probability of uncertain events, and average these values.
Probably the most popular example of successful opinion pooling, albeit not of
probability forecasts, was described by Galton [4], who showed that the median
crowd estimate of an ox’s weight was within 9 pounds (0.8%) of the correct
answer. This method is known as opinion polling and the resulting values are
referred to as survey forecasts.

2.1 Elicitation

The prediction market interface, in its various forms, has several useful features
for eliciting probability forecasts. First, markets offer incentives, financial or
otherwise, that encourage forecasters to learn new information about specific
questions and communicate it by placing orders on the markets. Second, order
size is a measure of how confident participants are in their beliefs, as measured
by the size of the bet they place. Third, the prediction market interface provides
information about crowd beliefs. Fourth, participation in prediction markets is a
form of gambling and may lead to self-selection of participants who enjoy making
such bets. Participants also face market selection, as consistent low-performers
lose money and, unless they continue injecting funds, may lose liquidity and
influence over market prices. In contrast, successful traders may gain influence
if they choose to reinvest their winnings in future bets.

Opinion polls share some of the useful elicitation features of prediction
markets. They may offer feedback about crowd beliefs (e.g. the mean of out-
standing forecasts) and provide performance feedback using metrics such as Brier
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scores. Expertise self-ratings could help distinguish between the more and less
knowledgeable forecasters [2]. Forecasts from prior low-performers could be re-
moved or down-weighted in the analysis stage.

2.2 Aggregation

While elicitation methods influence who expresses beliefs and how these beliefs
are expressed, aggregation methods deal with the problem of merging crowd
beliefs into a single forecast. Prediction markets usually solve this problem by
matching bid and ask orders to produce a market price. In the continuous double
auction (CDA) used in this study, buyers place bid and ask orders, specifying
desired price and volume. Other market-based mechanisms for scoring and ag-
gregation of forecasts include pari-mutuel betting, dynamic pari-mutuel [5] and
Robin Hanson’s Market Scoring Rule [6]. A trade occurs if the bid price is higher
than or equal to the ask price. Typically, the forecast is the last price at a certain
time, although markets also provide related metrics such as typical (modal) and
average (mean) price over the course of a day. In markets with few active par-
ticipants, bid-ask spreads are often large and no trades occur for long periods.
In a CDA market, a trade occurs if the bid price is higher than or equal to the
ask price.

Market pricing is not the only way to aggregate beliefs among forecasts. An al-
ternative method we propose and test in this study is to treat order prices as survey
forecasts. Such marketcasts, as we call them, can potentially overcome many of the
limitations of thin prediction markets. Table 1 shows the possibilities of eliciting
and aggregating information from prediction markets and opinion polls.

In opinion polls, forecasters are asked the question: “What is the probability
that event X will occur by date Y?” In addition to stating their probabilistic
beliefs, forecasters often state their perceived expertise in the question. Forecasts
could be updated until the day the question is resolved. Individual forecasts
could then be aggregated using techniques of varying sophistication. The simplest
method takes the mean or median of the most recent forecast by each participant.

Such forecasts could be imported to prediction markets using trading agent
algorithms that translate probabilistic beliefs into prediction market orders. A
widely used class of algorithms for this purpose is known as Zero-Intelligence-
Plus (ZIP), and could be applied to Continuous Double Auction markets [7].
The method results in stable prices that approach “true” values in simulated
prediction markets [8].

Table 1. Possible combinations between elicitation and aggregation methods

Elicitation Aggregation
PM Survey

PM Core Prediction Market Marketcast
Survey Trading Agent Survey Forecasts



The Marketcast Method for Aggregating Prediction Market Forecasts 31

Consider a binary prediction market in which a share pays $1 if an event
occurs and $0 if it does not. If a participant submits a bid order at $0.60,
a simple marketcast algorithm would impute the probability forecast of 60%.
If two other traders submit orders at $0.70 and $0.74, the unweighted mean
probability from these forecasts would be 68%, and the median, 70%. In contrast,
prediction market orders are matched in the market and statistical processing is
not necessary for aggregation.

3 Aggregation Parameters

Because aggregation of survey forecasts is performed after the fact, researchers
face some important choices in the process of converting individual orders to
probability estimates and aggregating these into a single forecast. We discuss
the influence of seven aggregation parameters below.
Order Size. In its simplest form, marketcasts ignore considerable information
about the orders and interactions among forecasters. For example, each order is
weighted equally, independently of its size. Such simplification would be optimal
only if large orders are just as informative as small orders. If the order quantity
does provide useful information, larger orders should be given more weight in the
aggregation phase. In a sensitivity analysis, we weight each order by the square
root of the number of shares ordered. This weighting scheme is consistent with
the intuition that large orders have more information value than small ones, but
the value does not increase linearly with order size. A buy order of 100 shares at
a given price, for example, was given ten times the weight of a one-share order
at the same price.

An alternative interpretation of order quantity is that it represents the fore-
caster’s view that buying or selling shares at the order price would bring a large
profit margin. This intuition is shared by Wolfers and Zitzewitz [9] who model the
desired number of shares in a given market as a function of difference between the
forecaster’s personal probability estimate and the market price at this time.
Bid vs. Ask Orders. The naïve marketcast method is insensitive to the distinc-
tion between bid and ask orders: all orders are taken at face value. It is possible
that market participants act with a profit margin in mind. For example, a trader
with a desired profit margin of $0.10 (10%) would submit a bid order at $0.60 if
she believes that the probability of an event occurring is 70%, and pre-sell shares
at $0.60 if she believes the event is 50% likely to occur. Sensitivity analyses with
profit margins of 0%, 10% and 25% were performed to determine which of these
most closely approximates the link between participant beliefs and outcomes. Af-
ter adding or subtracting the assumed profit margins, the imputed probability
values were forced to the [0.01, 0.99] probability range.
Order Matching. The naïve marketcast method ignores the distinction be-
tween matched and unfilled orders. In other words, each order is treated as a
signal of belief, even if it is far from the consensus and is never matched. In
practice, forecasters are discouraged from placing such orders because they limit
the funds available for trading on other questions. A sensitivity analysis focuses
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on the sub-sample of matched orders, ignoring all orders that remain unmatched
at the time of aggregation. A lower Brier score for this sub-sample would imply
that unmatched orders provide more noise than signal in the aggregate.
Temporal Smoothing. Prediction markets and opinion polling aggregation
methods deal with “stale information” in different ways. In prediction markets,
orders are retained on the order book until they are canceled or executed. Un-
matched orders do not affect the most recent price directly but may do so indi-
rectly by influencing trader behavior. On the other hand, orders at prices close
to consensus are quickly matched by new or existing orders, and are unlikely to
stay on the order book very long. Survey forecasts lack this feature, so temporal
smoothing is often used to limit the influence of old forecasts without ignoring
them altogether. Exponential decay is a popular approach, in which forecasts
are multiplied by a constant between zero and 1 for each day since they were
refreshed. For example, if the exponential decay constant is set to 0.5, today’s
forecasts receive a weight of 1, yesterday’s forecasts are given a weight of 0.5, two-
days-old forecasts receive a weight of 0.25, and so forth. An alternative method
is to retain only the most recent forecasts, while tossing out older ones. Our core
method retains 15% of the most recent forecasts, a proportion that has proven
efficient in opinion poll aggregation.
Central Tendency. We report the marketcast mean as our core measure of cen-
tral tendency. Median, the measure advocated by Francis Galton, is influenced
less by outliers and may perform better than the mean if forecasts far from
the consensus are misinformed. Finally, we use the geometric mean of probabil-
ity forecasts in the log-odds space. As Satopaa et al. [10] document, the logit
aggregator is the maximum likelihood estimator of true probability and is com-
putationally simple to implement.
Transformation. In its current use, transformation, also known as signal ampli-
fication, addresses the problem of miscalibration. For example, political predic-
tion markets have been shown to exhibit long-shot bias: low probability events
are overvalued, while high probability events are undervalued [11]. In practical
terms, this means that aggregate predictions are less extreme than they should
be. Extremizing forecasts improves accuracy in U.S. Presidential Elections predic-
tion markets [12], as well as opinion polling-based forecasts of international events
[13]. In the sensitivity analyses below, forecasts were extremized in the manner
described by Baron et al., with the constant set to 2. For example, a 40% forecast
will be transformed to 31%, while a 70% forecast will be transformed to 84%.
Expertise Weights. When placing market orders, participants in the predic-
tion market are asked to provide their self-assessments expertise in the domain
of the question they bid on. More specifically, they are asked to provide an
estimate of their relative expertise compared to other forecasters on a five-
point scale. If participants hold accurate beliefs about their relative competence,
this information could be used to improve aggregate performance by placing
higher weight on more competent forecasters and lower weight on their less
knowledgeable counterparts.
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4 Methods and Data

The study is conducted as part of a large ongoing forecasting tournament spon-
sored by the Intelligence Advanced Research Projects Activity (IARPA). Five
teams, including ours, participate in the tournament. The main goal of this
tournament is to develop innovative methods of assigning accurate probability
estimates to events of national security interest. Each month, eight to ten new
questions are added to the tournament, for a total of approximately 120 ques-
tions per year. While the teams are asked to suggest forecasting questions, an
external party makes the final decision for inclusion in the tournament.

The current version focuses on forty-five binary (yes/no) questions that have
resolved since the beginning of the 2012-2013 tournament year. Approximately
seventy questions are expected to resolve by the end of March 2013, which may
alter the current pattern of results.

Each question included in the tournament (e.g., “Will Victor Ponta resign
or vacate the office of Prime Minister of Romania before 1 November 2012?”)
must satisfy the 10/90 rule: at the moment a question is posed, a hypothetical
knowledgeable observers should not place probability estimates outside the range
between 10% and 90%. In other words, questions with seemingly obvious answers
are not included in the tournament.

Prediction market participants compete in a Continuous Double Auction mar-
ket. Shares prices resolve to $0 if the event did not occur and $1 if the event
occurred in the defined timeline. Dollar values represent play money so there
no financial incentives for performance are provided. Participants, however, are
given frequent feedback and face social incentives, including a leader-board for
the top 20% participants in terms of total earnings. Financial incentives have
been shown to exert minimal influence on prediction accuracy [14]. Forecasters
are free to choose which questions to bid on, but are asked to submit at least
one order on at least 30 questions over the course of the year, out of approxi-
mately 120 possible questions. Two markets are run in parallel for all questions.
Forecasters are randomly assigned to one of two parallel prediction market con-
ditions. In the first one, they receive basic training on prediction markets. In the
second condition, participants receive an additional one hour of training on fore-
casting and probability reasoning. Mellers et al. (2012) show that such training
improves performance [2].

The Brier scoring rule is used to assess forecast accuracy [15]. According to this
strictly proper rule, the penalty is the squared difference between the forecast
value and the outcome (0 and 1), summed over the two answer options (e.g.
yes/no). The best score is 0, the worst score is 2, and with binary questions, a
probability forecast of 50% always results in a Brier score of 0.5.
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where i refers to a question (out of N total questions), j(= 1, 2) refers to an
outcome, k refers to a specific day, Di is the number of days that question i is
open, and xij equals 1 if outcome j for question i occurs and 0 otherwise.

Note that in this variation of the Brier score, numeric values are exactly
twice as large as the values in another commonly used version in which scores
vary between 0 and 1 and at-chance performance is 0.25. Daily Brier scores are
averaged over the period for which a question is open. Each question is equally
weighted in the determination of the aggregate score.

We report Brier scores for three conditions. First, unweighted linear opinion
poll (ULinOp) is used as a baseline condition in the tournament. The method
takes a simple mean of the latest survey forecast for each participant for each
question. Participants in this condition undergo no special training and receive
no crowd feedback. Moreover, no temporal smoothing, weighting or transfor-
mation is applied to individual or aggregate forecasts. Second, the prediction
market condition features both the PM interface and the CDA order-matching
algorithm. Finally, marketcast uses values elicited through the prediction mar-
ket but pooled using survey forecast aggregation methods. Sensitivity analyses
demonstrate the impact of various marketcast specifications.

5 Results

In total, 524 participants submitted at least one order for at least one of the 45
binary questions they faced. On average, 132 individuals submitted at least one
order on any given question, resulting in 357 orders over the course of a typical
question. Questions were open for an average of 100 days, with approximately
5.94 unique orders submitted per day per question. The first day after a question
opened attracted the most activity, and the number of orders usually stabilized
after the first three to five days of trading.

Table 2 shows the mean Brier scores for the four conditions of interest:
ULinOp, core prediction markets and various marketcast specifications. For ease
of presentation, we start with a core marketcast condition and show the impact
of varying settings, one change at a time. In the sensitivity analysis portion of
the table, the core specification is repeated in the left-most column of every
row. Standard deviations are shown in parentheses. We performed a series of
paired t-tests to determine if the distributions of Brier Scores for marketcasts
were significantly different from the core marketcast. All p-values are for the
comparison between core marketcast specification and other methods. No Bon-
ferroni adjustment for multiple comparisons was used, increasing the likelihood
that some significant differences may have occurred by chance alone.

Overall, marketcast performance varied in a limited range. On the one hand,
almost all marketcast methods yielded lower Brier scores than the ULinOp
control condition. On the other hand, most marketcast specification produced
slightly higher Brier scores than the core prediction market, while one specifica-
tion resulted in a better score.

Sensitivity analyses, reported in the lower half of Table 2, revealed several
notable patterns. First, ignoring order size yielded slightly lower Brier scores
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Table 2. Mean Brier scores for 45 questions in the tournament

ULinOp (Control)
Core Prediction Market
Core Marketcast: Equal 
Weights, 10% Margin, All 
Orders, Most Recent 15%, 
Mean, Non-transformed

Equal Weights SqRt Weights
0.299 (0.368) 0.301 (0.368)

m=10% m=0% m=25%
0.299 (0.368) 0.302 (0.360) 0.306 (0.359)

All Orders Matched Orders
0.299 (0.368) 0.296 (0.368) *

Most Recent 15% c=0.10 c=0.50 c=0.85

0.299 (0.368) 0.308 (0.378) 0.300 (0.366) 0.315 (0.347)

Mean Median Logit
0.299 (0.368) 0.302 (0.386) 0.303 (0.410)

Non-Transformed Transformed
0.299 (0.368) 0.340 (0.508)*

Equal Weights Expertise Weights
0.299 (0.368) 0.295 (0.368)*

* Denotes significant difference compared to core marketcast, using a two-tailed matched samples t test. 

Mean Brier Score

Marketcast Sensitivity Analyses

0.299 (0.368)

0.287 (0.374)

0.368 (0.254)*

7. Expertise Weights

6. Transformation

5. Measure of central tendency

2. Profit margin (m)

1. Order Volume Weight

3. Order matching

4. Temporal smoothing

than weighting orders by the square root of order size, which implies that order
size did not provide useful information. Second, larger profit margins improved
forecast accuracy, a result consistent with the intuition that bid and ask orders
of the same price reflect different beliefs. Third, marketcasts based on matched
orders performed slightly better than those using all orders, which suggests that
unmatched orders did not provide useful information.

Fourth, temporal smoothing parameters had a small impact on overall perfor-
mance. A moderate level of exponential smoothing (c=0.50) yielded Brier scores
on par with the core specification, which used the latest 15% of forecasts in place
of exponential smoothing. Fifth, taking the mean marketcasts yielded slightly,
but not significantly, lower Brier scores than either the median or the geomet-
ric mean of log odds (logit). However, the logit aggregator yielded lowest Brier
score when the profit margin was set to zero. Finally, non-transformed market-
casts performed better than extremized ones, which suggested that marketcasts
in this sample did not exhibit the long-shot bias.



36 P. Atanasov et al.

In addition to the manual sensitivity analyses, we performed an optimization
run using elastic net regularization (Zou & Hastie, 2005), in order to extract the
optimal, Brier-score minimizing specification for aggregation parameters, while
avoiding overfitting [16]. The optimal specification included only matched orders,
used the logit aggregator with no transformation, made use of only the 15% most
recent orders at a time, and gave higher weights to participants who provide
higher self-rating of expertise and tend to submit more market orders. The mean
Brier score for this combination was 0.277, slightly but not significantly better
than the core prediction market, which yielded an average score of 0.287.

Figure 1 depicts performance of various methods by question in increasing
order of Brier scores for the core marketcast specification. In other words, ques-
tions on the left side (1, 2, 3) were correctly forecasted by the marketcast, while
those on the right side resolved in unexpected ways: Brier scores above 0.5 mean
that forecasts were, on average, on the wrong side of 50%. Marketcast perfor-
mance tracked core prediction very closely, and both methods are visibly more
accurate than the ULinOp control condition for the majority of questions.
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Fig. 1. Brier scores per IFP for ULinOp, core prediction market and marketcast

6 Conclusion

Marketcast analyses show that forecasts elicited by prediction markets perform
well when used as inputs to non-PM aggregation algorithms. In other words, elic-
itation and aggregation elements are separable in principle and in practice. Some
marketcast specifications slightly underperform traditional prediction markets,
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while the best specification produces forecasts that are 3% more accurate in
terms of Brier score. Overall, the method produces stable and accurate forecasts
conditions and specifications. Future research should examine the stability of the
current results and illustrate novel applications of this promising method.
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Abstract. Peer nomination has been one of the main tools used by so-
cial scientists to study the structure of social networks. Traditionally, the
nominations are collected by asking participants to select a fixed number
of peers, which in turn are all considered for the analysis with the same
strength. In this paper, we explore several different ways of measuring
the popularity of peers by taking into consideration not only the nomi-
nations themselves but their order and total quantity in the context of a
computer social game. Using these different metrics, we explore the rela-
tionship between the nominations and the players’ interactions through
text messages while playing the game. Although all five proposed metrics
can be used to find popular individuals among peers, they allow scientists
to measure different characteristics of the individuals as shown by the
correlations found between popularity scores and interaction variables.

Keywords: Group interaction and collaboration, Influence process and
recognition, Methodological innovation.

1 Introduction

Analyzing peer relationships in social networks has been a popular method for
explaining behaviors such as smoking [6], and bullying [1], among others. Tradi-
tionally, peer nominations are obtained by asking the participants to nominate
a fixed number of peers to which they are highly connected (e.g., friends, most
liked people, etc.). In this work, we explore a different way to collect peer nomi-
nations by taking advantage of current technology, and show the implications of
nominations in computer mediated communication (CMC). We explore the pos-
sible meanings in terms of popularity of each nomination by considering both the
total number of nominations made by each participant and the order in which
they are made, and explore how they are related to their general and pairwise
interactions.

Our work relies on a method to collect behavioral information from interac-
tions between participants in a non-intrusive way. This is different from previous
approaches (see [4] and [5]) in which the actual peer interactions are hidden from
the researchers and reliance on self- or peer-reports is necessary. The method
increases the replicability of the experiments while allowing a more in-depth
analysis of the behavior of the participants, which is closer to reality.
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The nominations and interactions between participants are collected through
a computer game used as a data collection tool [9]. The collected information is
a network of nominations that can be considered an indirect observation of the
actual social network of the participants, while the interactions consist of text
messages that provide information about the relationships between participants.

Our results support a new way of obtaining peer nominations by exploring
their implications when paired with CMC, and show that the order and total
amount of nominations can be used to have a more detailed analysis of peer
interactions and CMC. Another contribution of our work is that our results
show, contrary to previous results [3], that aggressive individuals are not always
rejected in peer nominations and that participants display both prosocial and
aggressive behaviors, even toward peers that have been highly nominated. This
suggests that there is value in interacting with aggressive individuals depending
on the context (e.g., maybe they are stronger, better leaders, or more intelligent)
and provides a justification for being aggressive while still being socially success-
ful within the network. This is explained by Resource Control Theory [7] which
suggests that aggressive individuals use both prosocial and coercive strategies in
order to avoid the negative consequences of their aggressiveness while still being
able to exploit some situations.

2 Related Work

Popularity in social networks (particularly in the context of schools) has been
recently explored by Bramoulle and Rogers [2]. In their work, the authors explore
the concept of popularity and its relationhip with diversity of friends using the
degree of nominations received. In particular, they conclude that individuals
with a higher degree (i.e., higher number of connections in the network) have a
more diverse set of friends. In our work, we are not interested in exploring the
diversity of the connections in the network, but in exploring the significance of
the degree of nodes in order to account for different phenomena. One important
aspect of our methodology that differs from previous work is that we store the
order in which nominations happen and allow individuals to nominate as many
people as they want.

In another study, Kerestes and Milanovic [8] studied the relationship between
peer nominations and aggressive behavior. In their work, they relate peer rejec-
tion and acceptance (i.e., popularity) and find that it correlates with aggression
in both males and females in grades 4th to 6th. One of the main differences
with our study is that we do not focus explicitly on aggression but we study all
kinds of interactions that are shown in the CMC, aggression just being one of
them. To measure aggression, Kerestes and Milanovic used a scale that measures
the behavior of individuals when angry and is obtained through a survey filled
by the members of the network. This is different from our approach as we col-
lect behavioral information from the actual interactions and not from reported
values.



40 J.F. Mancilla-Caceres, E. Amir, and D. Espelage

3 Method

3.1 Participants

Ninety-three students from six different 5th grade classrooms at two different
Midwestern middle-schools took part in our study. Forty eight participants were
male, their age ranging from 10 to 12 years (μ = 11, s = 0.62). The specific
choice of focusing on 5th graders was made with the advise of an Educational
Psychologist with the purpose of obtaining engagement in the game while still
showing complex social interactions.

3.2 Procedure

Participants completed eight different surveys designed to measure social be-
haviors including: willingness to intervene (when observing someone being ag-
gressive against somebody else), unsafety at school, caring behaviors towards
others, relational aggressiveness, how often they take part in name calling and
social exclusion (i.e., verbal and social bullying), engagement in physical fights,
how much they feel that they are victims of aggression in the school, and in-
clination towards dominating and influencing others. These surveys have been
previously evaluated and used in the context of bullying detection[1].

Fig. 1. Nomination phase of the game. Each player is allowed to select as many others
as they want either positively, negatively or neutral. Their nominations are used as
observations of popularity and possible friendship. Names on the image are fictitious.

After completing the surveys, participants took part in a computer social game
designed as a data collection tool for players’ interactions [9][10]. The game was
played inside a computer lab and consisted in answering trivia questions while
the players were allowed to communicate freely with each other through either
a public or a private chat channel. Participants also interacted by trading in-
game currency and either cooperated or competed for winning the game. All
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identities of the players were known throughout the game and all interactions
were recorded for later analysis. The game started by showing the classroom
roster and asking for nominations for team membership. Players selected with
whom they would like to form a team by selecting yes, no, or no preference at
the side of each name. Fig. 1 shows a screenshot of the interface.

After the nomination phase, participants played a trivia game that includes
rules that promote collaboration and competition at different times. Players are
allowed to communicate through a private chat channel (i.e., the messages would
only be visible to the sender and the recipient) and through a public one (i.e., all
members of the team would see the message). Most often, the private channel was
used for personal communication about topics unrelated to the game, whereas
the public channel was mostly used for game related topics (e.g., agreeing on an
answer, discussing strategies, etc.).

In this study, we explored the relationship between peer nominations and text
messages (and the results of the surveys collected before playing the game). We
used an open ended coding framework and had each available text message clas-
sified by two independent raters who assigned one type and up to two descriptors
(adjectives) to each message. The types and descriptors used are shown in Ta-
ble 1. The inter-rater reliability was κ = 0.61 and it was calculated using the
complete dataset with Cohen’s kappa.

Table 1. Types and Descriptors used by the raters. Each message was assigned one
type and up to two descriptors.

Types Descriptors (Adjectives)

1. Greeting 7. Accusation 1. Friendly 11. Cooperative 21. Rude

2. Question 8. Threat 2. Polite 12. Confirming 22. Frustrated

3. Request 9. Insult 3. Happy 13. Calmed 23. Defensive

4. Response 10. Statement 4. Helpful 14. Confident 24. Disagreeable

5. Offer 11. Emoticon 5. Playful 15. Emphatic 25. Bargaining

6. Command 12. Spam 6. Humorous 16. Informal 26. Argumentative

7. Complimentary 17. Bored 27. Clarifying

8. Encouraging 18. Concerned 28. Other

9. Appreciative 19. Unconfident

10. Agreeable 20. Aggressive

3.3 Popularity Metrics

We employed 5 different metrics of popularity based on the order and total
amount of nominations, which provide different information and are defined as
follows:

– equal weights: This method for handling nominations disregards the order
and total number of nominations and assigns a weight of 1 to each nomina-
tion. Our intuition is that it represents how likable an individual is, because
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it indicates that the nominating player is OK to be in the same team as the
nominee.

– amount weights: This metric normalizes the weight given to each nomination
by the total number of nominations made by the nominating player, i.e.,
each nominated player receives a score of 1/n for each nomination, where n
is the total number of nominations made by the nominating player. This is
inspired by the intuition that if a player makes a lot of nominations, each
nomination is less meaningful than if the player makes only one. This metric
does not consider the order of nominations and we believe that it measures
the strength of the friendship.

– order weights: This metric takes into account the order in which the nom-
inations are made. It assigns a score of 1/x where x is the position of the
nomination, so the first nominated person gets a score of 1, the second a score
of 1/2, the third 1/3, etc. This metric emphasizes the preferred nominations.

– combined weight: For this metric we combine the previous two and assign
a weight of 1

nx where n is the total number of nominations made by the
nominating player and x is the position of the nomination. A limitation
of this metric is that a player that was nominated first in a long list of
nominations receives a lower score that one who was nominated first in a
short list.

– inverse log weights: This metric also combines both the total amount of
nominations and the order in which the nominations are made. A player
receives a score of 1

1+n log x where n is the total number of nominations and
x the position of the nomination. This function assigns a weight of 1 to the
first nomination and a very low weight to later nominations in long lists. A
player with a high score with this metric is one that is highly preferred to
be in the same team by the nominating player.

3.4 Statistical Analysis

The popularity metrics were used in two different analyses. In the first one, a
global positive and negative score was computed for each participant by summing
all the weights generated by all the nominations received using all five metrics.
Positive and negative nominations were computed independently because it is
our intuition that these are orthogonal variables (a participant may be highly
nominated positively and highly nominated negatively at the same time). A cor-
relational analysis was done with this score and all the scores obtained through
the surveys and all the variables collected from the interactions of the partici-
pants during gameplay. The second analysis focused on the pairwise interactions
of each player. For every pair of players that shared at least one nomination we
performed a correlational analysis of the respective score and all the variables
collected from the interactions during gameplay between the two participants. In
the scenario where both players nominated each other, we analyzed both nomi-
nations independently, i.e., we explored what kind of interactions are seen when
someone nominates another and when the other nominates the other one back.
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4 Results

Figure 2 shows the distribution of positive and negative nominations. We observe
a seemingly normal distribution of positive nominations, whereas the negative
nominations show a skewed distribution, which indicates that most participants
received at least few negative nominations and that few people received a large
number of them. This supports our intuition that positive and negative nomi-
nations occur independently and therefore will be analyzed separately.

Fig. 2. Distribution of positive (left) and negative (right) nominations. Positive nom-
inations show a normal distribution, whereas negative nomitations show a skewed
distribution.

4.1 Global Analysis of Positive and Negative Nominations

The four strongest significant correlations found in the global analysis are shown
in Table 2. In general, it was observed that positive nominations were highly
correlated with prosocial attitudes (e.g., happy messages), particularly when
using metrics that depend on the position of the nominations (order, combined,
log inverse). Negative nominations were correlated with feelings of unsafety at
the school and with victimization, which suggests that participants who received
a lot of positive nominations do not feel unsafe at school, whereas those with
few positive nominations tend to feel unsafe.

For positive nominations measured through the equal weight metric we observe
positive correlations with the amount of private messages sent and received, and
the amount of public messages sent. There was also a positive correlation with
the score of the caring behavior survey suggesting that people that care about
others tend to be nominated often (which supports our intuition that this metric
measures likability of participants). This score was also positively correlated with
receiving and sending messages with a prosocial tone, e.g., friendly, happy, and
humorous messages. This metric was negatively correlated with the unsafety at
school and relational aggression survey scores, showing again that nice people
get a lot of nominations whereas aggressive people receive few.
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Table 2.Most significant correlations between positive and negative nominations using
5 different metrics. The correlation coefficient is shown in parenthesis. The suffixes .rec
and .sent stand for received and sent, respectively. * p-value < 0.05, ** p−value < 0.01.

equal amount order

P
o
si
ti
v
e
n
o
m
.

private.rec (.49**) private.sent (.39**) private.rec (.23*)
private.sent (.37**) private.rec (.36**) friendly.rec (.18**)

caring behavior (.29**) coins won (.29**) encourage.rec (.13**)
unsafe at school (-.25*) unsafe at school (-.31**) unsafe at school (-.27**)

combined log inverse
private.sent (.23*) happy.rec (.14**)
happy.sent (.16**) friendly.rec (.12**)

aggressive.sent (.15**) encourage.rec (.12**)
unsafe at school (-.28**) informal.rec (.10**)

N
eg
a
ti
v
e
n
o
m
.

equal amount order
unsafe at school (.22*) unsafe at school (.24*) victim (.23*)

happy.rec (-.22**) victim (.21*) happy.rec (-.11**)
private.rec (-.25*) coins won (-.22*) confirm.rec (-.11**)
coins won (-.26*) private.rec (-.26*) informal.rec (-.15**)

combined log inverse
victim (.23*) victim (.22*)

confirm.rec (-.10**)
happy.rec (-.11**)

informal.rec (-.14**)

When using the amount weights metric for positive nominations, we again
observed a correlation with number of private messages sent and received, and
with the number of public messages sent. We also observed a positive correlation
with the number of coins obtained in the game, which suggests that when engag-
ing in trade, participants with a high score in this metric tend to receive more
coins than others. This supports our intuition that this metric measures how
meaningful are the nominations, because people who were selected positively by
themselves tend to have stronger ties with the players who nominated them and
therefore receive more coins from them. With respect to the order weights met-
ric, high positive scores are positively correlated with prosocial messages sent
and received. This again suggests closeness between the players and the people
that they nominated first.

The positive nominations measured by the combined weights are notably pos-
itively correlated with aggressive messages sent. This suggests that players who
were only nominated first in short lists are either very close to the people who
nominates them (and therefore can receive insults as jokes) or that such nomina-
tions are in reality not strong but very weak. This could happen in the scenario
where the nominating player actually has no strong links in the classroom and
simply selects a peer who ”is not that bad”.

When using the inverse log weights we only found a positive correlation with
receiving some prosocial messages. The fact that this metric penalizes all nom-
inations strongly (except the first one and the second one in short lists) means
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that we are only finding the kinds of interactions that are common with the
first nomination that is supposed to be the most meaningful. Also, there is a
correlation with the amount of informal messages sent. Informal messages use
some type of slang or informal construction of sentences, e.g., ”hows it goin”, in
contrast to a more polite construction such as ”mary, how are you doing?”. This
again suggests that people with a high score in the log inverse weights metric
are more strongly connected to the people that nominated them and therefore
are closer and not required to be formal in their communication.

As mentioned above, the positive and negative nominations are independent
of each other and tell us different things. In almost all metrics (with the excep-
tion of equal weights), having a high score in negative nominations is positively
correlated with a high score in the victimization scale, which means that peo-
ple that regard themselves as victims of the aggression of others do receive a
high number of negative nominations. Also, negative nominations are negatively
correlated with receiving prosocial messages (such as happy messages) and with
receiving coins from others. This suggests that people with a lot of negative
nominations are indeed targets of aggression or bullying victims.

4.2 Pairwise Analysis of Metrics and Interactions

We also explored the correlations of interacting pairs of players and the respective
nomination score given by each other. Table 3 shows the results.

Most scores are correlated with prosocial behavior. The main difference lies in
the order in which the variables are correlated to high popularity scores. With
the exception of the combined weight metric, all scores that depend on the order
of the nominatios (i.e., order and log inverse) emphasize friendliness, helpfulness
and confidence; whereas the others (equal and amount) emphasize informality
and questions sent. This suggests that, as expected, the order of the nominations
are important when measuring friendliness, i.e., people who are selected first tend
to receive more friendly messages and those who are selected late (regardless of

Table 3. Example of significant correlations between sent and received nominations in
pairs of players using 5 different metrics. At the right of each variable the correlation
coefficient is shown in parenthesis. * p-value < 0.05, ** p-value< 0.01.

equal amount order

question.send (.17**) informal.rec (.15**) friendly.send (.19**)
informal.send (.17**) informal.rec (.13**) informal.rec (.15**)
friendly.send (.17**) happy.send (.13**) confident.send (.15**)
happy.send (.15**) question.send (.12**) helpful.send (.14**)

combined log inverse

appreciate.rec (.11*) friendly.send (.17**)
confident.send (.16**)
humor.send (.14**)
helpful.send (.14**)
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the fact the nomination might be positive) are not really ”as positive” as those
who received an early nomination.

Because different classrooms may have different dynamics, the interactions
among friends and popular individuals might be different. Thus, we repeated
the previous analyses for each classroom separately. That is, instead of using
the aggregated data of all 93 participants, we divided them by classroom (six
classrooms in total). Although in general, prosocial behavior was correlated with
positive nominations, in some cases we observed interesting differences such as
having both prosocial and coercive (aggressiveness and frustrated) messages pos-
itively correlated with high scores in nominations. This phenomenon could be
explained using Resource Control Theory, which suggests that proactive aggres-
sors (e.g., bullies) use both prosocial and coercive strategies. These observations
could possibly be instances of bullies applying such strategies through the chat
channels.

5 Discussion

What we are observing in the network of nominations is not friendship, under-
stood as a mutual dyadic relationship, but popularity, understood as the degree
of acceptance by peers, related to willingness to play with the specific person.
This popularity might be related to the expectation that the person will be a
good addition to the team (i.e., the person is considered as someone with high
problem-solving skills, but may or may not be a friend), to friendship (i.e., I
don’t care if the person is smart or not or if it will help me win the game, but
I just want to play with him because I like him), to some feeling of aspiration
(i.e., I will select the coolest guy in the classroom so I finally have a chance to
interact with him and maybe earn his friendship) or simply to the fact that the
person is the least bad of them all (i.e., I have no friends here but I have to
choose someone so it might as well be him). This suggests that children might
have a tendency to inappropriately include in their nominations others who have
desirable characteristics and not only their friends. Our goal in this sense is to
account for this phenomenon by comparing different metrics of popularity in
our nomination network and relating it to the real interactions observed during
gameplay.

Our results show that high scores in nominations are usually correlated with
prosocial interactions, in terms of the tone and type of messages sent among
participants. The popularity score is also correlated with psycometric scores ob-
tained through surveys that measure how caring participants are, how victimized
they feel, how unsafe they feel at school, among others. As expected, participants
who score high in popularity also score high in caring behaviors; whereas those
who score low (either by having few positive nominations or a lot of negative
ones) tend to feel victimized and unsafe.

The metrics proposed in this paper are intended to measure different aspects
of popularity, such as how likable is a participant, and how strong and meaningful
are their relationships. Our results show different correlations of each metric with
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different types of interactions. Notably, all of them share positive correlations
with prosocial messages. Our approach is applicable in cases where someone has
to choose teams or report on friendships for particular tasks, which makes our
method useful for peer nominations research in the social sciences and in orga-
nizational settings where the network is expected to remain unchanged during
the relevant period of time.

As future work, we plan to include in the analysis the gender of the partic-
ipants. Previous results [2] show that cross-gender interactions are related to
popularity. Also, we plan to explore cultural differences in the way popularity
and interactions occur in classrooms as suggested in [8]. We plan to explore these
questions in the future by repeating our experiment in different countries.
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Abstract. The present study provides the first evidence that personal-
ity can be reliably predicted from standard mobile phone logs. Using a
set of novel psychology-informed indicators that can be computed from
data available to all carriers, we were able to predict users’ personality
with a mean accuracy across traits of 42% better than random, reaching
up to 61% accuracy on a three-class problem. Given the fast growing
number of mobile phone subscription and availability of phone logs to
researchers, our new personality indicators open the door to exciting av-
enues for future research in social sciences. They potentially enable cost-
effective, questionnaire-free investigation of personality-related questions
at a scale never seen before.

Keywords: Personality prediction, Big Data, Big Five Personality pre-
diction, Carrier’s log, CDR.

1 Introduction

How much can one know about your personality just by looking at the way
you use your phone? Determining the personality of a mobile phone user simply
through standard carriers’ log has became a topic of tremendous interest. Mo-
bile cellular subscriptions have hit 6 billion throughout the world [1] and carriers
have increasingly made available phone logs to researchers [2] as well as to their
commercial partners [3]. If predicted correctly, mobile phones datasets could
thus provide a valuable unobtrusive and cost-effective alternative to survey-
based measures of personality. For example, marketing and phone companies
might seek to access dispositional information about their customers to design
customized offers and advertisements [4]. Appraising users dispositions through
automatically collected data could also benefit the field of human-computer inter-
face where personality has become an important factor [5]. Finally, finding ways
to extract personality and, more broadly, psycho-social variables from country-
scale datasets might lead to unprecedented discoveries in social sciences.

The idea of predicting people’s personalities from their cellphone stems from
recent advances in data collection, machine learning, and computational social
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Fig. 1. (A) Accuracy of the prediction with respect to the baseline, (B) most useful
features to predict personality traits, and (C) the distribution of personality traits
across our dataset

science showing that it is possible to infer various psychological states and traits
from the way people use everyday digital technologies. For example, some re-
searchers have shown that pattern in the use of social media such as Facebook
or Twitter can be used to predict users’ personalities [6,7,8]. Others have used
information about people’s usage of various mobile phone applications (e.g.,
YouTube, Internet, Calendar, Games, etc.) or social network to draw inferences
about phone owners’ mood and personality traits [9,10,11,12,13]. Although these
approaches are interesting, they either require to have access to extensive infor-
mation about people’s entire social network or people to install a specific tracking
application on their phone. These constraints greatly undermine the use of such
classification methods for large-scale investigations.

The goal of the present research is to show that users’ personalities can
be reliably inferred from basic information accessible from all mobile phones
and to all service providers. Specifically, we introduce five sets of psychology-
informed metrics–Basic phone use, Active user behaviors, Mobility, Regularity,
and Diversity–that can be easily extracted from standard phone logs to predict
how extroverted, agreeable, conscientious, open to experience, and emotionally
stable a user is.

2 Results

Table 1 displays the different indicators and their respective contribution in pre-
dicting the big 5. Specifically, 36 out of our indicators were significantly related
to personality and were all included in the final SVM classifier. As depicted in
Figure 1, the model predicted whether phone users were low, average, or high in
neuroticism, extraversion, conscientiousness, agreeableness, and openness with
an accuracy of 54%, 61%, 51%, 51%, and 49%, respectively. The baselines being
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between 36 and 39%, we predict on average 42% better than random. For neu-
roticism, the predictive power of the model was further increased by including
participants’ gender as a predictor, increasing the accuracy to 63%. This finding
is not surprising given that neuroticism is one of the traits that is most strongly
associated with gender, with women having higher means levels than men in
most countries world-wide [14].

An investigation of the most important feature to predict each trait revealed
interesting associations. Indicators linked to users’ mobility (i.e., distance trav-
eled and entropy of places) were useful to predict Neuroticism. The entropy
of participants’ contacts helped predict both Extraversion and Agreeableness.
These findings are inline with past research showing these traits both relate
to different aspects of the diversity of one’s social network: extraverts tend to
seek more friends than introverts, agreeable individuals tend to be selected more
as friends by other people [15]. Highly consistent with past research showing
that conscientious individuals tend to like organization, precision, and punctual-
ity [16], we found that the best predictor of Conscientiousness was the variance
of the time between phone calls. Lastly, the strongest predictor of Openness was
the average time between text interactions–a finding that remains be explained
be future research.

3 Methodology

3.1 Participants and Procedure

The empirical sections of this work are based on a dataset collected from March
2010 to June 2011 in a major US research university [17]. Each participant
was equipped with a Android smartphone running the open sensing framework
Funf [18]. While the framework is designed to collect a wide range of behav-
ioral data from the user’s phone, we voluntarily limit ourself to data available
in standard carriers’s logs such as phone calls, text messages sent and received,
etc. These CDR (Call Data Record) have recently become widely use for compu-
tational social science research [2,19,20,21,22]. After removing participants who
had less than 300 call or text per year and/or that failed to complete personality
measures, our final sample was composed of 69 participants (51% male, Mean
age = 30.4, S.D. = 6.1, 1 missing value).

3.2 Metrics

We developed a range of novel indicators allowing us to predict users’ personality.
To build our list of indicators, we examined theories and research in personality
psychology and, more specifically, the literature five factor model of personal-
ity, the dominant paradigm in personality research [23]. The five-factor model
is a hierarchical organization of personality traits in terms of five basic dimen-
sions: Extraversion (i.e, the tendency to seek stimulation in the company of
others, to be outgoing and energetic), Agreeableness (i.e, the tendency to be
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warm, compassionate, and cooperative), Conscientiousness (i.e., the tendency to
show self-discipline, be organized, and aim for achievement), Neuroticism (i.e,
the tendency to experience unpleasant emotions easily), and Openness (i.e, the
tendency to be intellectually curious, creative, and open to feelings).

From this literature review, we generated novel indicators that can be easily
computed from carriers logs and that we believed would meaningfully account
for potential differences in personality (see Table 1). These indicators fall under
5 broad categories: Basic phone use (e.g., number of calls, number of texts),
Active user behaviors (e.g., number of call initiated, time to answer a text), Lo-
cation (radius of gyration, number of places from which calls have been made),
Regularity, (e.g.,temporal calling routine, call and text inter-time), and Diver-
sity (call entropy, number of interactions by number of contacts ratio). These
indicators are detailed hereafter.

Entropy: Is a quantitative measure reflecting how many different categories
there are in a given random variable, and simultaneously takes into account how
evenly the basic units are distributed among those categories. For example, the
entropy of one’s contacts is the ratio between one’s total number of contacts and
the relative frequency at which one interacts with them.H(a−c) = −∑

c fc log fc
where c is a contact and fc the frequency at which a communicates with c. The
more one interacts equally often with a large number of contacts the higher the
entropy will be. This work considers the entropy of calls, text, calls+text but
also the entropy of places one visits.

Inter-event Time: Is the time elapsed between two events. This work then
consider both the average and variance of the inter-event time of ones’ call,
text, call+text. call+text means that an interaction, a call or an text, happened
between two users. Therefore, even though two users have the same inter-event
time for both call and text, their mean inter-event times for call+text can be
very different.

AR Coefficients: We can convert the list of all calls and texts made by a
user into a time-series. We discretized time by steps of 6 hours. For example,
the time-series Xt contain the number of calls made by a user between 6pm
and 12am on Monday followed by the number of calls made by the same user
between 12am and 6am on Tuesday and so on. We then train a auto-regressive
model per user. This model takes the form Xt = c+

∑p
i=1 ϕiXt−i + εt where c

is a constant and εt are noise terms. The coefficients ϕi can thus be interpreted
as the extent to which knowing how many calls a person made in the previous
6 hours, the day before at the same time predicts the number of calls that
person will make in the coming 6 hours. We only kept the coefficient that were
statistically significant for at least 3 traits: ϕ1,4,8,12,18,24. Note that while we see
some patterns in the statistically significant coefficients, interpretation of such
patterns requires caution given that (1) this analysis has been done post-hoc
and (2) our relatively small sample size.

Response Rate and Latency (Text): We consider a text from a user (A)
to be a response to a text received from another user (B) if it is sent within an
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hour after user A received the last text from user B. The response rate is the
percentage of texts people respond to. The latency is the median time it takes
people to answer a text. Note than by definition, latency will be less or equal to
one hour.

Number of Places and Their Entropy: The dataset was collected using the
open sensing framework Funf which prevent us from directly using cell phone
towers. We instead empirically defined places by grouping together the GPS
points of a user that are less than 50m apart and by defining their center of
mass as the lat-long coordinate of the place. 50m made sense given the sampling
resolution of our dataset. Finally, we only kept the places where a user spend
more than 15 minutes in a row.

Radius of Gyration: This is the radius of the smallest circle that contains all
the places a user have been to on a given day.

Distance Per Day: This is sum of the distance between the consecutive places
a user has visited in a given day.

Home and Call Regularity: We look at regularity at which a user is coming
back home (home regularity) or receiving/making a call (call regularity) using
a neural coding inspired metric [24].

3.3 Personality

As part of a larger questionnaire, participant completed the Big Five Inventory
(BFI-44 [25]), a 44-item self-report instrument scored one a 5-point Likert-type
scale measuring the Big Five personality traits. The BFI-44 has been widely
used in personality research and has been shown to have excellent psychomet-
ric properties [25]. As depicted in Figure 1, participants personality scores fol-
low a normal distribution: Neuroticism (A = 0.3012, p = 0.5698), Openness
(A = 0.2592, p = 0.7042), Extraversion (A = 0.2884, p = 0.6074), Conscientious-
ness (A = 0.4380, p = 0.2869), and Agreeableness (A = 0.4882,
p = 0.2162).

3.4 Class Prediction

Because the relationship between personality traits and numerous behavioral
and psychological factors can often be non-linear [26,27], we choose to use SVM
over the more traditional GLM as the former automatically model non linear
relationships. Consequently, following [28] we classified each user as low, average,
or high on each on the five personality dimensions.

We then selected the most relevant features using a greedy method similar
to [29]. At each iteration, features are ranked using the squared weight and the
worst feature of the set is removed. We stop removing features when removing a
subset of worst features of size less than 3 degrades the performance and report
the 3 highest ranked features. We then classified using an SVM with a 10-fold
cross validation.
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4 Discussion

Table 1. Metrics N E O C A
Regularity
Average inter-event time (call) • • • • •
Average inter-event time (text) • •
Average inter-event time (c&t) • • •
Variance of inter-event time (call) • •
Variance of inter-event time (text) • • •
Variance of inter-event time (c&t) • • • •
Home regularity • •
AR- ϕ1 •
AR- ϕ4 • •
AR- ϕ8 • • •
AR- ϕ12 • •
AR- ϕ24 • • •
Number of call regularity • •
Diversity
Entropy of contacts (call) • • •
Entropy of contacts (text) • • • • •
Entropy of contacts (c&t) •
Contacts to interactions ratio (call) • • • •
Contacts to interactions ratio (text) • • •
Contacts to interactions ratio (c&t) • • •
Number of contacts (call) • •
Number of contacts (text) • •
Number of contacts (c&t) • •
Spatial behavior
Radius of gyration (daily) • •
Distance traveled (daily) • • • • •
Number of places • • • • •
Entropy (places) • • • • •
Active behavior
Response rate (call) •
Response rate (text) • • • •
Response latency (text) •
Percent during the night (call) • • •
Percent initiated (text) • •
Percent initiated (call) • • • •
Percent initiated (c&t) •
Basic Phone use
Number of interactions (text) •
Number of interactions (call) • • • •
Number of interactions (c&t) • • • •

The present study pro-
vides the first evidence
that personality can be
predicted from standard
carriers’ mobile phone logs.
Using a set of novel indi-
cators that we developed
based on personality re-
search and that are avail-
able to virtually anyone,
we were able to predict
whether users were low,
average or high on each
of the big five from 29%
to 56% better than ran-
dom. These levels of accu-
racy were obtained while
we purposefully adopted a
restrictive approach only
using phone logs.

To our knowledge, these
predictions exceed all pre-
vious research linking psy-
chological outcomes to mo-
bile phone use. In par-
ticular, a previous study
that used a combination
of information frommobile
phone logs and people’s
usage of mobile phone ap-
plications such as You-
Tube, Internet, and Games
predicted the personality
of their owners with a
mean accuracy of 15% [9].
In comparison, the mean
accuracy in the present
research is almost three
times as high (i.e., 42%).

It is interesting to note
that Extraversion and Neu-
roticism were the traits
that were best predicted in
our study. These two traits
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are the dimensions of personality that are the most directly associated with emo-
tion. In particular, extraversion is a strong predictor of positive emotions and
neuroticism is a strong predictor of negative emotion [30]. This raises the hy-
pothesis that our indicators might be picking up on the emotional components
associated with these two traits. It would be interesting to investigate whether
our indicators can predict emotional variable such as happiness in future stud-
ies. In addition, contrasting cellphone-based vs. questionnaire-based measures of
personality when predicting various psycho-social outcomes might lead to inter-
esting asymmetries. In line with this idea, recent research in personality shows
that ratings of one’s personality that are made by oneself and ratings of one’s
personality that are made by others are both valid but different predictors of
behavior. For example, self-ratings predict behaviors like arguing or remaining
calmn, whereas other-ratings predict behaviors like humor and socializing [31].

Although more research is needed to validate our model and the robustness
of our indicators for use on a large-scale and more diverse population, we be-
lieve that our findings open the door to exciting avenues of research in social
sciences. Our personality indicators and the ability to predict personality using
readily available mobile phone data may enable cost-effective, questionnaire-free
investigation of personality-related questions at the scale of entire countries.

Acknowledgments. The authors would like to thanks Nadav Aharony, Wei
Pan, Cody Sumter, and Bruno Lepri for sharing data.
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Abstract. We investigate whether a small digital trace, gathered from
simple repeated matrix game play data, can reveal fundamental aspects
of a person’s sacred values or moral identity. We find correlations that are
often counterintuitive on the surface, but are coherent upon deeper anal-
ysis. This ability to reveal information about a person’s moral identity
could be useful in a wide variety of settings.

1 Introduction

It is said that we leave behind a highly revealing digital trail from our myriad
online behaviors. We investigate whether a small digital trace, gathered from
simple repeated matrix game play data, can reveal fundamental aspects of a
person’s sacred values or moral identity. In particular, we conduct two studies: in
the first, subjects use an online interface to play the “Social Ultimatum Game,”
a multi-player extension of the well-known ultimatum game [5]; in the second,
subjects use a very similar interface to play a different multi-player sequential
game. Further details of the games are given in Section 2. In both studies, we find
small but significant effects between moral values, such as overall moral identity,
Authority, and Fairness, and aspects of the game play, such as the choice of
actions and the choice of who to play with in the multi-party game.

Offhand, one might conjure up various stereotypes about values and pre-
sumed game play. For example, one might expect that conservatives might be
more likely to punish others for unfair actions when a society has already es-
tablished a norm of fairness, since they typically believe in respect for authority
and upholding traditions. However, we show that in fact, liberals’ are much more
likely to punish, due to their higher degree of desire for fairness. We show that
some of these correlations hold across the same studies, under different popu-
lations and different game structures. While the effect sizes are not large, they
are significant and show promise for further investigation of the degree to which
we can extract fundamental aspects of a person’s sacred values and personality
through observation of simple game behaviors.

2 Background

Related Work. There is a substantial body of work relating observable behav-
iors to a person’s innate personality [12,17,16]. When placed in exactly the same
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setting, people usually exhibit different behaviors, often correlated with their
personality traits. For example, some personality traits can be inferred from
inspecting an employee’s cubicle [7]. A person’s personality not only affects be-
haviors in the real world but also in the virtual world [13]. A person’s concerns,
such as fairness and empathy, have also been used to explain behavior in classical
game-theoretic matrix games such as Prisoner’s Dilemma [18,2] and the Dictator
game [3]. However, these investigations did not measure innate personality traits
or moral values and relate those values to the observed game behavior; instead,
they typically framed the situation [6] so that the subject would experience em-
pathy, etc. In this paper, we specifically focus on simple repeated games, and
examine the relationship between game play and moral values measured using a
reliable instrument.

Moral Foundations. Moral values seem to fall within five general categories, or
moral foundations [8]. Moral foundations are intuitive sensitivities to particular
morally-relevant information. Table 1 shows the five moral foundations.

Table 1. Moral foundations [10]

Moral Foundations Description

Harm/Care A concern for caring for and protecting others

Fairness/Reciprocity A concern for justice and fairness

In-group/Loyalty
A concern with issues of loyalty and self-sacrifice for ones
in-group

Authority/Respect
A concern with issues associated with showing respect and
obedience to authority

Purity/Sanctity A concern for purity and sanctity

Based on past research that shows that empathy [15] and people’s beliefs
about fairness [4] relate to cooperation, we expected that both harm/care and
fairness/reciprocity concerns would be significant in a repeated-trials ultimatum
game task. We did not expect any relationship to exist due to any of the other
three foundations. Past research suggests that political liberals place more em-
phasis on the harm/care and justice/reciprocity foundations relative to the other
three foundations, whereas political conservatives place a relatively equal amount
of emphasis on all five foundations [8]. Therefore, the different emphasis people
place on these foundations can be used as a proxy for peoples political beliefs.
We expected that people who place more emphasis on the harm/care and jus-
tice/reciprocity foundations (“liberals”) would cooperate more than people who
place an equal amount of emphasis on all five foundations (“conservatives”).
The 32-item Moral Foundations Questionnaire (MFQ) [9] measures the degree
to which people value each of five foundations. Research suggests that the MFQ
is highly reliable and valid [9].
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The Social Ultimatum Game. This multi-player extension of the classical
Ultimatum game was used in the first study. The Social Ultimatum Game models
the fact that people operate in societies of multiple agents and repeated pair-
wise interactions. These interactions can be thought of as abstract economic
transactions that result in surpluses that must be split between the two parties.
In each round, we allow each player to propose one transaction with a partner
of their choosing, where all transactions result in a $10 surplus that can be
split. The proposer must propose a split of the $10. If the other party accepts
the proposed split, then the transaction occurs, and the $10 surplus is split as
proposed. If the other party rejects the proposed split, then the transaction does
not occur, and neither party receives any money. Thus, in each round, a player
can make one proposal, and a player can receive between zero and four proposals,
and choose to accept or reject each proposal independently. Fig. 1 shows the web
interface for the Social Ultimatum Game.

Fig. 1. The Social Ultimatum Game interface. The screen shown is where the player
chooses the offer recipient and the offer value.

Trading Game. In the second study, we created another sequential game with
a different payoff structure, but which also included notions of fair actions and
punishment actions (Fig. 2). In each pair-wise interaction, there is a leader and
a follower. The leader can choose either to Trade with or Steal from the follower.
In response to a Trade, the follower can choose to complete a Fair or Unfair
trade. In response to Stealing, the follower can choose to Punish or Forgive.
The rewards intuitively follow the action labels. A leader can ensure a minimum
payoff of $10 by choosing to Trade. Or, a leader can take a risk and choose to
Steal, hoping that the follower will choose to Forgive, which is in the follower’s
own self-interest. From a purely economically-rational perspective, this is the
equilibrium strategy. The risk is that the leader will receive a negative payoff if
the follower decides to act against their own self-interest and Punish instead. As
before, we designed a multi-player multi-round game, where in each round, each
player can choose a partner and play Trade or Steal with that partner. Thus,
in each round, it is possible for a player to receive no Trades or Steals, or up to
four Trades or Steals, from the other players. Fig. 2 shows the web interface of
the Trading game.
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Fig. 2. (Left) Trading Game in extensive form; (Center) User interface for the Trading
Game where the leader chooses who to play with, and an action to play; and (Right)
Interface where the follower chooses an action

3 Experiments

We conducted the studies using Amazon Mechanical Turk. In both studies, all
participants were invited to finish a compliance test first.This ensures that the
experiment subjects understood our game rules and would provide useful data.
In the sample game, we showed robot avatars for the agents and gave them screen
names such as “Bot-1”. After finishing the compliance test, we gave the user a
short survey to get background information including gender, occupation, age,
education and nationality. Then each participant was given the Moral Founda-
tions Questionnaire. We looked at the timing of question answering and inserted
questions with clear correct answers to ensure that the participants were filling
out the questionnaire in good faith. In the first study, they would then play a
series of four Social Ultimatum games, each time in a different simulated society
of four other players. In the second study, they would play a sequence of two
Trading games, where we again varied the behavior of the society over time.

In the first study, we focus on two of the societies encountered by the partici-
pants. In the “nice” T4T society, all the other agents played tit-for-tat, accepting
all offers, and reciprocating whenever possible. In the “harsh” AF7 society, agents
used an Adaptive Fairness model which was fit to data produced in an earlier
study by an unusual group of subjects who made generous offers, but would not
accept offers less than $7 [14].

For the second study, in the first Trading game in the sequence, the other
agents in the society would play nicely 80% of the time for the first 10 rounds
(playing “Trade” and responding “Fair” or “Forgive”), and not nice 80% of
the time for the second 10 rounds (playing “Steal” and responding “Unfair” or
“Punish”). In the second Trading game, the other agents would flip this behavior,
playing mostly not nice for the first 10 rounds, and nicely the second 10 rounds.

Participants were not told they would play with artificial agents. To simulate
that the participants were playing other humans, the avatars and screen names
in the actual games were of the same class of that given to the player. We added
randomized delays in response time adjusted to match the timings of all-human
game play. We paid US$0.50 for all participants and an additional US$0.01 for
each $100 earned in the games.
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4 Results and Analysis

Study 1. In the first study, we took a more exploratory approach, varying the
game types along a number of dimensions and measuring a variety of psycho-
logical variables. We were specifically interested in two aspects of game play,
the average offer made to other participants and whether individuals chose to
spread their offers to many people or to give them to specific others. Our results
indicated two significant findings.

One of the most general measures of moral judgment, the Moral Identity
Scale [1] interacted with the type of game played, particularly the internal sub-
scale, which measures how central morality is to an individuals self-concept.
Specifically, in games where the other players engaged in relatively harsh tac-
tics (AF7), moral identity scores were significantly associated with lower offers
(r = −.20, p < .05). In contrast, in T4T games, high moral identity scores were
associated with higher average offers. This positive relationship was not signif-
icant (r = .11, p = .29), but the interaction between moral identity scores and
game conditions was significant (F = 3.96, p < .05). Fig. 3 shows the correlation
between Moral Identity Internalization scores and average offers across game
conditions. Since tit-for-tat is nominally a fair strategy, this could be taken as
indication that individuals who see themselves as more morally motivated reward
fair behavior and punish unfair behavior.

Fig. 3. Correlation of Moral Identity Scores with Average Offers across Games in Study
1: Game 1 is T4T, and Game 4 is AF7. Pearson’s r values on Y axis tell us about the
strength of the correlation and direction of the association. The closer the correlation
value is to either +1 or -1, the stronger the correlation. A positive/negative correlation
value means two variables have a positive/negative relationship. If the correlation is 0,
there is no association between the two variables.

Many other variables exhibited similar patterns, with moral psychology vari-
ables relating to offers and entropy in a step-wise pattern, from “fair” to “unfair”
environments though most relationships were not significant. Since our initial ap-
proach was exploratory, we did not vary the game environments specifically to
create “fair” and “unfair” environments. As such, in Study 2, we sought to explic-
itly create more definitively “fair” vs. “unfair” game environments. As well, we
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noticed that variables tended to cluster in terms of the direction of the correla-
tions, based on whether they were associated with a more liberal or conservative
moral profile. For example, conservative values (see [8]) were differentially re-
lated to reciprocity and entropy between the T4T game and the AF7 game. As
such, we sought to specifically examine whether these values (Ingroup Loyalty,
Authority, and Purity) related to aspects of game player behavior differentially,
depending on the fairness of the game environment.

We also examined several other behavior characterizations, which attempted
to aggregate noisy actions over many rounds. A window w(k, τ) is the set of
rounds {k, k+1, . . . , k+τ−1}. Here, we focus in windows involving all 20 rounds
and the last 10 rounds. The features for these windows are (1) average offer
amount, (2) total score, (3) offer value entropy, (4) offer recipient entropy and
(5) reciprocity likelihood. Average offer amount looks at how much each agent
offered to the chosen recipient. It is a standard metric for evaluating Ultimatum
Game behavior [11]. The total score, i.e., the money made by the participant in
the game, is also a standard metric in many economic games of this type [19].

The other metrics try to capture the variance in behavior over time. There
may be variability in the offer amounts made by a single player over the course
of a game. We introduce the notion of entropy dynamics to capture the changes
in this variability over time. Offer amount entropy is a measure of the distribu-
tion of offer values over the the window considered. We normalize the standard
information theoretic entropy so that the value is bounded above by 1. Similarly,
offer recipient entropy is a measure of the distribution of who each player chooses
as their offer recipient and is normalized.

Finally, we measure the degree to which players respond to offers by recipro-
cating with an offer in the next time period. A length-1 reciprocation is when
a Pm chooses Pn in round k after Pn made an offer to Pm in round k − 1, and
Pm did not make an offer to Pn in round k− 2. A length-2 reciprocation is when
a Pm chooses Pn in round k after Pn made an offer to Pm in round k − 1, Pm

made Pn an offer in round k − 2, and Pn did not make an offer to Pm in round
k − 3. A length-3 reciprocation is defined analagously. Reciprocation likelihood
for a particular length is how likely a player engages in such an action given the
chance.

The first result is the relationship between authority and recipient entropy.
People who thought authority and respect were important tended to explore
more in terms of choosing offer recipients. Table 2 shows the effect was stronger
in AF7, i.e., the abnormal society, than in T4T, the society where all offers are
accepted and reciprocity is high.

A second result was that people who valued in-group (loyalty and self-sacrifice
to the group) also showed increased recipient entropy in AF7 (p-values of 0.1027,
0.1332). It seems reasonable that people who value authority and in-group, would
find themselves searching more when facing with a society very different from
their own. High values on authority and in-group also indicated a higher rate of
exploration in terms of offer values with similar significance rates.
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Table 2. P-values for the differences in authority value between the high/low recipient
entropy clusters

Clustered by recipient entropy
windows of 20 windows of 10

Society
T4T 0.1319 0.1144
AF7 0.0040 0.0698

Interestingly, harm and fairness, that were initially hypothesized as being po-
tentially key variables, did not seem to have a substantial effect on the measures
considered. It is also interesting that for the traditional metrics, offer value and
overall score, there were no big differentiators across morality dimensions, but
the differences occurred in the temporal metrics.

The third and strongest result is that, again, authority and in-group values,
are highly correlated with whether one is in the high and low reciprocation
classes. When investigating reciprocation likelihoods, in the cases of length 1,2
and 3, higher authority and in-group values led to lower reciprocation rates.
The reciprocation rates difference in the high and low groups were very large
(see Table 3) and significant (p-values � 0.001). Table 4 shows p-values for
the differences in authority value and in-group value between the reciprocation
high/low clusters.

Table 3. Reciprocation rate difference

Reciprocation likelihood
Length-1 Length-2 Length-3

High reciprocation cluster 0.4825 0.6752 0.6707

Low reciprocation cluster 0.2523 0.2064 0.2113

Table 4. P-values for the differences in authority and in-group values between the
reciprocation high/low clusters

Reciprocation likelihood
Length-1 Length-2 Length-3

Differences in authority value 0.0040 0.0015 0.0030

Differences in in-group value 0.0453 0.0337 0.1350

Study 2. Again, we evaluated the entropy measures described earlier, as well as
some game-specific features such as: Trade Actions (%): Percentage of choosing
Trade action as a proposer; Fair given Trade (%): Percentage of choosing Be
Fair action for received Trade games; and Punish given Steal (%): Percentage
of choosing Punish action for received Steal games. We calculated the above
features for each phase: round 1-10, round 11-20, for each game.
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The main result from these experiments is that “liberal” people are more likely
to Punish when the leader Steals from them, in relative contrast to “conserva-
tive” people who are more likely to Forgive when the leader Steals from them.
When the leader plays Steal, then the economically rational reaction by the fol-
lower is to Forgive, which provides a payoff of $10 vs. Punish, which provides $0
payoffs. However, liberal people tend to give up their own rewards in order to
punish what they view as an unfair action by the leader. This can be interpreted
as a tendency by liberal people to react more harshly to unfair game play. Fig. 4
shows this relationship between moral liberalness and the choice of Punish ac-
tions (p-value = 0.0218), in addition to showing the correlation between moral
liberalness and fairness (p-value � 0.0001).

Fig. 4. Positive correlation between fairness and liberal tendency (left), punish action
for steal game and liberal tendency (right)

Interestingly, the harm moral foundation, which was initially hypothesized
as being a potentially key variable, did not seem to have a substantial effect
on the measures considered. When we designed the game, we hypothesized the
people with higher harm value on the risk/harm axis would be more likely to
choose “Steal”, “Be Unfair”, “Punish”. However, there were no significant effects
between a particular subject’s harm value and their in-game behaviors.

It is also interesting to note that there were two participants who never chose
to Steal as a leader. Also, most of participants either always chose to Forgive, or
always chose to Punish, when the leader chose to Steal from them. Finally, we
found that there is a correlation between authority and offer recipient entropy,
validating the relationship we discovered in Study 1 using the Social Ultimatum
Game.

Conclusion. We showed that behavior in simple social games can indicate a
player’s underlying moral values. While the effect sizes are not large, they are
significant and show promise for further investigation of the degree to which
we can extract fundamental aspects of a person’s sacred values and personality
through passive observation of simple behaviors.
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Abstract. The present work describes a utility-based, multi-agent, dy-
namic network model of phone call and SMS traffic in a population. The
simulation is novel in its ability to generate interactions from both an
asymmetric and a symmetric media simultaneously. Within the model,
we develop and test a simple extension to the theory of media multiplex-
ity, a well-known theory of how humans use the communication media
available to them with different alters (friends). Model output qualita-
tively matches patterns in real data at the network-level and with respect
to how humans use SMS and voice calls with different alters and thus
shows general support for our theoretical claim.

Keywords: agent-based modeling, dynamic networks, interpersonal
communication theory.

1 Introduction

Effects on how people use the repertoire of communication media (e.g. voice
calling, emails and SMS) available to them to interact with others exist within
a complex, nonlinear system across the individual, instantaneous, media, dyadic
and network levels of analysis (see, e.g., [1]). The dynamic, multi-level nature of
these effects has led to a variety of both competing and complementary theoret-
ical and empirical claims of how humans use different communication media.

Precisely because of its ability to control effects at different levels of analysis,
agent-based modeling presents a useful tool to develop and test theories of media
use. In the present work, we describe an agent and utility-based dynamic network
simulation model to analyze effects on media usage at three levels of analysis -
the node, the relation, and the affordances of different media1.

To show the practicality of such a model, we use it to test a new theoretical
proposition that extends Haythornthwaite’s argument for media multiplexity [2],
a theory of human media usage. Haythornthwaite argues that strong social ties
will interact on a variety of media, while weak ties will tend to stay on more “es-
tablished” media within their social context- for example, email is an established

1 Code for the model is available upon request to kjoseph@cs.cmu.edu
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media within many organizations2. As a corollary to this argument, Haythorn-
thwaite shows that an increase in tie strength promotes increased interaction on
all media.

While an important contribution to the field, Haythornthwaite’s work does
not give clear guidance for analysis when no obvious social context or established
media exist. This is often the case with datasets of call detail records (CDRs),
which are typically anonymized sets of data from a large and diverse popula-
tion. In the present work, we develop, implement and test a theory to extend
media multiplexity to such situations. We hypothesize that where no obvious
social context or establish media exist, people will increasingly rely on their
preferred medium as tie strength decreases- correspondingly, they will be more
open to using a variety of media when interacting with stronger ties. We title
this theoretical claim the weak-tie exaggerated choice theory (WT-ECT).

We implement our theory in a model where agents develop a preference for one
of two media, voice calling or SMS, based on what they have gained emotionally
from communicating on these media in previous interactions. While each media
has specific affordances in the model that present an obviously rational choice,
agents are boundedly rational [3], meaning they make the most rational decision
based on their view of the world, which may or may not be correct. Bounded
rationality, combined with our implementation of WT-ECT, suggests a means
by which people might prefer interacting on certain media even when it is not
entirely rational to do so, and will rely on their (possibly irrational) preferences
more heavily with weaker ties.

Our theory thus falls in line with recent thinking regarding the notion of the
“domestication” of communication technology [4] and presents a possible means
of connecting this theory with the concepts presented by Haythornthwaite. Addi-
tionally, it provides another perspective from which to interpret recent literature
suggesting a strong effect of tie strength on the usage of SMS, in particular its
use as a tool for communicating only with stronger ties [5,6].

Our main contributions in the present work are thus three-fold. First, we extend
a previous model to simulate asymmetric interactions within an evolving social
network. Second, our extensions allow us to simultaneously model interactions on
two different media with distinct properties. Third, we propose, test, and find evi-
dence for an extension of a well-known theory in the interpersonal communication
literature, with ties to other relevant research on mobile communication.

2 Simulation Model

The model we present is grounded in the work of Du et al. [7], who develop the
Pay-and-Call (PaC) Model, an agent and utility-based model of network creation
over time. In the original PaC model, each agent wants to maximize their supply
of “emotional capital”, which they can do via interaction with others. Each agent

2 When we refer to a social tie, we mean any connection between two people. The
strength of a tie can be modeled in various ways - for example, by the number of
interactions between them.
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is defined by a uniformly distributed friendliness value that gives their aptness
in social situations and a uniformly distributed lifetime value representing the
likelihood that they are replaced on each turn of the model, as described below.
For each interaction, agents receive a payoff, defined in Equation 1.

payoff =
√

Fri ∗ Frj ∗ 1− αintLen+1

1− α
− CPM ∗ intLen− initCost (1)

In Equation 1, Fri stands for the friendliness of agent i and intLen is the length
of the interaction (in minutes). The value α is a model parameter that represents
the ability of a medium to convey the true benefit of social interaction to the
agents. As time progresses, the effect of α increases, causing a limit in the amount
of capital gained by agents on an interaction. Our model differs from the one
presented in [7] by a factor of α - this is done in order to ensure that interactions
lasting only one minute are differentiated by unique αs, as explained below.
The benefit of an interaction is also mitigated by a linear cost defined by an
intercept initCost, the cost of initializing an interaction, and CPM , the cost
per minute of the interaction. In addition to the CPM mitigating the benefit
from an interaction, it is also subtracted from the sender’s capital each minute
the interaction continues. An interaction ends when the interaction sender has
no more capital to continue, or the payoff decreases from one minute to the next.

In our model, we differentiate the α values of voice calls and SMS- that is, we
differentiate between their ability to relay emotional benefits as an interaction
progresses. Early research in media choice suggested that the more “socially
present” a medium is, the better it is able to convey emotion between sender
and receiver [8]. Though these claims have since been questioned, it has also been
shown that Americans interact more using voice calls than SMS when talking to
core ties [9]. Thus, we would expect that agents in our model should be limited
in the amount they can benefit emotionally from an SMS as compared to a voice
call. From Equation 1, we see that by lowering the α value for SMS, we can
model this theoretical concept- the precise values of α for each media are set
after calibration, as discussed in the following section.

On each turn of the original PaC model, each agent, in succession, is tested
to see whether or not they should be replaced based on their lifetime. If not
replaced, an agent interacts with his alters in order of the payoff the agent
received from each alter the last time the pair interacted. An agent will continue
interacting with alters until his capital is exhausted or until the alter he will next
interact with has a remembered payoff lower than the agent’s expected payoff
from talking to a new tie. This expected payoff is calculated as the average of
the first payoff an agent received from his alters. At this point, the agent, i, will
then interact with one new agent, j, that had the maximum payoff of all of i’s
alter’s friends (i.e. friends of friends).

One vital difference between various communication media that cannot be
modeled by the generator in [7] is their level of “synchronicity” [1] - phone calls
are synchronous in that both agents must be present for a phone call to occur,
while other media, such as email, SMS and IM, are asynchronous in that sends
and replies need not occur concurrently. As shown in Algorithm 1, we modify
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Algorithm 1. Time-scale Based PaC Model

1 foreach Minute, m do
2 foreach Agent, ai in A (in random order) do
3 ai.doTurn()
4 if (m modulo MinutesInDay) == 0 then
5 foreach agent, aj , in A do
6 if RandomZeroToOne()<agent.lifetime then
7 replace aj with new agent

Algorithm 2. Agent.doTurn

1 if currInteraction != NULL then
2 Update currInteraction by one minute according to Equation 1 (only if sender)
3 if currInteraction is finished then
4 If asynchronous, only the sender obtains the payoff and then places the interaction

on the receiver’s queue. If synchronous, the recipient and sender both obtain the
payoff

5 currInteraction = NULL

6 return

7 if capital<needed then
8 capital+ = storedCapital
9 storedCapital = 0

10 return

11 if Interaction Queue is Empty then
12 currInteraction = InteractionFactory.getNewInteraction()
13 Start currInteraction
14 return

15 nextInt = InteractionQueue.pop()
16 storedCapital+ = nextInt.getReceiverPayoff()
17 if nextInt.conversation is not over then
18 currInteraction = Interaction.replyTo(nextInt)
19 Start currInteraction

the original model to allow each agent one chance to act in each minute of the
simulation. In making this straightforward modification, agents are now able to
carry interactions across multiple turns, and may wait an indiscriminate amount
of time before replying to an asynchronous interaction.

Algorithm 2 shows the process for each simulation turn for each agent. If the
agent is currently on an interaction, the interaction is simply “updated” by one
minute (the payoff equation is recomputed at the next minute). When an agent
is on an asynchronous interaction, he is said to be constructing the message. This
message construction, like in real life, occurs without the message receiver being
made aware that it is occurring. In contrast, synchronousmessages require two-way
interaction - both the sender and the receiver must actively be on the interaction
for it to commence. Consequently,when an agent begins a synchronous interaction,
it is either accepted by the receiver if he is not currently on another interaction, or
ignored otherwise. If the call is accepted, the receiver sets his current interaction
to that call, and can have no other interactions until the call is over.

Ignored calls and completed asynchronous interactions are placed on the re-
ceiver’s interaction queue. This interaction queue, akin to a “social to-do list”,
represents all interactions that the agent might respond to. The queue is sorted
by a uniform probability associated with each interaction (as is done in [10]).
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If an agent is not currently on an interaction, he will immediately attempt to
begin a new one. In order to do so, however, he must have enough capital- if that
is not the case, the agent will refresh his capital with the supply he has obtained
from previous interactions. This delay between obtaining capital and being able
to use it is done in order to ensure consistency with the original PaC model.
Thus, agents act in “cycles”, where a cycle is defined as the period between
when an agent refills his capital from payoffs earned from previous interactions
and when he does so again. In order to keep the distributional properties of the
original PaC model with respect to the network, an agent can only interact with
each alter once per cycle.

If the agent is not on a current interaction and has enough capital to begin a
new one, he can do so in one of two ways. If the agent’s interaction queue is not
empty, he will obtain the first interaction off the queue, collect the payoff from
the message, and determine whether or not to reply. The decision of whether or
not to reply is based on the work of Wu et al. [11], who find that SMS conversa-
tion durations can be approximated by a power-lawwith respect to their temporal
distributions. We therefore model the likelihood of agents responding to an inter-
action off of their queue as a power-law (with exponent 1) based on the number
of times the interaction has been “bounced” back and forth between agents, using
this as a proxy for conversation length. Thus, the likelihood of Agent b replying
to an initial interaction from Agent a is 1. When a sends a reply message to b, b
responds with probability .5, and so forth. If an agent obtains an interaction from
his queue and chooses to reply, he will begin a reply using the samemedia on which
the interaction was initially sent. Note that two agents may (and often do) end one
conversation and begin a new one later in the simulation.

If the agent’s interaction queue is empty, he will begin a new interaction. The
agent will first select a new alter, using themechanism described in themodel from
[7] (as described above). Once a partner has been selected, the agent will then de-
termine whether or not to begin a phone call or text message with that alter. This
decision is based on Equations 2 and 3, which model this decision as a function of
both node (agent) and edge-level preferences. The agent, i, first calculates his aver-
age payoff from phone calls and SMS and uses these values to determine pi(Call),
his base probability of making a phone call, as shown in Equation 2.

pi(Call) =
avgPayoffCalli

avgPayoffCalli + avgPayoffSMSi
(2)

According to the WT-ECT theory we propose, agent media preferences are exac-
erbated as the tie strength between two interacting agents decreases.Wemodel tie
strength here as the inverse of the “rank” of an alter in the agent’s remembered
payoffs. That is, the higher an alter’s tieRank, the lower the strength of the tie.
Each alter, j, of agent i has a dynamic tieRankij which indicates j’s place in i’s
list of remembered payoffs. For example, if i had alters j with last payoff .3 and k
with last payoff .2, tieRankij would be 1, and tieRankik would be 2. The rank of
a new tie is computed based on the agent’s expected payoff froma new tie - thus, for
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example, if i’s expected payoff from a new tie was .25, then a new alter, n would
have a tieRankin of 2 (and tieRankik would actually be 3).

pi,j(Call) =

⎧⎨
⎩
pi(Call)

√
tieRankij pi(Call)<.5

pi(Call)

1√
tieRankij otherwise

(3)

Given this definition of tie strength, Equation 3 models the effect of tie strength
on media preference to obtain a final likelihood of i calling (as opposed to text
messaging) j, pi,j(Call). The equation, in accordance with our WT-ECT, in-
creases an agent’s likelihood to use their preferred media as tie strength decreases
(or correspondingly, as tieRank increases). If i’s preference for (equivalently, like-
lihood to make a) phone call is less than .5, his preference for SMS moves towards
1 as tieRank increases. Similarly, the likelihood of i making a phone call moves
towards 1 if pi(Call) ≥ .5. For brevity, edge cases are omitted, however, they
behave in the model as one would expect.

3 Results

In order to calibrate and test our model’s relevance to real-world data, we utilize
a dataset of approximately 110 million phone and SMS interactions from approx-
imately 430,000 people spanning three months in early 2008 in an Asian nation.
In the present work, we consider only moderately heavy users, which we define as
those users having between 5 and 200 alters and having sent at least 30 text mes-
sages and 30 phone calls. Though this means we cannot extrapolate our findings
to the entire population of study, we find that it is difficult to understand usage
patterns for those people with less than 5 alters and 30 interactions per media, and
that those having greater that 200 ties were relatively unlikely to be a single hu-
man. After pruning, we are left with approximately 65,000 users, which we split
evenly into a training set for calibration and a testing set for evaluation.

Calibration was completed with a chief focus on αsms and αphone, as they
are, in the present work, the only theoretically relevant parameters. However,
we note that, with one exception, the model was reasonably robust to changes in
the other parameters. The exception is sensitivity to moderately large changes
in the CPM - though the reasons why are clear from Equation 1, modifications
in future work are necessary to lower sensitivity to this parameter. During the
calibration process, we also experimented with a variety of functional forms
for Equation 3- we found that the square root function, our initial hypothesis,
actually gave the best fit to our training data. Calibration resulted in parameter
settings of αsms = .6 and αphone = .8. The CPM and initCostparameters were
kept at the values used by Du et al. [7]. We use a model with these settings and
simulate interactions between 100,000 agents over 30 simulation “days” when
contrasting results with the held-out (test) data.

Comparisons to the held-out data were made to understand the extent to
which our simulation could generate a realistic social network and a realistic
distribution of media preferences and the model’s ability to capture evidence of
the WT-ECT existent in the testing data. We here consider only one measure of
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(a) (b) (c)

Fig. 1. a)The CCDF, in log-log scale, of the degree distributions of the real and simu-
lated data; b) Number of phone calls (y-axis) versus SMS messages (x-axis) per person
(agent). Each dot is a single node, and the red is a 2D density estimator; c) A random
sample of all edges from 7,000 nodes in each dataset, where the y-axis is proportion
of a node’s total text messages sent that alter, and the x-axis is the proportion of a
node’s total phone calls made to that alter. In a),b) and c), the gray bar at the top
indicates the dataset.

our model’s ability to generate realistic social networks across both phone and
SMS, and do so by plotting the degree distribution of the aggregate networks
from the real and simulated data. As we see in Figure 1a, degree distributions are
qualitatively quite similar. However, the graph belies one important difference
that may exist between model output and the real data- due to our parsing
mechanisms, it is unclear whether or not the simulated data correctly captures
the head of the distribution or whether it generates too many low-degree nodes.

Regardless of the head of the distribution, our model captures the heavy-tailed
nature of degree distributions well-known to exist in aggregate social networks
from CDRs (e.g. [7]). We now consider aspects of our model (and the real-world
data) that have received less attention in the literature. First, we consider how
well the model represents media preferences at the node level. In order to do so,
we consider the distribution of the number of phone calls agents (in the model)
and people (in the real data) make in comparison to the number of text messages
they send. As we see in Figure 1b, which plots a point for each node (agent or per-
son) as well as a density estimator for the entire dataset, the vast majority of nodes
preferred voice calling to SMS. As we know, a range of effects at various levels of
analysismay have caused this in the real data, and though the point spread is quite
similar, these two plots clearly show that our model does not capture significant
effects. However, it is interesting to note that even when modeling node-level me-
dia choice as the resultant of only the technological affordances of the media and
bounded rationality, the model suggests a qualitatively similar conclusion.

Our final comparison between the simulated and real data considers how well
the two datasets conform to Haythornthwaite’s theory of media multiplexity, and
to theWT-ECT extension. The first claim of media multiplexity is that strong ties
will tend to interact more on all media than weak ties - to this end, Figure 1c shows
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Fig. 2. Seven sample users from the real (top row) and simulated (bottom row) data,
and their interactions via phone and SMS with alters of different tie ranks

that in both the real data and the simulated data, there exists an approximately
linear correlation between the (log) proportion of a node’s total SMSmessages and
the (log) proportion of their phone calls that go to a specific alter. Though the plot
only show a small sub-sample of the data to avoid over-plotting, we find that the
log proportion of a node’s total calls to an alter explain 34.6% and 57.4% of the
variance in the log proportion of text messages sent to that same alter in a simple
linear model in the real and simulated data, respectively.

The fact that this simple linear model has such a clear predictive power lends
significant support to Haythornthwaite’s theory, and as is clear, our model defini-
tively captures this aspect of interaction across multiple media. It is important
to note, however, that the linear model only predicts 57.4% of the variance in
our simulated data. Thus, our model contains a reasonable and desirable amount
of stochasticity in agent interactions with different partners on different media.
This variability can be seen in Figure 2, which shows sample users from the real
(top) and simulated (bottom) datasets and the number of interactions they had
via phone and SMS with alters of different “tie ranks” (discussed below).

The second claim of media multiplexity is that weaker ties will tend to stick
to more established media. WT-ECT, however, suggests that with weaker ties,
people will more heavily rely on the media they have a stronger preference for. If
this were to be the case, then we would expect that with weaker ties, preferences
would be more obvious- that is, we would see people use one media more heavily
than they would under normal circumstances.

We use a three step process to obtain a set of statistics that can be used to
understand the extent to which WT-ECT is supported. We first compute, for
each edge <i, j> in the network, the log odds of i calling (as opposed to texting)

j as log(
NumCallsi,j
NumSMSi,j

) and subtract i’s log odds of making a phone call to any

of his alters. Thus, a positive value for an edge means that i used voice calling
more heavily with j than he would on average, and a negative value the opposite.
We then bin edges by their strength. To differentiate between ties of different
strengths, we bin using the notion of tie “ranks”, as above. Because there is no
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Fig. 3. The DLO statistic (y-axis) as tie rank increases (tie strength decreases) for the
real and simulated data for agents (people) preferring both SMS and phone calling.
All 95% confidence intervals shown are determined using the bootstrap method with
1,000 iterations.

notion of payoff in the real data, we compute rank here based on the number
of interactions sent to each alter. Thus, the alter an agent communicated with
most (on both SMS and phone combined) would have a tie rank of one, and so
on (edges with the same strength are place into the same bin).

Finally, we compute the mean of this value (for convenience, the DLO, or
difference of log odds, statistic) for all edges in each tie bin. As is clear, if
the WT-ECT theory were to be supported, we would expect that as tie rank
increases, the log-odds of an agent using their “preferred” media increases as
well. Figure 3 plots our DLO statistic for the first 35 tie bins for the real and
simulated data for agents preferring SMS (the triangles) and those preferring
voice calling (the circles). We consider only the first 35 tie bins both because
model estimates were highly varied outside this range and because we feel it
is difficult to estimate differences in preference for the real data outside of this
general range (the number of communications was, on average, around two).

The figure shows that our simulated data obtains pattern (and at some tie
ranks, statistical) validity- this lends credence to our model of human communi-
cation, regardless of the underlying phenomenon. More importantly, though, the
plot largely shows qualitative support for our WT-ECT- as tie rank increases
(tie strength decreases), the likelihood of an agent using their preferred media
increases to some extent before finally appearing to level out, as our square root
function in Equation 3 predicts. In further analysis, we find that this “level-
ing out” extends to larger tie ranks, though as mentioned, such estimates are
somewhat unreliable.

The one exception to support for the WT-ECT appears to be with agents
who prefer phone calls and their ties to alters ranking from 10 to 20- in this
range, the DLO statistic actually regresses back towards the node-level pref-
erence. Interestingly, there is also evidence of this regression in the simulated
data, in which the WT-ECT is an explicit functional piece of the model. This
observation can be accounted for by the fact that SMS is asymmetric, and thus
will, by its nature, tend to have more interactions per conversation than phone
calls. However, it also goes lengths to indicate the complexities and intricacies
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of human communication across media and, to this end, suggests the power of
agent-based modeling in theory development.

4 Conclusion

The current work has several limitations- we provide mostly qualitative evidence
of fits with real data and only a cursory model calibration. In addition, we model
tie strength as a dynamic element- though it is true that the strength of human so-
cial ties with those around us are constantly fluctuating, our model may allow for
too much fluctuation of tie strength in the described time span. Limitations aside,
however, the model we develop shows promise, as it is the first we are aware of to
attempt to model communication on different media simultaneously over time in
an evolving network. Our results show that the WT-ETC deserves further atten-
tion, particularly because a derivative of the theory suggests that depending on the
perceptions (preferences) of a person, (s)he may irrationally choose an affectively
weak communicationmedia (like SMS)when interactingwithnewer and/orweaker
ties, leading to difficulties in forming strong social ties for emotional support.
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Abstract. Much social interaction is moving online, offering new opportunities 
to analyze and understand fundamental patterns of human social behavior. One 
of the challenges in using this data is lack of direct observations of users’ online 
activity in typical datasets. Building on the idea that people conserve their ef-
forts in their online behavior, we develop a generic procedure for inferring user 
online behavior from their observable interactions with online objects and apply 
it to data from a social news website. We estimate which pages the users have 
seen and what stories they have observed. We test the effectiveness of this me-
thod in increasing the accuracy of a regression model that attempts to predict 
the number of votes a story is expected to receive, and show that the method 
can significantly increase the precision of these regressions. 

Keywords: Effort minimization, Social news website, Online behavior. 

1 Introduction 

An increasing share of our social interactions happen online in social networks, social 
news websites, and other internet based media. In many of these settings people ex-
press themselves in their interactions with socially generated digital objects such as 
postings, comments, stories, songs, and tweets. These interactions include different 
forms and labels such as “like”, “vote”, “retweet”, “share”, and “Digg”. They provide 
a unique trail of individual choices and tastes in the online media, a valuable source of 
data for researchers interested to better understand how people think and behave  
online, change their tastes, and form and leave communities.   

Yet a fundamental challenge in using this data efficiently is the fact that we usually 
do not know what people have actually viewed online. The fact that a story did not get 
a positive vote from user A could imply that user A did not like that story, or simply 
that she did not see it. This problem is most acute for binary choices (e.g. “like” but-
ton in Facebook) where expression of a choice can only be seen as a positive signal 
(compared to multi-category ratings that embed more information in a data point) [1]. 
The problem is exacerbated with the growing trend in customization and filtering of 
websites that show the same item on multiple pages, or different items on the same 
page for different users.  

A few methods have been developed to address this challenge. These largely rely 
on -statistical regularities in the user-story network to estimate the likelihood that lack 
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of expression signifies lack of interest or lack of viewing. Counting the total number 
of friends who voted for a story [2], and counting the number of followers of a ret-
weeted link [3] are two of these methods to estimate exposure of stories. 

In this article we develop and test a new method for overcoming this challenge. 
Our method is rooted in the observation that people are lazy in their browsing activity 
and thus their behavior online could be approximated based on their interest in mini-
mizing their effort. Therefore by defining the alternative pathways people could have 
taken, and minimizing their efforts in choosing those pathways while matching their 
observed expressions (e.g. votes), we can estimate and reconstruct their online activi-
ty. We implement this idea on data from a social news website, and test its effective-
ness in improving the predictive power of a regression model to estimate the number 
of votes a story receives on this website. We show sizeable improvements from the 
application of our method in the test case and discuss different applications which can 
benefit from this method. 

2 Data and Methods 

We use data from Balatarin, a social news web site where users can post stories  
(i.e. links to different news items and websites), read other users’ stories, and vote or 
comment on stories posted. Balatarin is the largest social news website for the Per-
sian-speaking community. It includes over 30,000 registered members, a million  
stories, thirty million votes and several million comments. 

Balatarin promotes popular stories, those with votes more than a specified thre-
shold, to its first page. Therefore a user visiting the website could choose between 
reading and voting on first page stories or the recently posted stories. If she chose to 
explore first page stories, she can sort them by date of promotion to first page or in 
the order of most voted stories in the last day, week, or month. If she picked recently 
posted stories, she can sort them by their posting time or descending number of votes. 
We call these options as different ordering pages. Each of these ordering pages are 
further broken down into multiple subpages each accommodating 25 stories. In sum-
mary, a story cannot be seen in both first page and recently posted page at the same 
time, but in each of these pages it could be seen in more than one ordering page. 

We have data on stories (Story ID, posting User’s ID, Time of Posting, user identi-
fied Story category (political, economics, sports, social, etc)) and votes (Story ID, 
Time of Vote, voting User’s ID). We do not have data where a vote has been submit-
ted (i.e. which page, ordering page, and subpage) or what stories have been viewed by 
the users. Estimating those missing characteristics is a major step towards better un-
derstanding the online user behavior.  

To this end we rebuild the history of Balatarin in a simulation environment. Using 
the data on posting and voting times as the inputs to this environment, we calculate 
the status of stories over time (i.e. the number of votes they have, and thus whether 
they could be on the recent or first pages at any point). We then solve an optimization 
problem with the purpose of finding ordering page and subpage that best fits overall 
user behavior in its totality. Specifically we assume that users minimize their  
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browsing effort, i.e. they are less likely to jump between ordering page or different 
subpages than to vote for stories on the same ordering page and subpage. By minimiz-
ing user effort we find the most likely ordering page and subpage in which each vote 
could have been submitted. We then use this information to infer what stories the user 
should have seen and which stories were not observable to this user. For example if 
one has voted for the third and fifth story on a page, we assume she has seen the 
fourth story as well. 

In order to validate our method we develop two Poisson regression models to esti-
mate the number of votes a story gets during subsequent time intervals using the raw 
data available vs. using the inferred browsing trajectories from the method above. 
Using comparable sets of independent variables we compare the predictive power of 
the two regression methods and estimate the benefits of our approach for estimating 
browsing trajectories.  

3 Results 

We first used a simulated environment to rebuild Balatarin’s history and find whether 
a story has been on the recent or first page at any time, and what positions it would 
have occupied on feasible ordering pages and subpages. The time for promotion to 
first page is deduced from the category-specific first page thresholds. These thre-
sholds, not available directly in data, are also estimated from the discontinuity in vot-
ing rates for stories in recent vs. first page. Next, possible ordering pages and their 
subpages are generated, which takes into account the life time of stories on that order-
ing page (e.g. recent most voted ordering page includes only stories posted in the last 
24 hours). Next, we use our effort minimization algorithm to determine in which or-
dering page and subpage each vote has been casted. Our algorithm finds the ordering 
page and subpage in which the user is most likely to have voted her next story mini-
mizing her efforts from the current ordering page. The effort minimization algorithm 
penalizes changes in ordering page ( , 1 : is one if a change in ordering is 
required), changes in subpages ( , 1 :  counts the number of subpages 
between subsequent votes), and the distant between two subsequent votes on an order-
ing page ( , 1 : counts the stories between the two). Specifically we minim-
ize the following penalty function for each user (u) examining different ordering  
pages in which she could vote for each story over all the stories she has voted  
for ( ): ∑ 1 , 1 2 , 1 3 , 1  (1) 

After exploring the effect of different penalty parameters on the overall performance 
of the algorithm we set them at one unit for each story between two consecutive voted 
stories (p1), five units for changing the subpage (p2), and 200 for changing ordering 
page (p3). We solve the optimization problem for each user separately. We discuss 
the results for all stories on the first week of December 2009 but the algorithm is  
scalable and can be applied to any slice of the data.  
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Fig. 1a. Feasible ordering (sub)pages  

 

Fig. 1b. Inferred browsing history 

Figure 1 represents feasible ordering pages and subpages (a) and inferred browsing 
history (b) for a single user. Panel a shows the five possible ordering pages and sub-
pages (Y axes) for each story the user has voted on. Time between votes is also meas-
ured to distinguished different browsing sessions. Minimizing the effort we find the 
browsing trajectory for this user, specified with color codes in panel a and explicitly 
brought out in panel b. Here the area of each rectangle represents the time the user has 
spent on that ordering page with logarithmically scaled inter-session intervals. We 
assumed that the user is offline if the time between her two consecutive votes exceeds 
one hour.  

Table 1. Percentage of votes casted on different ordering pages for all the users 

Ordering page Vote Percentage 
First page (Promoted, Promotion time) 27% 
Promoted, Most voted last day 6% 
Promoted, Most voted last week <1% 
Promoted, Most voted last month <1% 
Recently posted, Posting time  42% 
Recently posted, Votes 17% 
Not categorized by the algorithm 8% 
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Table 1 provides an overview of the percentage of votes casted on different order-
ing pages for all the users, found through our algorithm. Most votes are cast on the 
recently posted page with chronological (default) sorting (42%), followed by first 
page (Promoted, chronologically sorted; 27%) and recently posted stories sorted by 
number of votes (17%). The algorithm is unable to make a precise categorization for 
8% of the stories.  

Once the user browsing history is recreated through the optimization method, we 
can specify, among other things, how long the user has spent on each of the ordering 
pages and subpages, which stories she has seen but not voted for, and what the neigh-
boring stories for each voted stories are. In developing these metrics we assume that 
when a user votes for a story, the two stories above and below are also seen by the 
user. Also we assume that if a user votes for two stories in one subpage, all the stories 
in between the two are seen as well. If the user votes for two stories in subsequent 
subpages, we assume that the user has seen all the stories from the one voted to the 
end in the first subpage.  

4 Validation 

In order to assess the effectiveness of our method we devise a prediction test in which 
the same concept can be estimated directly using the Balatarin data, or indirectly us-
ing some of the variables inferred from the method above.  Specifically, we develop 
parallel Poisson regression models to predict the number of votes each story gets in 
subsequent time intervals of 200 seconds each for the first hour after the story is post-
ed. We use two parallel models with the direct data available from Balatarin and with 
the information estimated through our new method on what stories are seen by users.  

Exposure parameters specify the base rate for the mechanism that generates the 
count item of interest (in this case voting) in Poisson regression. We can specify the 
exposure in two different ways. First we set Balatarin’s activity (i.e. the total number 
of votes in the interval) as the exposure parameter around which Poisson regression 
estimates the changes in likelihood of votes. This model uses the best estimate for 
exposure available in the direct data in Balatarin. In the second model we quantify the 
exposure as the number of times the story is seen by users, calculated from our brows-
ing reconstruction method. Keeping the other independent variables equal, we com-
pare the accuracy of two regressions to assess the value of the new method for  
understanding the underlying browsing patterns. 

Controlling for exposure (calculated in two different ways; see above) we include 
the following independent variables in our regressions: stories’ categories, their pro-
motion status, their current number of votes, and their place in each of ordering pages 
at the beginning of time interval as the independent variables.  Equation 2 specifies 
the regression model(s) formally: ln     |  ?       log    log  (2) 
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Table 2 provides regression coefficients for how the number of current votes may 
influence the prospects of getting more votes. These variables (and most of the con-
trol variables not reported due to space limits) are statistically significant.  While the 
direction of effects are consistent across the two regressions, the magnitudes are dif-
ferent, providing different quantitative predictions for how the number of votes really 
influence a story’s chances of getting more votes. We compare the predictive power 
of regression results using multiple metrics of accuracy. Table 3 reports these compar-
isons.  Overall accuracy is the ratio of predicted most likely number of votes exactly 
matching the number of votes a story gets in the interval. Positive accuracy measures 
the same concept over all the stories with a positive number of votes (i.e. excludes the 
zero-vote stories). True positive indicator is the fraction of stories predicted to receive 
at least a vote, which do receive a vote. True negative (fraction correctly predicted not 
to receive any votes), false positive (fraction predicted to receive one or more vote but 
not receiving any), and false negative (fraction receiving vote despite a prediction to 
contrary) are also reported. Log likelihoods for the two models and Akaike Informa-
tion Criterion [4] provide other metrics of accuracy. Another measure we use in our 
study is the F -measure [5]. This measure is frequently used to turn fit measures with 
two dimensions of precision and recall into a one-dimensional measure of accuracy, 
and is defined as: 

F 2 P  RP  R      (3) 
Precision T  PT  P F  P     (4) 
Recall T  PT  P F  N     (5) 

All metrics show improvements as a result of the use of our browsing behavior esti-
mation technique. The improvements are most significant in log-likelihood and AIC 
measures. In fact a perfect model (i.e. correctly predicting the mean of the underlying 
Poisson process) would still get significant errors due to inherent randomness of the 
Poisson generating processes. 

Table 2. Regression coefficients and standard errors for a subset of variables 

Independent Variable Overall Activity as Exposure Estimated Viewings as  
Exposure

Intercept 159.4 (20.4) 113.4 (20.19) 
promoted or not -147.7 (20.3) -105.9 (20.11) 
number of votes 0.061 (0.002) 0.049 (0.002) 
Ln(number of votes) -0.144 (0.011) -0.104 (0.011) 
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Table 3. Accuracy of regression models  

Metric of Accuracy Overall Activity as Exposure Estimated Viewings as  
Exposure 

Overall accuracy 62%  69% 
Positive accuracy  33% 38% 
True positive 65% 72% 
True negative 76% 84% 
False negative 17% 14% 
False positive 24% 16% 
Log likelihood -113425 -90362.92 
F-measure 0.760233918 0.827586207 
AIC 226888 180764 

5 Conclusion 

With increasing spread and impact of online social interaction, new opportunities for 
using large datasets to analyze and understand topics such as social behavior, individ-
ual routines, group formation, and taste evolution are on the rise. One of the chal-
lenges in using this data is lack of direct observations of user online activity in typical 
datasets. In this paper we report on a generic procedure for inferring user online beha-
vior from their voting patterns and apply it to data from a social news website. Build-
ing on the idea that people conserve their efforts in their online behavior, we develop 
an optimization approach to estimate user browsing, the pages they have visited, and 
the stories they have observed. We test the effectiveness of this method in increasing 
the accuracy of a regression model that attempts to predict the number of votes a story 
is expected to receive, and show that the method can increase the effectiveness of 
these regressions, providing additional evidence about the usefulness of the technique.  

The specific insights from the regression results are worth noting. As predicted by 
previous research [6] an increase in the number of votes a story has enhances its 
chances of getting more votes. Yet this process is complicated by a non-linearity (first 
few votes are slightly less influential) and a step effect, where stories that are pro-
moted are generally less likely to attract as many votes for each time they are ob-
served. This effect may point to an interesting asymmetry in user behavior: people 
who visit the new stories are more likely interested in finding and promoting interest-
ing stories, where as those visiting the promoted stories are more interested in reading 
the items without necessarily voting for those. 

The method can inform many different applications. First, by indirectly estimating 
individual viewings of different pages and stories, we provide a way to distinguish 
between genuine no-vote and where data points are actually unavailable in binary 
categorical data (e.g. turning one/zero for getting/not getting a vote to one/zero/not 
available data). This significantly reduces the noise in binary data and offers better 
predictive power. Different regression analyses, data mining applications, and colla-
borative filtering studies can benefit from such data improvement. Moreover, by esti-
mating individual online browsing behavior this method can offer new insights into 
how individuals build habits, explore a website, and change their browsing patterns 
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over time. For example future research can look into exploration-exploitation  
tradeoffs in learning to browse social news sites. 

The method can be broadly applied to data from different websites. Other social 
news websites such as Reddit (reddit.com) and Digg (digg.com) have very similar 
structures to Balatarin, so adaptation to that data is straight forward. Yet the method is 
more general in theory and can be applied to any data structure in which 1) The user 
input is measured as a binary choice. 2) The user can view the same content (on 
which s/he expresses her opinion) across a limited number of pages at any time. 
Therefore by customizing concepts used in Balatarin (page, ordering page, subpage) 
to a new application domain we can extend our method to other social websites such 
as Facebook and Twitter. For example, home page and each of “following pages” in 
Twitter or friends’ walls in Facebook can be considered as an ordering page. Retweet-
ing and liking in Facebook could be seen as voting in Balatarin. Therefore, our me-
thod for reconstructing online behaviors can be applied to many other online data 
sources. 

In the current paper we used a greedy optimization algorithm and with some ap-
proximations reduced the computation time to scale linearly with the number of sto-
ries the user has voted for multiplied by the number of ordering pages. This kept the 
computational costs at a moderate level and made the algorithm scalable for large 
datasets. Future research can test alternative optimization methods to gain improved 
performance. Further research can also fine tune the penalty parameters and behavior-
al assumptions of the model based on prediction performance on a cross-validation 
dataset. 
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Abstract. Ethnographic research identifies brokering (a.k.a., “copping for  
others”) as an important and popular way people who use heroin acquire the 
drug by making purchases for their peers. Brokering is when a customer buys 
drugs for a fellow customer using the buyer’s money and is paid using drug the 
buyer purchases. This distributes heroin costs. Heroin dealers obviously mani-
pulate price and/or drug purity to make profits and compete for buyers, but a 
hidden way they alter “price” is by adjusting the size of heroin packages they 
sell. Using an agent-based model, we simulate brokering and heroin package re-
sizing to understand how these dynamics influence heroin consumption costs. 
High rates of dealer arrest are tested against these dynamics. Findings indicate 
the Quantity-Adjusted Price of heroin is greater than its retail price in all  
conditions, implying increased competition in heroin markets does not lower 
costs. 

Keywords: Agent-based modeling, ethnography, heroin dealing, hidden costs.  

1 Introduction 

A fundamental assumption of U.S. drug policy is that the consumption costs of heroin 
are a linear function of the drugs retail price. Features of the market such as competi-
tion and law enforcement are, in turn, assumed to affect this price to increase or de-
crease costs. Daily heroin users are estimated to spend 60-72% of their monthly in-
come on heroin consumption [1-3], spend more compared to cocaine users [3], and 
use cash as the number one commodity exchanged for heroin [3]. However, heroin 
users often report spending less on the drug than they report using [4] suggesting 
simplistic projections of annual costs are flawed, e.g., a $20 per-day drug habit costs 
$7300 annually or a gram per-day (at $120 per-gram) costs $43,800. 

Documenting real-world cash spending on heroin is challenging because consum-
ers employ a host of strategies to acquire the drug without cash or reduce expendi-
tures [3-4]. People trade goods or sex for drugs; get money from friends and family; 
and pool resources with their peers to reduce their individual cash expenditures. Some 
customers acquire drugs on credit from their dealers, sell heroin or participate in other 
income generating crime to offset drug consumption costs.  
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The agent-based model (ABM) we present estimates heroin consumption costs by 
characterizing two behaviors that are more consistent and basic to most, if not all, 
heroin markets: 1) brokering, a.k.a. “copping drugs for others” (by customers), and 2) 
drug package resizing (by dealers). These activities are selected because although 
documented independently, and quite common, the feedback between them and their 
influence on cost has been overlooked and never modeled. Brokering is how many 
heroin users describe acquiring heroin “for free.”  

2 Ethnographic Research on Heroin Markets 

Unlike the immense literature on heroin (and opiate) addiction, a smaller literature in 
the social sciences describes how local illegal drug markets and drug dealers operate. 
Though the content of such studies is often unique, a challenge to theory development 
[6], the primary method used in the majority of this research is ethnography, which 
involves detailed longitudinal fieldwork with drug users and dealers to understand 
their decisions, as well as the social and political contexts of behaviors within these 
settings [7]. Since 1993, the anthropologist co-author of this paper (Hoffer) has con-
ducted ethnographic research in Denver, Colorado, St. Louis, Missouri, and Cleve-
land, Ohio on illegal drug buying and selling activities among out-of-treatment drug 
users. As a result, the data represented in this ABM comes from different studies. 
Hoffer’s fieldwork investigated an extensive range of operational activities associated 
with selling heroin. It addressed brokering as a process through which dealers ac-
cessed new customers and insulated their operations from the police, but also as an 
important way the market adapted to police interventions to dismantle it, a case simu-
lated using ABM [5].  

2.1 Brokering a.k.a. “Copping for Others” 

A conventional face-to-face drug deal is a direct transaction between a heroin buyer 
and a seller. “Copping for others” is what heroin users refer to when one user pur-
chases heroin for another user. Here, we call this brokering. Although brokering in-
volves buying heroin from a dealer, it is an indirect transaction between customers: 
user A (the broker) takes user B’s (the buyer’s) money, goes to a dealer, buys the 
drug, and returns to user B. Because the available cash is converted into heroin, user B 
then gives user A heroin as a “payment” for making the sale, and the transaction is 
complete. Buyers who use brokers pay more for heroin because they pay the broker in 
addition to purchasing the drug. 

Brokering is important because it is a common strategy that heroin users employ to 
reduce their drug consumption costs [4, 8-9]. Brokers are not drug dealers. Although 
brokers may represent themselves to others as dealers, they do not invest in a quantity 
of drug to resell, they simply buy heroin for someone using that person’s money. This 
also separates brokering from “juggling”, a term describing a customer who buys 
heroin and repackages it into smaller quantities to resell [10-11].  
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Norms associated with brokering (i.e., copping) are clear: brokering is a service to 
a buyer not a seller; therefore, a buyer pays the broker. But despite payment expecta-
tions, because the buyer is not with the broker at the actual sale, brokers frequently 
hustle additional heroin “payments” during this transaction [8-9]. This makes broker-
ing an attractive but risky drug acquisition strategy. In an extensive study on the eco-
nomics of heroin use, copping combined with “touting and steering1” was estimated 
to save users $3,000 and occurred more frequently than direct drug sales [4]. Moreo-
ver, brokering also builds community between heroin users. For these transactions to 
work, which they do more often than not, users must trust one another. A buyer trusts 
the broker to make a purchase and return with drug; a broker trusts that if they do so 
the buyer will reward them [8, 12]. In this way, brokering is a “favor” and an econom-
ic service. Finally, because brokers often use heroin with buyers as part of the transac-
tion, it increases HIV risks associated with injecting [13-14].  

On one hand, buyers and dealers strive to make direct connections because they 
understand brokers manipulate the economics of transactions and it is not uncommon 
that a broker is cut out when buyers achieve this. On the other hand, brokers are high-
ly motivated to maintain their position because it saves them money. The ways that 
brokering transmits market information is underappreciated in previous research. 
Through these dynamics, buyers learn about deals, products, and price, as well as 
identify access points for direct dealer relations. 

Brokering redistributes wealth (heroin) from people with money and no dealers to 
people with dealers and no money. This commodified gatekeeping influences individ-
ual consumption costs, which is known. How brokering changes deal values in the 
marketplace (i.e., its aggregate influence on cost), through deal communications is 
unknown. Brokering is how buyers get information to make decisions. How much 
does sharing information about deals adjust and/or stabilize the size of heroin pack-
ages, i.e., dealer offers? And if we calculate the total cost of direct heroin sales, calcu-
late the costs/savings of brokering, and adjust this to heroin package amounts sold, 
(i.e., true deal value) can we calculate a Quantity-Adjusted Price of heroin? And what 
affect does police intervention, i.e., arresting dealers, have in altering these dynamics? 

2.2 Price Adjustment of Heroin in the Market 

Heroin dealers also influence buyers’ costs to consume heroin. Dealers raise or lower 
prices and/or “step-on” / “cut” the drug to stretch their supply, lowering potency to 
increase profits. Lowering potency requires customers to increase purchases, hence 
cost, but because they compete with other dealers, they risk losing sales or lowering 
the quality of drug. Heroin addicts frequently budget purchases and, like any consum-
er, desire stable prices. Our agent-based model simulates a less obvious strategy deal-
ers employ in this situation; keeping prices constant but modifying the amount of drug 
sold in sales units. We label this drug package resizing.  

                                                           
1 In touting and steering a seller (dealer) pays a customer to market their product, and although 

different than brokering, they were combined in this analysis.  
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Dealers sell different units of heroin, such as “bags”, “pills”, half-grams, grams, 
etc., standardizing prices by weight. However, in Hoffer’s research [8], such sales 
units were rarely actually weighed. Instead, as the dealers received orders, they “eye-
balled” the size of the unit to sell. Dealers were extremely accurate in estimating 
weights; on several occasions the researcher weighed “eyeballed” grams and found 
them to be within 1% of the true gram weight. But dealers also purposefully manipu-
lated unit sizes to control customer behaviors, and compete for profits. If a customer 
acted in a way the dealer did not like, their next order would be “short” (i.e., less than 
the regular size). Alternatively, to reward customers, a dealer would make them a 
“fat” package (i.e., a larger than usual sale). Similarly, when sales were down, dealers 
made bigger units to attract/retain customers. When they had more sales, smaller units 
were made to extract more profit. Even though retail prices were constant, amounts 
were not.  

Instances of dealers “shorting” customers appear in the ethnographic literature but 
detailed analyses of drug package resizing are rare. A notable exception is Lisa Mah-
er’s research on heroin trends in Australia in which she describes both drug package 
resizing and how dealers attract customers by up-sizing packages [15]. But evidence 
of this also comes in a more popular form: Dealers commonly reward good customers 
with extra bags of heroin or a better deal when they purchase larger heroin units.  

Heroin dealers leverage the size of drug packages as a tool to take advantage of 
profit opportunities and control customer behavior, thus veiling price changes. To 
customers bigger units = better value/lower costs, and smaller units = worse value/ 
higher costs. Of course, product downsizing to lower cost and increase profits is not 
just for drug dealers. It is a common strategy manufacturers of legal goods use to hide 
price increases on commodities ranging from ice cream to toilet paper [16]; although 
it is unclear if these changes increase consumption, they do increase profits [17]. 

3 The Heroin Market Agent-Based Model2 

Our model simulates interactions between people who buy and sell heroin to expand 
our existing understanding of local drug markets as complex systems [5] and connect 
micro-behavior and macro-market patterns associated with how much users spend to 
consistently consume heroin. We implement two types of agents: dealers (sellers) and 
customers (buyers). To reduce the parameter space, we exclude real world variables 
such as addiction, cash income, and variations in different drug units sold. Customer 
agents are automated consumers that: 1) never run out of money, 2) all purchase and 
consume the same unit of drug, one gram per transaction, and 3) always pay the same 
retail price, $120 per gram.  

Customer agents schedule drug purchases based on a linear time scale set by the 
previous gram they consume. A gram is divided into equal units for this purpose; a 
12-unit gram represents a full-sized gram. For customer agents, a 12-unit gram means 
an agent will make another purchase in eight hours; a 6-unit gram in six hours and so 
                                                           
2 A technical description and source code is available at:  
  http://code.google.com/p/drug-market 



 “Copping” in Heroin Markets: The Hidden Information Costs of Indirect Sales 87 

on3. This proxy’s variation in the “size” of grams sold: more units = bigger grams (in 
real terms, each 1/12 increment equates roughly to an 8% change in gram size). It also 
allows agents to evaluate the quality of the product. Heroin is an “experience good,” 
meaning consumers can only judge its quality after it is consumed [18]. A “good” 
deal is one in which the customer gets more heroin than a previous deal.   

Customer agents have a (customer-to-dealer) transaction and a (customer-to-
customer) social network. To purchase heroin they must have a direct link with a 
dealer or another customer (acting as a broker) who has a direct link with a dealer. At 
the start of the simulation, each customer agent is assigned some dealer agents. The 
agent selects the dealer from their transaction network offering the best value deal. If 
that dealer is unavailable, they go to the next best dealer, and so on. If a customer 
agent is not able to purchase from a dealer, they seek a deal from their social network.  

In our model, seeking a deal from its social network, the customer agent uses a 
preferential ordering scheme based on the net good vs. bad deals shared by its social 
contacts over the past 30 days. The agent first asks the peer who has given them the 
best deal, the next best, and so on. A shared deal purchase is evaluated relative to all 
the customer agents' previous purchases. Social network ties dissolve when resulting 
deals are “not good" n number of times. Ties are assumed symmetric; dropping ties is 
mutual and we assume it will take time before they can re-establish their tie (by de-
fault, we assume a lag of 3 months).  

Agents add a new dealer to their transaction network after purchasing a shared 
deal from another customer (a broker) n number of times (a model parameter). New 
social network ties are formed using a probability that increases based on the number 
of overlapping dealers two customer agents have in common. Customer agents who 
share deals (broker) receive a commission, fixed at $20 or variable depending upon 
model setup, from the agent they broker for and always offer the best deal from their 
transaction network. At the start, customer agents are linked in a social network con-
structed using one of the three network topologies Watts-Strogatz, Barabasi-Albert 
and Erdos-Renyi, see [19]. Parameters are set so approximately one new social net-
work link is established per month. Customer agents dissolve ties with dealers in three 
ways: Customers drop dealer links if 1) they do not transact with the dealer for 7 days, 
2) a dealer agent is “arrested” or fails (see below) or 3) if a dealer “franchises” their 
operation a customer link can be transferred to a new dealer, dissolving the old tie.  

Dealer agents sell grams of heroin and resize grams in response to what is happen-
ing in their network of buyers. Dealers are supplied 12 grams at a time and are imme-
diately resupplied when they sell out. Based on their sales activity, a dealer agent will 
1) up-size their grams to attract customers and 2) downsize their grams if they have 
more customers and want to extract more profit. The simulation is configured so deal-
ers change the size of their grams infrequently. If a dealer agent becomes too busy for 
too long they franchise their operations, randomly transferring half of their customers 
to a random customer, i.e., new dealer. New dealers sell gram units the same size as 
their benefactors or downsize to make more profit (a model parameter). Finally,  

                                                           
3 Although somewhat arbitrary, this linear unit-to-time scale does reflect time frames heroin 

users report relative to their subjective experience injecting.  
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dealers drop out of the simulation if they: 1) do not have customers, 2) run a supply 
“surplus” for too long (a model parameter), or 3) get arrested (see below). 

4 Simulation Results 

All simulations are initially setup with 500 customer agents and 100 initial dealer 
agents and run for 1000 days. Here, we highlight the role of customer agents’ social 
network in: 1) the diffusion of drug dealer information through brokering and 2) he-
roin cost adjustments in the market. We explore four specific settings with static and 
dynamic social network configurations together with low and high probabilities (0.1 
and 0.75 respectively) of customer agent sharing deals. In all four settings, we assume 
an Erdos-Renyi configuration with an initial average degree of 12 for customer agent 
social network. The static network composition does not change whereas the dynamic 
network changes as the simulation proceeds, as described in the previous section. We 
also assume a high-risk situation with a baseline probability of a dealer agent being 
arrested (random removal) set high (0.01) but multiplied by the number of customer 
agents a dealer agent is linked to. This assumption simply reflects the more customers 
who know a dealer the more likely that dealer will be informed upon and consequent-
ly arrested. Although in real life dealers spend considerable effort avoiding arrest [8], 
this assumption reflects a fairly accurate baseline condition.  

Fig. 1 shows the time-series chart for the number of dealer agents for respective 
simulations runs of the four configurations. As Fig. 1 shows, dealer agents survive 
with static networks and dynamic networks with low brokering. The market’s col-
lapse under the dynamic network configurations can be explained by the survival of 
dealer agents in the system, and how dealers’ information is diffused among the cus-
tomer agents through brokering of deals. In our model, dealer agents drop out through 
police arrests, or when they are unable to sell drugs to customer agents for some time 
(default: 7 days). On the other hand, new dealer agents enter into the system only 
when an existing dealer franchises. Under our high-risk situation, dealer agents get 
arrested at a much faster rate than they franchise. Also, in dynamic networks, when 
brokers finally share a dealer the chances are high that the dealer is already removed, 
earning the broker a ‘bad’ endorsement and more dropped ties. These intrinsic factors 
cause the system to fail. However, when brokering is low social ties are broken at a 
slower rate, suggesting this reluctance to share dealer information may not only be 
profitable to brokers (in terms of the taxes) but may also help the market.  

Under a static network configuration, the number of dealers in the system stabilizes 
and reaches a dynamic equilibrium. This relates to the model parameter determining 
the ‘dealing capacity’ of a dealer agent, i.e., if a dealer agent is making a certain num-
ber of deals for a number of days it franchises its deals to a new dealer agent. Notice 
that here we are referring to the actual deals that a dealer agent is making per day and 
not the number of customer connections that it may have. A dealer agent may be 
known to many customer agents but may not get a deal at all. As Fig. 1 shows, even 
under a high risk of removal of dealer agents, the market sustains when the social 
network of the customer agent remains intact. Here brokerage plays a role in the  
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Fig. 1. Number of dealer agents for the four configurations based on the static and dynamic 
social network of customer agents and for low and high brokering  

 

Fig. 2. Number of customers unable to purchase heroin for the four explored configurations 

diffusion and redistribution of the links in the dealer-customer transaction network so 
that the removal rate of dealers through police arrests is balanced by the introduction 
of new dealers in the system. The system therefore continues to survive.  

Fig. 2 shows time series of customer agents unable to buy drugs. In our model, cus-
tomer agents learn about new drug dealers through their social ties. Customer agents 
have between 7-11 brokered deals before establishing a direct link to a dealer. Under 
our high-risk condition customers rely on brokering but we also find occasional 
spikes where a large number of customers are unable to buy drug. Counter-intuitively,  
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high brokerage levels result in more episodic volatility and a greater number of cus-
tomers failing to buy drugs. This happens because when sharing is high there is a high 
reliance on shared deals, information about dealers spreads faster, and dealer agents 
become more vulnerable to arrest, which increases their chances of being removed 
before a customer connects. Low sharing results in a slower diffusion of dealer infor-
mation and relatively fewer customers unable to buy drug across the 5-year period. 

In terms of cost, Fig. 3 notes the size of grams sold by units in the four conditions. 
In the fixed network time series, high brokering equals high competition with unit 
sizes occasionally touching both 9 and 14 units per gram. But despite increased vola-
tility, the actual price paid by the customers remains comparable across all the four 
configurations. Here, a high rate of brokering results in higher volatility in the time 
series showing the number of customer agents who were not able to buy drugs (see 
Fig. 2) but increases dealers’ competition in the market. For fixed network settings, 
high brokering (0.75) results in a higher variation in unit sizes, touching both 9 and 14 
units per gram. Here dealer agents are competing for customers and adjusting prices 
frequently. For fixed networks with low sharing of deals (0.1), we see a narrower 
range of prices in the time series. Notice that in our model, dealer agents do not have 
information about the whereabouts and sales of other dealer agents in the market. 
Thus, dealer agents adjust their price based on the sales in the past and although they 
are unaware of other dealer agents’ sales, they are compelled to adjust their price 
based on how many deals they were able to make on the previous day. Finally, the 
four histograms in Fig. 4 give the distribution of annual mean Quantity-Adjusted 
gram price paid in the four configurations. Effects of brokering can be seen in both 
the static and dynamic network configurations, with all distributions skewed above 
the $120 retail price. 

 

Fig. 3. Heroin unit size variation in grams being sold for the four explored configurations 
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Fig. 4. Histogram of Quantity-Adjusted price per gram: static network and 0.1 share probability 
(A), static network and 0.75 share probability (B), dynamic network and 0.1 share probability 
(C) and dynamic network and 0.75 share probability (D) 

5 Outlook 

In real-world heroin markets, brokering is more popular than direct heroin sales and 
this collaborative effort (between an anthropologist who conducts ethnographic re-
search with heroin users and dealers and a social simulation scientist) distinguishes 
why this is important. For consumers, brokering seems to overcome its advantage to 
influence better value deals in the heroin marketplace, i.e., increasing aggregate costs. 
However, in so doing it offers market stability under conditions of extraordinary (and 
unrealistic) outside pressure. In addition, brokering not only serves customer agents 
without dealers, it also affects competition in terms of price adjustments among deal-
ers. Although detailed computational and social analyses remain to be presented, the 
findings are clear for policy: the dynamics of heroin price do not conform to orthodox 
economic models. Here logics supporting the war on drugs, i.e., arresting dealers as 
“supply reduction” are fundamentally defective. This paper emphasizes elevating the 
status of brokering as a social behavior transmitting market information and material, 
incorporating it into the epidemiology of drug addiction and in drug treatment /  
intervention efforts, in the resolve to develop effective drug policy.  
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Abstract. Cultural dynamics can be heavily influenced by extremists. To better 
understand this influence, temporal dynamics of an arbitrary cultural belief are 
simulated in a simple computational model. Extremist agents, holding an im-
mutable and extreme belief, are used to examine the process of polarization – 
adoption of the extremist belief by the entire population. Two possible methods 
of counteracting polarization are examined, removal of the extremist agent and 
introducing a counter-extremist which holds an immutable belief at the opposite 
extreme. Eliminating the extremist agent is only effective at the onset of cultur-
al transition, while introducing a counter-extremist is effective at any time and 
will lead to a dynamic intermediate belief. Finally, a parameter governing the 
society’s willingness to adopt new beliefs is varied. As it decreases, extremist 
agents are unable polarize a society. Instead the population breaks permanently 
into two or more belief groups. The study closes with a possible pathway for 
extremists to nevertheless polarize a society not open to new beliefs. 

Keywords: extremism, cultural transitions, consensus, networks, social  
simulation.  

1 Introduction 

Though conflict is an inextricable component of social organisms, humans are unique 
in that culture plays a central role in many conflicts [1]. To address conflict and to 
better understand social dilemmas more generally it is important to understand the 
dynamics of cultural beliefs and how those dynamics may be influenced. Previous 
studies have examined social diffusion of ideas [2], norms [3], innovations [4], social 
values [5], and diseases [6]. Others have focused on how the topology of the network 
governing a society influences the rate, dynamics, and efficacy of diffusion [7-11].  

This study is largely a continuation of work presented in [11], which addresses cul-
tural consensus and sources of perpetuated conflict. In the current paper, the effects of 
extremist agents are examined. Given a continuum of values representing an arbitrary 
cultural belief or norm, extremist agents hold a belief at one endpoint of the conti-
nuum and the belief cannot be changed. Because extremist agents may be sources of 
incitation to violence or other socially disruptive behavior it is important to  
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understand how they affect cultural dynamics and how they might respond to counter 
measures. 

This study uses very simple and highly abstract social simulations to better under-
stand how extremist agents affect the timing and ability of a population to become 
polarized. It further tests and contrasts two intuitive methods of preventing  
polarization: removing extremist agents from a population and introducing a  
counter-extremist. 

2 Simulation Description 

The base-case simulation initiates by embedding N agents in one of four social net-
work structures. Each agent holds a single arbitrary belief that is assigned an initial 
random value, with uniform probability, on [0, 1]. The model then proceeds through a 
number of pairwise interactions until the population either converges to a single, uni-
versal belief or the simulation reaches the maximum allowable number of  
interactions. 

During a single interaction, a member of the population is selected at random and 
paired randomly with one its immediate neighbors as defined by the network type. Let 
a0 and b0 represent the initial belief values of two interacting agents so that the initial 
difference between their beliefs is  

 T = |a0 - b0| (1) 

The interacting agents influence each other’s beliefs so that they are updated to a1 and 
b1 respectively. In this study, the new values are equal to each other and to the mean 
of their original beliefs  

 a1= b1= (a0 + b0) / 2 (2) 

Given enough interactions, the population will converge to a single belief equal to the 
mean value of the initial population [11, 12]. 

A population level parameter D, determines whether the beliefs of two interacting 
agents are sufficiently similar for the agents to influence each other. This threshold 
represents the willingness of agents to adjust their beliefs towards others. One might 
also consider this parameter the degree to which a society is “open-minded” or dog-
matic. During a pairwise interaction, the difference between agent beliefs T is com-
pared to the threshold D. If the difference it too great, the interaction ends without any 
changes in beliefs 

 T ≤ D: a1= b1= (a0 + b0) / 2 

 T > D: a1= a0 and b1= b0 (3) 

In the first series of simulations, D = 1 so that all agents change their beliefs when 
interacting with an agent that holds a different belief. In later treatments D is varied to 
understand how and when polarization is affected by a population’s willingness to 
adopt new beliefs. 
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2.1 Extremist Agents 

In some simulations a single agent is chosen randomly from the initialized population 
and converted to an extremist agent. Its belief value is set to 0 and it cannot be 
changed for the duration of the simulation. Given that an extremist agent is a partici-
pant in an interaction, let a0 = 0 be the belief of the extremist agent and let b0 be the 
initial belief of the other participant. The interaction results in a1 = a0 = 0 while  
b1 = b0 / 2. Thus the belief of the normal agent moves toward that held by the extrem-
ist agent, but the belief of the extremist agent remains unchanged. 

In this case, given enough interactions, the belief of every agent in the population 
will converge to the belief of the extremist agent, a process referred to in this study as 
polarization. 

2.2 Counter-Extremist Agents 

In additional simulations a single extremist agent is again included in the initial popu-
lation. After a number of interactions, which can be varied, an agent (other than the 
extremist agent) is selected randomly from the population and converted to what is 
referred to here as a counter-extremist agent. Its belief value is set to 1 and cannot be 
changed for the duration of the simulation. Thus its behavior during a pairwise inte-
raction is identical to that of an extremist agent but causes beliefs to move towards the 
opposite extreme. 

2.3 Network Structures 

Four network topologies – complete, scale-free, small-world, and regular – are used to 
examine the role of social structure on polarization. All networks are unweighted and 
undirected. Scale-free networks are generated using a Barabási-Albert algorithm of 
preferential growth [13] with no nodal limit on links and in which each new node 
links to the existing network at two nodes. Small-world networks are generated using 
the Watts-Strogatz algorithm [14] in which each node in a ring substrate is linked to 
the two neighbors on either side and edges are randomly rewired with a probability  
p = 0.05. Regular networks are torroidal lattices in which each node has four adjacent 
neighbors – up, down, left, and right. For all networks other than complete mean de-
gree k = 4, meaning differences in results among those networks are due to  
topological attributes other than mean degree or network density. 

3 Results and Discussion: Time Until Polarization 

Under all network topologies, the introduction of an extremist agent eventually led to 
polarization of the population (Table 1). However, the number of interactions required 
for polarization differed significantly among the four network types, both with popu-
lation N = 64 (ANOVA, F = 2,332, p < 0.001) and N = 400 (ANOVA, F = 516,  
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p < 0.001). Compared to small-world networks, populations on complete, scale-free, 
and regular networks required relatively few interactions to become polarized. How-
ever, populations on small-world networks required up to 20 times more interactions 
to reach polarization than populations on a complete network. 

In [11] we determined, for several network topologies, the number of interactions 
required for a population to converge to a single belief value. In comparison to these 
results, the addition of an extremist agent increased convergence time by as much as 
160 times (Table 1). This suggests that polarization is a much slower phenomenon 
than forming a consensus at some intermediate belief value. 

Table 1. Mean interactions (in thousands) until belief convergence, with and without extremist 
agents. Mean calculated from 100 runs. 

Network type With Without With Without
Regular (k  = 4) 3,975 176 77 5
Scale-free 3,330 37 87 5
Small-world 38,083 526 271 36
Complete 1,739 10 47 2

N  = 400 N  = 64

  

3.1 Societies Less Open to New Beliefs 

Results shown in Table 1 were collected from simulations with D = 1.0. In additional 
simulations D was varied in increments of 0.1 to determine how a society’s openness 
to new beliefs affects the ability of an extremist agent to polarize a population. Re-
sults (Fig. 1) show that at high values of D, an extremist agent will always result in a 
polarized society. At intermediate values of D (~ 0.4 to 0.6), the probability of  
polarization drops rapidly until when D ≤ 0.3, polarization never takes place. 

3.2 Further Considerations of Scale-Free Networks 

Because scale-free networks are ubiquitous among physical systems as well as com-
munication networks in social systems [15, 16], it is important to understand how 
cultural dynamics might be influenced by a scale-free topology. Thus, effects of 
scale-free networks on the ability of extremist agents to polarize a society are  
examined in more detail.  

Results show that as the nodal degree k of the extremist agent increases the mean 
number of interactions required to achieve polarization decreases according to a pow-
er law (Fig. 2). This concurs with the intuitive notion that highly connected actors 
have a disproportionately strong influence on a society’s cultural trajectory.  
 



 Cultural Polarization and the Role of Extremist Agents 97 

D (openness to belief change)

0.2 0.3 0.4 0.5 0.6 0.7 0.8

P
ro

ba
bi

lit
y 

of
 p

ol
ar

iz
at

io
n 

(%
)

0

50

100

Regular 
Small-world 
Complete 
Scale-free 

 

Fig. 1. Probability of polarization vs. D. Population N = 64. Probability calculated for 100 
simulation runs per D value on each network type. As threshold D decreases below ~0.35, the 
probability of polarization drops to 0 on all networks.  
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Fig. 2. Degree of extremist agent vs. time required for polarization on scale-free networks. 
Results are shown for 2,000 runs each at population sizes N = 400 and N = 64. Power law  
exponent λ and simple correlation coefficient R2 are shown. 

3.3 Counteracting Polarization 

I now consider two intuitive methods for preventing polarization in scale-free net-
works. In both cases D = 1. The first method is removal of the extremist agent and the 
second method is introduction of a counter-extremist agent.  

Removal of the extremist agent immediately halts further movement of the  
population’s mean belief toward the extreme value. However, the future value to 
which the population will converge is fixed at time of removal and equal to the  
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population’s mean at that time. As shown in Fig. 3, this value drops rapidly after in-
troduction of the extremist agent and so simply removing the extremist agent is only 
effective if done very early after it has begun to influence a society. Fig. 3 shows that 
when the extremist agent is removed after only 5,000 interactions, or about 6% of the 
interactions required for polarization, the population’s mean belief has already fallen 
to 0.18, a value relatively close to the extremist belief.  
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Fig. 3. Temporal dynamics of the population’s mean belief. The first 50,000 interactions of four 
simulations are presented. Results are for a scale-free network with population size N = 64 and 
with the degree of both the extremist and counter-extremist agents k = 5. 

On the other hand, the introduction of a counter-extremist agent will lead to a  
certain dynamic equilibrium belief value beq regardless of when the counter-extremist 
is introduced. In networks other than scale-free networks beq ≈ 0.50. In scale-free net-
works beq is a function of the nodal degrees of the extremist ke and counter-extremist 
kc approximated by the belief-weighted relative probability of each being randomly 
chosen for an interaction 

 beq ≈ (kc+1) / [(ke+1) + (kc+1)] (4) 

Within the constraints of this abstract model, the introduction of a counter-extremist 
agent offers a better counter-measure to polarization than simple removal of the ex-
tremist agent. This occurs when D = 1 and the effectiveness of introducing a counter-
extremist would likely decrease over time in real world situations as the population 
slowly moves out of the counter-extremist’s range of influence.  
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4 How Extremist Agents Can Overcome Low Willingness to 
Change 

The concept of D is highly abstract and it is likely that any analog in real human so-
cieties is not only highly heterogeneous among individuals, but also relatively low. 
This presents the extremist agent with an obstacle to polarization. I close by discuss-
ing how an extremist agent may overcome this obstacle by introducing an additional 
agent type, the dogmatic agent. Like extremists and counter-extremists, dogmatic 
agents hold an immutable belief. However, the value of that belief lies at some inter-
mediate point between extremes. 

In the presence of such dogmatic agents, extremist agents have an opportunity to 
polarize a population even when D is low. The extremist must rely on dogmatic 
agents to convert the beliefs of those in the population that are far out of the extrem-
ists range of influence (T >> D). The extremist then must go through a stepwise 
process of eliminating dogmatic agents, starting first with those that differ most with 
respect to belief value. The extremist should also allow sufficient time between the 
elimination of dogmatic agents so that followers of recently-eliminated dogmatic 
agents will be fully drawn to the next closest dogmatic agent. 

Consider a simple illustration. Let D = 0.3 for a certain population, meaning it is 
largely averse to change. As shown in Fig. 1, an extremist agent with belief 0 will be 
unable to polarize the society. Let dogmatic agents exist with beliefs at 0.75, 0.50, and 
0.25. Given sufficient time, all agents originally holding beliefs on (0.75, 1] will be 
adjusted to 0.75 (or less). At that time, the extremist agent should take measures to 
eliminate the dogmatic agent with belief 0.75. This will lead to all agents holding a 
belief on (0.50, 0.75] to eventually hold beliefs of 0.50 or less, since that entire inter-
val is within the range of influence of the next closest dogmatic agent (belief 0.50). At 
this point, the dogmatic agent with belief 0.50 is targeted for elimination and so on 
until the entire population is moved to the extremist belief. 

Anecdotal evidence for such a strategy exists throughout history in cases where 
agents, once considered relatively extreme, come to be viewed as moderate in their 
beliefs and are eliminated. Well known examples include the 1922 assassination of 
Irish militant/politician Michael Collins by more extreme Irish nationalists and the 
1917 Russian Revolution, in which dogmatic agents first overthrew the Tsarist regime 
but were then expelled some months later by the more extreme Bolsheviks. Contem-
porary examples might include the frequent execution of moderate Muslim clerics in 
Dagestan by more radicalized Islamic militants. 

5 Future Directions 

This study has used a simplistic binary method to determine the degree to which an 
agent may be influenced by another. An agent is either completely influenced or not 
at all. A more realistic assumption is that the ability of one agent to influence the be-
liefs of another decays as a function of the difference of their current beliefs.  
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Let i equal the degree to which agents may influence each other so that equation (2) 
becomes 

 a0 ≥ b0;         a1= a0 – iT / 2    and     b1= b0 + iT / 2      

 a0 < b0;         a1= a0 + iT / 2    and     b1= b0 – iT / 2     (5) 

As with (2), this equation does not apply to extremist or dogmatic agents. In addition, 
implicitly D = 1 (though it may be explicitly set to values less than 1 to explore addi-
tional parameter space). 

It is important then to understand how i decays as a function of the initial beliefs of 
two agents. A simple decay function might take the form 

 i = 1 – T λ (6) 

Fig. 4 compares this decay function at three values of λ to the binary influence used 
above. However, evidence suggests that λ = 0.2 is the most realistic of the decay func-
tions presented [17] and future empirical work should seek to refine this value. More 
importantly, the efficacy of extremists and extremist counter-measures discussed 
above should be reassessed under different decay models of influence. 
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Fig. 4. Comparison of binary influence (left) and influence as a decaying function belief differ-
ences (right). In the binary model, D = 0.4 so that when T > 0.4, influence = 0. The decay mod-
el is presented for three values of λ. When λ = 0.2, an agent’s beliefs can only be significantly 
influenced by another agent holding very similar beliefs. 

6 Conclusion 

This brief study has described a very simple and abstract model of the effects of ex-
tremist agents. It shows that, given enough time, extremists can polarize a population 
and that either removing the extremist agent or introducing counter-extremists can 
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mitigate the extremist’s polarizing effect. However, caution should be taken before 
drawing broad conclusions from such an abstract model. Future research should in-
crementally introduce more realistic parameters that are empirically grounded. In this 
manner, this and similar models will continue to make small but valuable steps  
toward a better understanding of cultural dynamics. 
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Abstract. The reliable automated identification of metaphors still remains a 
challenge in metaphor research due to ambiguity between semantic and 
contextual interpretation of individual lexical items. In this article, we describe 
a novel approach to metaphor identification which is based on three intersecting 
methods: imageability, topic chaining, and semantic clustering. Our hypothesis 
is that metaphors are likely to use highly imageable words that do not generally 
have a topical or semantic association with the surrounding context. Our 
method is thus the following: (1) identify the highly imageable portions of a 
paragraph, using psycholinguistic measures of imageability, (2) exclude 
imageability peaks that are part of a topic chain, and (3) exclude imageability 
peaks that show a semantic relationship to the main topics. We are currently 
working towards fully automating this method for a number of languages.  

Keywords: automated metaphor identification, imageability, topic chaining, 
semantic clustering, linguistic corpora, MRC psycholinguistic database, 
WordNet.  

1 Introduction  

Humans can reliably distinguish literal from metaphorical interpretations of words in 
discourse in a seemingly effortless way.  For example, consider the word minefield. In 
some cases, it refers literally to a piece of ground in which mines have been placed. In 
others cases, it refers to some dangerous area or territory.  A simple Google search for 
the word minefield will return over four million hits; millions of them will have literal 
interpretations and millions will have metaphorical interpretations.  A human can 
usually distinguish them. But how could a computational system distinguish between 
the two readings to return only results relevant to mines?  Or only results relevant to 
metaphors about dangerous situations?   

Although the development of large linguistic corpora over the last two decades has 
greatly improved many aspects of the computational linguistic search processes, 
reliable automated identification of metaphors still remains a challenge in metaphor 
research. The pioneering work of Martin (1988) and Cameron (1999) in this field has 
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led to a number of techniques for metaphor identification, but such approaches also 
have their limitations. One is that such methods rely largely on the micro-level 
discourse analysis of the data with extensive interpretation of the semantic and 
contextual attributes of individual lexical items (Crisp et al., 2007; Steen et al., 2010).  

In this paper, we describe a novel approach to metaphor identification which is 
based on three intersecting methods: imageability, topic chaining, and a semantic 
clustering analysis.  

2 Metaphor Identification via Imageability 

Our first method is based on the imageability of words, a property of words which is 
well-established in the psycholinguistic literature.  A word is more imageable to the 
extent that it is possible to form a mental picture of its meaning. The imageability 
measure is based on rating data and values range from 100 to 700 (Paivio, Yuille, & 
Madigan, 1968; Gilhooly & Logie, 1980). Imageability has been shown to play an 
important role in memory, word recall, lexical decision tasks (Bleasdale, 1987; 
Nelson & Schreiber, 1992; Winnick and Kressel, 1965; Paivio and O'Neill, 1970; 
Reilly and Kean, 2007), and in experimental tasks of reading (Strain, Patterson, & 
Seidenberg, 1995). In our metaphor identification method, we used the original 
ratings determined via human subjects and available in the MRC psycholinguistic 
database (MRCPD) (Coltheart, 1981, Wilson 1988) and adapted the original 100 to 
700 scale to a percentage scale. Our hypothesis is that metaphors are likely to use 
highly imageable words, and words that are generally more imageable than the 
surrounding context. Our method graphs the words in a paragraph according to their 
imageability and looks for peaks as potential metaphors.  

 

Fig. 1. Imageability values (%) of words in a sample metaphorical expression 
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For instance, Fig.1 shows the imageability ratings of the words in a portion of a 
paragraph (i.e., “…by simply cutting out all the fat in government”) on government 
and bureaucracy [18]. In this example, the word fat has the highest imageability 
percentage, which, based on our approach, suggests a metaphorical usage in this 
particular context. As a first step in our metaphor identification method, imageability 
analysis allows us to identify such highly imageable words as potential metaphors in a 
given passage. However, considering that such words may be used literally, we 
further analyze the passage via topic chaining and semantic clustering to identify and 
eliminate the highly imageable words with literal meanings. Other metaphorical 
expressions that commonly employ imageable words can be listed as “navigating 
through the maze (79%) of bureaucracy”, “being caught in a web (86%) of state and 
local government bureaucracy”, “wheels (82%) of bureaucracy” etc. 

2.1 MRCPD Expansion 

Although the MRCPD contains data for over 150,000 words, a major limitation of the 
database is that not all words have ratings for all 26 variables. This finding is not 
particularly surprising because the MRCPD is composed from four separate sources 
of data, and not all sources collected values for all 26 variables. Of interest in the 
present study is the variable of imageability (i.e., how easily and quickly the word 
evokes a mental image) for which the MRCPD has ratings for only 9,240 (6%) of the 
total words in its database.  We expanded the MRCPD database by adding imagery 
ratings for an additional 59,989 words (Cho et al., 2013). This was done by taking the 
words for which the MRCPD database has an imageability rating and using that word 
as an index to synsets as determined using the WordNet (Miller, 1995) database. New 
lexical items linked to those synsets were then added to the MRCPD data. The results 
were validated using regression analyses to compare how well imageability ratings 
and word frequency of words predict subjects’ reaction time in identifying the word, 
as previous research reported a strong relationship among these variables (Baayen, 
Feldman, & Schreuder, 2006; Green & Brock, 2002). 

For example, the imageability rating for the word gerbil is not present in the MRC 
database, but the word rat is present.  Since gerbil and rat share a WordNet 
hypernym, we developed a method in which (1) nouns and adjectives inherit the 
imageability scores of sister terms, where sister terms are those with a shared direct 
hypernym (e.g. where rodent is the shared direct hypernym of gerbil and rat) and (2) 
nominal and adjectival hyponyms inherit imageability scores from their hypernyms. 
By the logic of the second step, if we have imageability scores for dog, we can allow 
these scores to be inherited by words such as terrier and poodle. Because a single 
English word may appear in multiple WordNet synsets, we also face a question of 
which synset to select for inheritance purposes.  The word dog, for example appears 
in the synset corresponding to the familiar meaning 'domestic dog; canis familiaris', 
but also in synsets where it serves as a synonym for 'unattractive girl or woman', 
'morally reprehensible person', 'andiron', and 'sausage served in a bun', among others.  
WordNet generally structures lexical relations in such a way that the first synset 
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corresponds to the most literal use of word, therefore we pursued a methodology in 
which we selected only the first synset for expansion.  

A third step proved to be useful for verbs, in which we used verbal imageability 
scores to approximate the imageability of their hypernyms.  Thus from the 
imageability rating of the verb to dog, we approximate the imageability of hyponyms 
such as chase, and hunt. 

By using a method of imageability rating expansion via first WordNet synset for 
nouns and adjective and hypernyms for verbs, we were able to construct an expanded 
imageability lexicon of 32,505 distinct words for English (or 59,989 if words which 
appear as multiple parts of speech are counted in each occurrence). 

To validate the appropriateness of such an expansion, we used the previously-
established negative relationship between lexical properties (e.g., lexical frequency, 
imageability) and reaction time (RT) in a lexical decision task where participants 
must judge whether letter strings are real words and indicate either "yes" or 'no" by a 
button press (Baayen, Feldman, and Schreuder 2006; Hargreaves and Pexman, 2012). 
Specifically, for words that appear infrequently in the literature or are less imageable, 
subjects require a longer period of time to correctly identify whether the string of 
letters is an Engish word. The English Lexicon Project (Balota, et al. 2007) 
(http://elexicon.wustl.edu/) provides RT data as well as lexical measures for over 
40,000 words.  We used simultaneous multiple regression methods to examine the 
how well word frequency and imagebility, individually and collectively, predict RT 
by selecting samples from the original and expanded concreteness database and 
comparing the predictive relation between RT and concreteness ratings. If the 
relationships of these variables are similar for both sources of words, i.e., the original 
and expanded lexicon, we would have confidence that our expansion method is 
indeed valid. For words in the original MRC database, the frequency and imageability 
variables are negatively related to RT, -.291, and -.624, respectively.1 Conjunctively, 
these two variables accounted for 49.2% of the total variance of RT, which is 
statistically significant by conventional standards, i.e., p < .05, two-tailed.2 These 
findings replicate those in the previous literature (e.g., Hargreaves and Pexman, 
2012). Of current interest is whether words whose imageability rating is estimated 
would show a similar relationship. The results indicated the affirmative: frequency 
and imageability were both negatively related to RT, -.197 and -.747, respectively, 
and conjunctively they accounted for 58.4% of the variance of RT, which was 
statistically significant.  These findings show that words in the original MRC database 
and words in the expansion via first WordNet synset (for nouns/adjectives) and 
hypernym (for verbs) show highly similar predictive values with respect to RT. This 
demonstrates the validity of our tool.  

 

                                                           
1

 These values represent Standardized β values which indicates the number of standard 
deviations that the outcome variable changes as a result of one standard deviation change in 
the predictor. 

2 The adjusted R2 value ranges from 0-100%. The value is derived from squaring the correlation 
coefficient.  
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We take these results to be a strong indication that the method of imageability 
rating expansion via WordNet produces a lexicon in which words with inherited 
imageability ratings show very similar psycholinguistic properties to words where 
imageability rating were derived by experiments with human subjects. With the larger 
imageability lexicon, we are thus able to approach the problem of linguistic metaphor 
identification with a more robust tool which is able to plot imageability values for the 
great majority of English text. We should also note that the imageability analysis 
along with other two methods reported in the following sections is currently being 
applied to metaphor identification in Spanish. Comparable imageability results are 
available in the Spanish psycholinguistic literature at Davis and Perea (2005) and 
other sources. We have used an expansion technique parallel to that just described for 
English with the Spanish imageability results to make them usable for a larger portion 
of the Spanish lexicon. 

3 Topic Chaining  

We combine the search via imageability with a second method which seeks to 
establish the topic chains in a discourse. We follow the definition of topic chain in 
Broadwell et al. (2012) where a topic chain is a noun phrase along with all subsequent 
noun phrases which refer to the first noun phrase (by pronominal mention, repetition, 
or synonym). According to Broadwell et al., each noun phrase in a topic chain can be 
considered as a local topic, whereas a noun phrase outside of any topic chain (a word 
that is mentioned only once in data) is conceptualized as a non-local topic. Drawing 
on this definition, our hypothesis is that metaphorical words do not tend to have a 
topical association with the surrounding context, thus standing out from the topical 
structure of discourse like islands on the ocean.  

For instance, we want to exclude highly imageable phrases (e.g. the fat, as in cut 
the fat) which occur in a paragraph on grilling meat, since the word fat is likely to be 
topically related to the previous mentions of fat, thus being used with its basic 
meaning. However the same phrase, cut the fat, should be counted as metaphorical in 
a paragraph on economics (e.g., there really was no fat left to cut from the budget), 
since our hypothesis is that neither imageable word is likely to appear outside a 
metaphorical context.   

Table 1 illustrates our topic chaining method by indicating the majority of the topic 
chains extracted from a text on government and economy. In that particular text, the 
distribution of noun phrases by topicality was as follows: topic chains 68% (103 
counts), non-local topics 32% (48 counts). Upon filtering out the topic chains, our 
imageability analysis indicates the non-local topics armies, cancer, and fat as having 
the highest imageability scores (83%, 81%, 82% respectively) in the passage, which 
are all in fact used metaphorically. 
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Table 1. Longest topic chains in a passage on government and economy 

 

One limitation of this method is that in certain cases, a metaphorical word may be 
repeated more than once, thus forming a topic chain with its subsequent mentions. In 
that case, our method would disregard such instances for further consideration as a 
metaphor. While this phenomenon may be highly infrequent, we plan to address this 
limitation in our future efforts.    

4 Semantic Clustering 

The third method is a semantic clustering technique, in which we identify and cluster 
words in the data that are semantically related to the main topics of the paragraph. As 
with topically related words, we exclude semantically related words from the set of 
likely metaphors. In order to implement this particular analysis, we are developing an 
automated technique which incorporates search processes from the Corpus of 
Contemporary American English (COCA) and Princeton WordNet.  

As a sample analysis, let’s consider the following passage that includes a 
metaphorical phrase:  

 
Seven Morgan County transportation enhancement projects awarded 

over the past two years remain in the planning stages, seemingly 
ensnared in a web of state and local government bureaucracy.  

 
In this example, ensnared and web are imageability peaks with their scores 73% and 
86% respectively; award (img:75%) is also high in imageability, but is excluded as a 
potential metaphor because of its semantic association with project (img:65%). The 
words transportation (img:61%), state (img:73%), local (img:69%), and government 
(img:69%) are also filtered out as they are part of a topic chain in the greater context.   

As previously discussed, topic chaining and semantic clustering methods act 
essentially as filters on the first method to exclude highly imageable lexical items 
where contextual clues point toward a literal reading.  In this respect, we believe our 

Topic Chains Total Number of Local Topics

bureaucracy 22

government 19

tax 7

conservatives 6

city 5

waste 5

budgets 3

agencies 3

programs 3

man 3
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method results in fewer false positives that the other methods of semantic annotation 
(e.g. Koller et al 2008) which do not incorporate a contextual component. 

Our method is thus the following: (1) identify the highly imageable portions of a 
paragraph, using both existing psycholinguistic measures of imageability and an 
expanded lexical database of imageability, (2) exclude imageability peaks that are 
part of a topic chain, and (3) exclude imageability peaks that show a semantic 
relationship to the main topics.  

5 Evaluation  

In order to create a ground truth for the accurate retrieval of metaphorical examples, 
we collected human assessments both from expert judgments as well as crowd-
sourcing interfaces like Amazon Mechanical Turk. We first presented participants 
with a brief set of instructions on how to identify a number of metaphors in a given 
context, which was immediately followed by the actual assessment task. For the 
actual task, participants were given a set of text fragments for which they were asked 
to judge the degree to which “metaphorical language is present or not”. The validation 
task involved a set of other questions such as how imagable and common the 
expression was. Once we had enough human assessment collected, we could establish 
a ground truth against which system performance could be judged. Additionally, 
crowd-sourced data was validated using a grammar test score as well as ability to 
correctly classify known metaphorical and literal examples. 

Once ground truth was established in this manner, we could adjust the performance 
of system in correctly classifying metaphorical vs. literal language. Our automated 
prototype system performs at 71% accuracy in detecting metaphors in English 
language data and 80% for Spanish language data. It should be noted that this result is 
obtained by applying the system to a series of approx. 200 examples (100 English and 
100 Spanish) where only about 50% are determined to be metaphorical by our 
assessors. We anticipate that this initial performance can be substantially improved by 
optimizing the automated underlying processes, including dependency parsing, local 
topic co-reference tracking, topical clustering, and word sense disambiguation. We 
have not yet attempted these optimizations, focusing instead on feasibility of the 
overall method. Part of our future work is also to compare the contribution of each of 
the three methods of metaphor identification described here on the overall 
performance of our system.  

6 Conclusion 

Using automated tools to identify metaphorical language is a challenging task. 
However, we believe that our approach addresses this challenge by incorporating a 
multilayered analysis where lexical, semantic, and contextual properties in a given 
text are captured and formulated towards making a reliable distinction between literal 
and metaphorical readings. Additionally, unlike traditional machine learning 
approaches, our system is not reliant on large amounts of training data. The logic of 
our approach draws on an intuition found in much other work on metaphor (e.g. Steen 
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et al, 2010) that metaphors are used to express ideas in a more concrete form.  The use 
of imageability scores allows us to operationalize concreteness, and the topic chain 
and semantic cluster filter out false positives to improve the precision of the final 
system.  
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Abstract. This research presents the ongoing results of trading exper-
iments that have been performed on the DAGGRE prediction market.
DAGGRE is a research project that aims to improve the forecasting
methods of world events using prediction markets, crowdsourcing and
Delphi groups. The DAGGRE prediction market aggregates estimates
from hundreds of participants to forecast the outcome of these events.
On the prediction market that involves a few thousand human traders,
during a time period of a year and a half, we introduced 3 trading al-
gorithms that have been trading live on the market, based on different
rules and trading policies. While all the Autotraders improved the over-
all market participation and activity and outperform most of the human
traders, one of them is adaptive to the new information that continuously
comes from the market. This paper presents the comparative analysis of
the forecasting accuracy and market performance of these 3 Autotraders
and discusses the preliminary results of these experiments.

Keywords: prediction market, combinatorial, autotrading algorithm,
Bayes Net.

1 Introduction

Decomposition-Based Information Elicitation and Aggregation (DAGGRE) is a
program sponsored by Intelligence Advanced Research Projects Activity (IARPA)
and executed at George Mason University (GMU). Research has demonstrated
that opinion pools and prediction markets outperform single expert opinion when
forecasting the outcome of complicated aggregated events. DAGGRE is find-
ing methods to improve over the unweighted average or plain-vanilla prediction
markets (Hanson 2007). One of these methods involves automatic traders (Auto-
traders), using algorithms to determine a desirable estimate for trading without
human intervention.

Autotraders are designed to examine a set of questions that appear on the
DAGGRE prediction market website, and make trades on selected world events.
These world events can be any type of macro level social phenomena, such as
elections, riots, international agreements, epidemics, a.s.o. (Cameron 1963).

In the second year of research, DAGGRE became the first world generalized
combinatorial market. In a combinatorial market, participants can make trades

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 111–122, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. A prediction market. (Figure courtesy Robin Hanson)

on combinations of events: i.e. ‘’Will there be an uprising in Region A” assuming
the truth or false value for ‘’Will there be an uprising in Region B”.

Besides a few thousand human users, DAGGRE also employs automated
traders (Autotraders), using simple algorithms to determine a desirable esti-
mate for trading, without human intervention (or, while in testing, with limited
human intervention).

2 Methodology

Most multi-agent systems and simulations involve algorithms that are designed
to ‘’interact” with each other. In the case of DAGGRE, the algorithms are in-
teracting with humans and are behaving adaptively to the aggregate human
judgment, or the ‘’wisdom of the crowds” (Surowiecki 2005).

Reasoning about trades for a given question is accomplished according to
one of the 3 aforementioned algorithms. These algorithms consider the current
market estimate, and then derive a new estimate to submit to DAGGRE as a
trade.

The Autotrader code base is developed in Java. The Autotrader system con-
sists of four packages: ‘’Autotrader, ‘’communication, ‘’reasoning, and ‘’unbbayes.
The Autotrader package is responsible for initialization. The communication
package is responsible for logging into the DAGGRE server, for issuing requests
to the server, and for receiving responses. The reasoning package is responsible
for deciding whether and how much to trade on a specific question. The unbbayes
package is responsible for BAYES NET specific reasoning and trading (Sun et
al., 2012; Matsumoto et al., 2011).
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The DEFAULT algorithm traded in Year 1 based on a temporal rule and
the assumption that, as the settlement date approaches, it is less and less likely
that the status-quo of the event would change. The STATUS QUO algorithm
attempts to improve the overall performance of a question by moving the mar-
ket estimate to a range around 85% (or 15%), immediately after the question
becomes live on the market. The BAYES NET algorithm traded in Year 2 and
uses a knowledge-based approach; it uses the current market estimate of a set of
supporting questions as ‘soft evidence’ (Jeffreys 1946) to influence the likelihood
of the hypothesis question (Pearl 1988).

Currently, we only have 2 classes of Autotraders.
The STATUS QUO algorithm simply asserts the status quo, compensating for

human change bias. In Year 1, IARPA found that a simple status quo heuristic
remained competitive. We adapted the heuristic to a market: STATUS QUO
tries to maintain 85% probability on the status quo answer, specified at startup.
As the resolution date approaches, it gradually becomes more certain.

The BAYES NET algorithm uses a knowledge-based approach. Experts spec-
ify a Bayes net and conditional probabilities. It then reads the current market
estimates for the set of supporting questions as ‘soft evidence’ to influence the
likelihood of the hypothesis question, and trades on the hypothesis question.

In order to assess the performance and forecasting accuracy, either on the
market or for the Autotraders presented in this paper, we calculate the Brier
score. The Brier score (Brier 1950) is a measurement of the accuracy of prob-
abilistic predictions. As a distance metric, lower is the better. The Brier score
ranges from 0..2, and is the sum of the squared differences between the forecast
and the outcome averaged over the number of forecasts. For example, on a bi-
nary (Yes/No) question, simply guessing 50% all the time yields a score of 0.5.
The closer to 0, the better the forecasting accuracy.

All Autotraders receive points in order to make trades. As human traders,
they gain points if they invest ‘’well” and lose points in they disinvest. In other
words, they are rewarded and punished equally as a human trader would if they
made the same trading decisions.

The Autotraders are communicating with the market and the human trades
daily, by reading the last values of the estimates and by placing their bids.

3 Results in Year 1

In Year 1m we used 2 simple algorithms (Status Quo and Default). They relied
mostly on the initial values given by the human judgment with respect to the
final outcome of the event.

The DEFAULT Autotrader has been trading since March 2012, and the STA-
TUS QUO since August 2012. From the starting point of trading until the end of
the first testing period – September 2012 – we resolved 11 questions that these
Autotraders invested points in and we were able to compare their performance
against the overall prediction market on these particular questions. In general
the Autotraders had better average Brier scores than the market. On 8 out of
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11 questions, the scores were below 0.05 and in 9 of the 11 questions, the scores
were smaller than the market for the same period of time. K3 is the DEFAULT
Autotrader, while K4 and K5 are the STATUS QUO Autotraders.

From some preliminary analysis and from their algorithms, we were able to
infer early on that the STATUS QUO Autotrader was more active, but the
DEFAULT one had a better Brier score overall. Their trades are represented by
the blue dots.

Figure 2 shows us the differences in the average Brier Scores between the
market, in red, and the Autotraders, in blue. On only two of the 11 questions,
the Autotraders had worse performance than the overall market. For all the
Autotraders, the average Brier Score was 0.07283.
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Fig. 2. The Brier Scores of the Autotraders comparatively to the prediction market

Figure 3 shows that the Brier score was improved for the rest of the questions
and overall, the Autotraders improved the forecasting accuracy. The improve-
ment here represents the difference between the Brier score of the Autotraders’
values and the Brier score of the DAGGRE market before the autotrade.

The Brier Score improvement for Year 1 was very mild for all the Autotraders
(Status Quo and Default). Since the first day of trading, the Autotraders made
1464 trades (‘’autotrades’) and the average Brier score of all Autotraders, at all
times, is of 0.3. We also calculated the average Brier Score of the market in the
absence of the autotrades and for the same questions and trading period, the
overall Brier score was 0.31. This means that the overall improvement of the
Brier score was of only 0.01.
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Fig. 3. The Brier score improvements per Autotrader. While K3 had most outliers, it
also had most improvements (negative is better).

Figure 4 shows two examples of short-lived questions where the Autotraders
traded in the market and pushed the estimates against the final outcome. In
these examples, the autotrades were pushing the estimates away from what was
eventually the resolution value for the questions. In the Spanish bonds question,
both the DEAFULT and the STATUS QUO algorithms were trading, while in
the Phelps question only the STATUS QUO algorithm. Both questions were live
only for a few days.

Another interesting result of Year 1 was the individual performance of the
Autotraders in the competition with the human users. Overall, they have con-
sistently scored among the first 30 users out of a total of more than 1000 fore-
casters.

In general, the Autotraders are among the first 100 – 150 traders in the
DAGGRE market on the leaderboard. In the examples above, the STATUS
QUO was performing better and was on places 18 and 66 overall, above the
DEFAULT one. We updated this analysis and, as of November 15, 2012, the K3
Autotrader, which combines the DEFAULT and the BAYES NET algorithms,
was 28th on the market and 2 of the STATUS QUOs were ranked 43 and 165.

This analysis shows us that all the algorithms combined, although it improved
the overall BS of the market, it only improved it marginally. On another hand,
they did improve market activity and performed better than most human users.
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Fig. 4. The autotrades in the live market for 2 questions. Top: Will Spanish govern-
ment generic 10-year bond yields equal or exceed 7% at any point before 1 September
2012?; Bottom: Will Michael Phelps win more than 4 gold medals at the London 2012
Olympics?

But each question on DAGGRE represents a discrete event and at any given
point, we have around 100 live questions on the market. This means that we
needed a more adaptive and specialized autotrading algorithm.
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Fig. 5. The Leaderboard of Autotraders on the DAGGRE Market in Year 1

4 Results in Year 2

The results in Year 1 with respect to the simple algorithms as well as the launch
of the DAGGRE combinatorial prediction market gave us the opportunity to
launch an adaptive and more substantive Autotrader, the Bayes Net.

In Year 2, we retired the Default Autotrader and implemented 2 algorithms:
a new Status Quo and a Bayes Net. The first one is a combination of the original
2 algorithms from year 1; the second one is a more substantive Autotrader.

The New Status Quo Autotrader is designed to test the forecasting accuracy
and to improve market activity (see Figure 6).

Fig. 6. The Brier Score of the new Status Quo Autotrader on the DAGGRE Market
in Year 2

Over all the questions it has been trading, it did not improve the forecasting
accuracy; after approximately 710 trades it showed the same average Brier Score
as the market (0.248). The plot above shows that the Brier Scores of the market
(red) and of the Autotrader (blue) mostly overlap.

Leaderboard Performance. Comparatively to the human users, in Year 2 the
Status Quo autototrader has performed similarly to Year 1, being constantly
among the first 100 users.
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4.1 The Bayes Net Autotrader

In the BAYES NET algorithm, the conditional probabilities are endogenously
informed by the market and are not kept constant as originally defined by human
judgment.

The Bayes Net Autotrader was implemented to trade on the target question
of a Bayes Net model with respect to the Failed States Index. The Failed States
Index is a quantitative indicator published by Foreign Policy Magazine and the
Fund for Peace each year in June.

The first case study adapts the Failed States Index model to Sudan (see
Figure 7). The target question in this model is: ‘’ Will Sudan score less than 100
in the 2013 Failed States Index?”.

Fig. 7. The underlying Bayes Net model of the Failed States Index for Sudan in the
combinatorial market

The conditional questions (assumptions) that are linked to this question in
the market are those with respect to the Human Development Index of Sudan,
mobile subscriptions, number of refugees originating from Sudan, number of
refugees returning to Sudan and the percentage of agricultural production in
the GDP. The choice for these assumptions relied on the analysis of the past
Sudan Failed States Indexes. We chose the indicators that were more likely to
change within a year, after the split of South Sudan from Sudan in 2012, and
asked the market about all the questions in the model (see Figure 8).

If this is the Bayes Net model, the Bayes Net Autotrader traded only on the
targeted question while reading the market values with respect to the conditional
questions. This effort is aimed at testing the following hypothesis:

Hypothesis: Does the Bayes Net Autotrader improve forecasting accuracy of the
market?

In order to do so, we calculate the expected Brier Score of the forecasting accu-
racy in 2 cases: outcome No (0) and outcome Yes (1) (see Figure 9).. These are
questions still live on the market and we will know the final outcome in June
2013.
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Fig. 8. The DAGGRE market trades on the hypothesis question in the Failed States
Index of Sudan model

The market forecasted 6% at the stop time of the analysis. The score im-
provement would be of 28% in case the event does not happen and -3% in case
the event happens (would hurt accuracy). But an outcome 1 has a very small
probability, according to the market. This simple analysis of the expected Brier
Score of the Autotrader versus the market in both outcomes shows that, overall,
the Autotrader improves more than hurts accuracy.

5 Ongoing Experiments and Future Work

There are 3 major research objectives of the Autotraders:

– Improve forecasting;
– Improve market activity;
– Model interconnected events (which may be counterintuitive to human users).

We are now using a paired-question design. Pairs are designed to be similar on a
set of factors hypothesized to affect performance on the question, but not highly
correlated (see Figure 10).

We are currently testing the Bayes Net Autotrader in a number of experiments
that compare the performance of this algorithm on these pairs, where one set of
pairs is the control group.Examples: Failed States Index, European Union Exits,
Eurozone Breakup.

As the DAGGRE market is live, we are continuously receiving new data and
updating our analyses and experiments. DAGGRE is currently a combinatorial
market (Hanson 2003) that has many Bayes Nets under the hood. Over the
following few months, our campaign of experiments will include multiple sets of
Bayesian Networks interacting with the market to address longer term questions.
Additionally, we expect to continue the work on model elicitation techniques,
continuing to seek more efficient approaches to developing the initial models for
placement in the market.
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Fig. 9. The Expected Brier Score for Sudan FSI in the case the Index stays above 100
(above) and falls below 100 (below). The blue represents the Brier Score of the Bayes
Net Autotrader and the red represents the Brier Score of the market.

Over the longer term, our goal is to explore how to best integrate a BN-
based algorithm with the other classes of automated agents and techniques being
developed by DAGGRE as well as their interaction with the human traders.
While in financial markets there are already several automated traders that are
involved in investing billions of dollars, the case of the markets for information –
the prediction markets – poses a different set of issues with respect to algorithm
design and analysis. Our overall goal is to maximize the accuracy, timeliness,
and value of forecasting macro social phenomena and world events.
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Fig. 10. The DAGGRE market pairs of questions for controlled Autotrading
experiments
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Abstract. Adolescent binge drinking is a public health challenge. The study 
analyzes data from Add Health, a longitudinal survey of seventh through ele-
venth grade students enrolled between 1995 and 1996. A stochastic actor-based 
model simulates the co-evolution of binge drinking and friendship connections. 
Selection effects play a significant role in the creation of peer clusters with sim-
ilar binge drinking. Friendship nominations between two students with similar 
binge drinking frequency were 3.46 (95% CI: 2.38-5.01) times more likely than 
between otherwise identical students with differing alcohol use frequency. An 
adolescent who nominated binge drinkers as friends was 14% more likely to 
begin binge drinking than adolescents with non-binge drinking friends. The data 
demonstrate that strong family ties reduced the odds of adolescent binge drink-
ing by 7%.  

Keywords: adolescent, alcohol, agent-based modeling, social influence, social 
selection, Markov model, systems science.  

1 Introduction 

Early adolescent alcohol abuse is a major public health challenge. According to data 
from the 2004 National Survey on Drug Use and Health, 6% of 14-year-olds, 18 % of 
16-year-olds, and 33% of 18-year-olds had engaged in binge drinking, defined as 5 or 
more drinks in a single occasion, within the past 30 days [1]. Adolescent binge drink-
ing is associated with increased risk of motor vehicle fatality, suicide, homicide, and 
violence [2-4]. 

A wide body of literature indicates that adolescents and their friends exhibit more 
similar binge drinking behavior than would be expected by chance alone [5,6]. An 
adolescent whose best friend binge drinks is twice as likely to be a binge drinker [6]. 
However, the causal pathway between binge drinking among friends is poorly unders-
tood. Similarities may occur because of peer influence, or the spread of behaviors and 
behavioral norms through social ties, where an individual’s binge drinking behavior 
adjusts toward the average behavior of one’s friends over time. Another pathway to 
homogeneity within friendships may be that friends are similar due to social selection, 
or homophily, the tendency for similar people to form friendships among one another. 
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Understanding the mechanism by which similarity in binge drinking among ado-
lescent friends occurs is an important clinical matter. For example, influence-driven 
contagion in adolescent groups would lend itself to peer-to-peer methods of interven-
tion. It would allow for possible multiplier or spillover effects from targeted individu-
als to a larger network of friends. On the other hand, selection-driven binge behavior 
patterns would suggest interventions that target adolescent friendship groups. 

Previous studies have used structural equation modeling [7], latent growth models 
[8-11], and instrumental variables [12] in an attempt to separate selection from influ-
ence effects in adolescent binge drinking. These studies have generally relied on 
lagged indicators of binge drinking or friendship connections in an attempt to isolate 
selection effects from influence effects. The results indicate that both selection and 
influence are occurring, but cannot determine the relative contribution of the two 
factors. 

A major limitation in prior studies on selection and influence effects is the failure 
to account for the dynamic interplay (i.e., co-evolution) of friendship ties and binge 
drinking. Assuming friendship connections are fixed while estimating changes in 
binge drinking would produce biased parameter estimates. In a similar manner, mod-
eling binge drinking as constant when estimating friendship creation could lead to 
systematic error in results. In addition, previous studies are limited in their control for 
peer effects beyond the unidirectional dyadic relationship (e.g., reciprocity, the like-
lihood to reply to friendship with friendship, or transitive closure, the likelihood of 
friends of friends to become friends). The complexity of longitudinal social peer ef-
fects on binge drinking among adolescents necessitates more advanced statistical 
methods than have been used in previous studies of adolescent binge drinking.  

A new analytical approach to the analysis of the co-evolution of friendship or so-
cial network ties and alcohol binge behaviors is stochastic actor-based modeling 
[13,14]. The primary assumption of the actor-based model is that individuals choose 
their friendship ties and their behaviors in one step-at-a-time micro-steps. At each 
micro-step, an agent maximizes a personal utility function for surrounding network 
and relative friend behavior. At that time point, the agent only considers the current 
network characteristics in deciding whether a change in behavior or network tie is 
preferable to the current state. In this manner, the process of co-evolution of network 
and behaviors from one wave of data to another is simulated as a result of a potential-
ly large number of individually unobserved micro-step changes, and the network and 
behavior preferences parameters can be estimated. The actor-based model can disen-
tangle selection and influence and determine their relative contribution to similarities 
in binge drinking behavior among friends. 

Several studies have used actor-based modeling to examine selection and influence 
effects on adolescent alcohol use [15-18]. In one study, a sample of 1,204 7th graders 
in Finland was followed for 30 months to determine the degree to which the school 
children selected or were influenced by alcohol using friends [18]. The results indi-
cated that alcohol use similarities among friends were a result of both the selection 
and influence processes. Another study followed cohorts of 4th graders, 7th graders, 
and 10th graders in Sweden for 2 years [17]. In this study, young adolescents selected 
friends based on similarity in alcohol use, but influence was not significant. Both 
selection and influence effects contributed to alcohol use similarities during later  
adolescence. 
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The present study will investigate the selection and influence processes as they re-
late to binge drinking in the larger context of adolescent friendship networks among 
adolescents in the U.S. Specifically, the study will address the following research 
questions: 

Research Question #1 (Selection): Do adolescents select friends with similar binge 
drinking frequency? 

Research Question #2 (Influence): Do adolescents adjust their binge drinking in cor-
respondence with the binge drinking of their friends? 

I hypothesize that both selection and influence effects will be present in the network 
model of adolescent binge drinking. 

2 Methods 

2.1 Data Source 

This study analyzes data from the National Longitudinal Study of Adolescent Health 
(Add Health). Add Health used stratified sampling to choose high schools and middle 
schools which were representative of US schools nationwide based on region of the 
country, urbanicity, school funding, and racial composition [19].  

All 7th through 12th graders at the 132 participating schools were invited to com-
plete an In-School Survey (n=90,118). A random sample of 20,745 students from the 
In-School Survey respondents then completed a Wave I in-home survey, administered 
between April and December, 1995. Approximately one year later, Wave I partici-
pants who had not yet graduated were recontacted for a Wave II in-home survey. The 
Wave II in-home survey (n=14,738) took place between April and December, 1996. 

The Add Health sampling design included 14 saturated sample schools. In the satu-
rated sample schools, all students in attendance at the time of the In-School Survey 
were included in the sampling frame for the Wave I in-home survey. The inclusion of 
all students from a school allows the investigation of complete peer network  
structures and their influence on behaviors. 

2.2 Analysis Sample 

The study sample for the present analysis includes 2,563 Add Health subjects from 
saturated sample schools. Subjects who completed the Wave I in-home interview but 
were non-responders at Wave II were included in the model using imputation [20]. In 
this approach, outgoing friendship nominations of non-responders are imputed using 
last observation carry forward and treated as non-informative for statistical calcula-
tions while incoming nominations are allowed to vary and to contribute to the estima-
tion procedures. The choice to impute wave II outgoing nominations was based on 
Wave II non-responders being eligible for nominations from other students. As such, 
their treatment as structural zeros for outgoing ties would have been inconsistent with 
the treatment for incoming ties. A structural zero designation would imply that the 
student was absent from the network. The choice of imputation for outgoing ties  
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preserves the ability to include incoming friendship nominations in the analysis. The 
sample excluded subjects who did not send or receive any friendship nominations at 
either Wave I or Wave II.  

Low network stability between study waves could lead to convergence failure in 
the iterative estimation process. A Jaccard Index of 0.20 or higher for the school was 
required for inclusion in the analysis [21]. One school from the saturated subsample 
was excluded from the analysis based on a Jaccard index of less than 0.20. A possible 
explanation for low network stability is that friendships change when students transi-
tion from middle school to a high school setting. A total of 13 schools were included 
in the analysis. 

3 Measures 

3.1 Binge Drinking 

Students answered the question: “How often did you drink 5 or more drinks in a sin-
gle setting in the past year?” on the in-home survey. Categorical responses included 
never, 1 or 2 times, 3 to 12 times, monthly but not weekly, weekly, and more than 
once a week. 

3.2 Social Networks 

At both Wave I and Wave II, students provided responses to: “Name your 5 best male 
and 5 best female friends from your school roster.” Social networks within each 
school resulted from the formation of a friendship matrix based on the directed  
friendship designations. 

3.3 Demographics 

Students provided age, grade, and race/ethnicity data at the in-home interview.  
Age was calculated to the nearest month.  

3.4 Family Characteristics 

Study participants answered: “On a scale of 1 to 5, how often do you and your family 
have fun together?” In addition, parents of the sample students indicated how often 
they drank alcohol in the past year. 

4 Statistical Analysis 

4.1 Stochastic Actor-Based Modeling 

The analysis uses stochastic actor-based modeling to assess the co-evolution of binge 
drinking and friendship ties from Wave I to Wave II of the study [20]. The stochastic 
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actor-based model assumes changes in the network take place according to a conti-
nuous-time Markov chain with stationary transition distribution. Changes from Wave 
I to Wave II occur through mini-steps where the future state of the network is depen-
dent only on the present state. Each mini-step is evaluated by choosing a random stu-
dent i among all network members and either a potential friendship change or beha-
vior change. In a potential friendship change, the student i might change an outgoing 
tie to student j so as to maximize the objective function for network structure and a 

random unexplained influence: ),,()),(,( jxtUzjixf X
i

X
i +β , where β is the 

parameter set, x(i→j) is the network changes that would occur if the tie between indi-
vidual i and individual j in the network were changed, z is the state of behaviors with-
in the network, and U is an independent random component. For a given actor i (the 
actor who takes the micro-step), the objective function is maximized over all potential 
alters j. The β parameters are estimated by Method of Moments (MoM). The MoM 
algorithm compares the observed network (obtained from the data) to hypothetical 
networks generated through repeated Monte Carlo simulations [13]. 

Similarly, the individual i might make a one-step change in binge drinking beha-
vior based on the objective function for the parameterized binge drinking outcome 

and a random influence: ),,())(,,( iztUizxf Z
i

Z
i +β , where β is the parameter set 

for behavior changes, x is the current state of network ties, z(i) is the next potential 
behavior state that would occur after a micro-step change, and U is an independent 
random component. By estimating the β parameters in the model, the simulated anal-
ysis seeks to define what tendencies and trends influence changes in friendship ties 
and in binge drinking behavior. The study model simultaneously evaluates the evolu-
tion of the adolescent friendship network and adolescent binge drinking while control-
ling for age, gender, race/ethnicity, parental drinking, and family bonding. The study 
uses the statistical program RSIENA (Simulated Investigation for Empirical Network 
Analysis) [20], originally designed by Snijders and van Duijn [22] and programmed 
by Ruth Ripley and Krists Boitmanis.  

4.2 Model Specification 

The model specification consists of two parts, friendship network evolution and binge 
drinking behavior evolution. First, the friendship network evolution portion of the 
model identifies the preferred choices in friendship ties depending on a list of friend-
ship choice variables. Three binge drinking variables are included in the friendship 
evolution part of the model: (1) the effect of an adolescent’s binge drinking on num-
ber of friends chosen (binge drinking-sent nominations), (2) the effect of an adoles-
cent’s binge drinking on the probability of being chosen as a friend by others (binge 
drinking-nominations received), and (3) the effect of similar binge drinking frequency 
on friendship selection (binge drinking similarity).  

Several characteristics of the friendship network structure are included as control 
variables [13]. These take account of the overall density of friendship ties within the 
network (density), the likelihood to reciprocate friendship nominations (reciprocity), 
the tendency for friends of friends to be friends (transitive triplets), the propensity for 
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closure in three-person friendships (3-cycles), the propensity for individuals with 
more in-coming friendship nominations to attract further friendship nominations (in-
degree popularity), the tendency for individuals who name many others as friends to 
attract friendship nominations (out-degree popularity), and the inclination for students 
who name more friends to generate even more out-going friendship ties over time 
(out-degree activity). Control variables also include age, gender, and race/ethnicity 
effects on the number of friends chosen, on the probability of being chosen as a 
friend, and on the likelihood of friends being of similar age, gender, and 
race/ethnicity. Family bonding was considered for inclusion into the selection model, 
but was excluded for parsimony and lack of significance reasons. 

Second, the binge drinking behavior evolution portion of the model specifies a list 
of variables that could influence potential binge drinking behavior changes. The mod-
el contains one main friendship-related influence component: the tendency for binge 
drinking to change based on the average binge drinking frequency of immediate 
friends. Control variables include age, gender, race/ethnicity, parental drinking, fami-
ly bonding and linear and quadratic shape effects modeling average binge drinking 
frequency across the network. A secondary analysis added an interaction term (aver-
age friend binge drinking x reciprocity) to the model to determine if influence effects 
differed in reciprocal compared to non-reciprocal friendships. 

The analysis employs the Snijders-Baerveldt meta-analysis (two-sided) test [23] to 
test overall significance of the primary and control variables across schools. The 
Snijders-Baerveldt test makes inference about parameters in the population of schools 
from which the studied schools are considered to be a sample. 

5 Results 

The sample consisted of 2,563 adolescents in grades 7 through 11 at Wave I of Add 
Health (Table 1). 

Table 1. Descriptive Statistics (n=2,563) 

Male (%)   50.8 

Age, mean (sd)   15.8 (1.3) 

Age, range (years)   12-18 

Grade Level (%) 

 7th grade   7.0  

 8th grade   7.3   

 9th grade   17.5   

 10th grade   34.7  

 11th grade   33.4  

Race (%) 

 Non-Hispanic white  60.9     

 Black   16.4  

 Native American  1.6  

 Asian   3.4  

 White Hispanic  17.7   
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The participants included 1,301 (51%) boys and 1262 (49%) girls. Mean age was 
15.8 years. Forty-four percent of the adolescents’ parents reported drinking alcohol in 
the past year. Over 70% of the adolescents indicated that they had fun with their fami-
ly quite a bit or very much. Wave II respondents included 2,299 adolescents, 89.6 
percent of the original sample. Subjects lost to follow-up between Wave I and Wave 
II were more likely than Wave II respondents to be weekly binge drinkers at Wave I 
(12% vs 7%, p=0.008). There were no significant differences between respondents 
and non-respondents in age, grade, gender, race/ethnicity, or family bonding. 

Characteristics of the 13 schools in the study and binge drinking within the schools 
are reported in Table 2. 

Table 2. School Network Statistics (n=13) 

Wave 1  Wave 2  

(n=2,563)  (n=2,299) 

Adolescents per school (range)  197.2 (48-987) 176.8 (41-889) 

Friendship nominations per student  2.04  1.85 

Reciprocal friendships (%)   22.9  25.3 

Binge drinking, past 12 months (%) 

None    70.5  69.5 

1-2 times    10.4  9.7 

3-12 times    7.0  6.9 

More than monthly, less than weekly  5.0  5.3 

Weekly or more often   7.1  8.7 

 
The mean number of students per school was 197. At Wave I, the average number 

of friendship nominations to other students in the same school was just over two per 
student. Thirty percent of students reported binge drinking in the past 12 months at 
Wave I. The percentage of binge drinkers increased to 31 percent at Wave II. The 
proportion of weekly binge drinkers increased between waves, from 7 percent at 
Wave I to 9 percent at Wave II. Thirty five percent of the students changed binge 
drinking frequency from Wave I to Wave II. Twenty percent of respondents increased 
binge drinking frequency while 15 percent decreased frequency. 

Table 3 presents the friendship network evolution from Wave I to Wave II. Binge 
drinkers received significantly more nominations (p=.021), but they did not send more 
nominations (p=.293). Friendship formation was associated with similarity in binge 
drinking (p<.001). Other significant factors contributing to friendship creation in-
cluded reciprocity (p<.001), transitive triplets (p<.001), 3-cycles (p=.009), in-degree 
popularity (p <.001) and out-degree popularity (p<.001). Students were more likely to 
choose as friends other students of similar age (p=.003) and gender (p<.001).  
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Table 3. Stochastic Actor-Based Model Results for Network Selection 

      β SE(β) p-value*   

Binge drinking (sent nominations)  0.03 0.03 .293   

Binge drinking (received nominations)  0.07 0.03 .021   

Binge drinking similarity    1.24 0.19 <.001  

 

Density    -3.34 0.35 <.001 

Reciprocity     2.49 0.20 <.001 

Transitive triplets     0.82 0.09 <.001 

3-cycles    -0.41 0.13 .009 

In-degree popularity   0.09 0.01 <.001  

Out-degree popularity   -0.15 0.02 <.001  

Out-degree activity   -0.03 0.02 .144  

Age (sent nominations)   -0.10 0.05 .052   

Age (received nominations)   0.04 0.03 .253 

Age similarity     1.28 0.37 .003   

Male (sent nominations)    0.03 0.08 .677   

Male (received nominations)   0.09 0.04 .020 

Gender same     0.35 0.04 <.001   

Minority (sent nominations)   0.05 0.07 .518 

Minority (received nominations)  -0.13 0.25 .635   

Same race    0.59 0.45 .240  \ 

*Parameter estimates β and standard error for stochastic actor-based model of the evolution of school 

friendships in the Add Health study. Coefficients correspond to the change in log-odds of a friendship 

nomination being present. 

 
The beta coefficient in the network selection part of the model is comparable to a 

log-odds ratio of friendship formation in a logistic regression analysis theoretical 
framework. Exponentiation of the beta coefficient produces an odds-ratio. As such, 
binge drinkers were 7% (95% CI for Odds Ratio: 1.01-1.14) more likely to receive 
friendship nominations than otherwise similar students who did not binge drink. For 
binge drinking similarity (β=1.24), friendship formation between two students who 
shared the same binge drinking frequency was 3.46 times (95% CI: 2.38-5.01) more 
likely to occur than an otherwise identical friendship between two students who were 
maximally different with respect to binge drinking. Adolescents were more likely to 
nominate as friends others who binge drink similarly to themselves. These results are 
consistent with a selection effect.  

Table 4 presents the results of the binge drinking evolution portion of the model 
from Wave I to Wave II. The stochastic actor-based model results support a signifi-
cant influence effect on binge drinking from the binge drinking of friends. More fre-
quent binge drinking by immediate friends was associated with increased binge drink-
ing by the adolescent (p=.002). Students who were not binge drinkers at Wave I were 
14% (95% CI: 1.07-1.21) more likely to begin binge drinking if their friends were 
binge drinkers. Non-binge drinking students were 68% (95% CI: 1.33-2.13) more 
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likely to begin binge drinking if their friends were weekly binge drinkers. In terms of 
the other covariates included in the model, family bonding was a significant protec-
tive factor for binge drinking (p=.006), males were more frequent binge drinkers 
(p=.013), and more frequent parental alcohol use was significantly associated with 
more binge drinking by the adolescent (p=.013). Adolescents were 7% (95% CI: 0.90-
0.97) less likely to binge drink if they had stronger family bonds. Males were 15% 
(95% CI: 1.09-1.21) more likely to binge drink than females. Reciprocity did not 
moderate the influence effects of friends on binge drinking. The addition of a  
(friend influence x reciprocity) interaction was not significant (β=-0.03, p=0.682). 

Table 4. Stochastic Actor-Based Model Results for Influence Effects on Binge Drinking 

      β SE(β) p-value*  

Linear shape parameter    -1.00 0.13 <.001 

Quadratic shape parameter    0.15  0.02 <.001  

Average friend binge drinking  0.13  0.03 .002  

Age      0.02 0.03 .508  

Gender (male)     0.14 0.05 .013  

Race (non-white)    0.03 0.04 .452  

Parental drinking     0.04 0.02 .013  

Family bonding    -0.07 0.02 .006 

*Parameter estimates β and standard error for stochastic actor-based model of change in binge drinking 

in the Add Health study. Binge drinking frequency measured on a 0 (never) to 4 (weekly or more often) 

scale. Coefficients correspond to the change in log-odds of increased binge drinking frequency given a 

one-unit increase in the independent variable. 

6 Discussion 

The main objective of this investigation is to disentangle the selection and influence 
processes governing peer relationship’s effect on adolescent binge drinking. The 
study uses a stochastic actor-based model to analyze the dynamic interplay of friend-
ship formation and binge drinking changes as they co-evolve over time. Specifically, 
the study evaluates if similar binge drinking frequency among friends is more likely a 
result of a tendency for adolescents to choose friends with similar binge drinking 
behavior, or as a result of teen influence on each other’s binge drinking.  

The results demonstrate that selection effects in adolescent friendships are based, 
in part, around commonalities in binge drinking behavior. Homophily in friendship 
formation is also based on age, gender, and race/ethnicity. Our results show that reci-
procity (i.e. tendency to have reciprocal friendships), transitivity (i.e. tendency to 
become a friend of a friends’ friend), and degree effects (i.e. number of in-coming or 
out-going friendship nominations) contribute to friendship formation. Our findings 
are in line with previous studies showing selection effects to be a strong factor in 
alcohol use similarity within adolescent friendships [15-18]. 

The study findings also offer support for influence effects among teens after the 
social ties with their peers are in place. Our findings demonstrate that adolescents 
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adjust to the binge drinking of their friends. An adolescent with binge drinking friends 
was 14% more likely to begin binge drinking than adolescents with non-binge drink-
ing friends. The results are similar to two European studies that identified both selec-
tion and influence as significant in alcohol use similarities among adolescent friends 
[17,18]. 

Additionally, reciprocal friends do not exert influence on binge drinking frequency. 
Adolescents who nominate binge drinkers, but do not receive friendship nominations 
in return, change their binge drinking behavior to be in line in their attempt to make 
friends. 

Interestingly, there is evidence that close family bonds, defined here as having 
family fun, are protective against binge drinking. These data demonstrate that strong 
family ties reduced the odds of adolescent binge drinking by 7%. 

This study is the first to employ agent-based modeling for disentangling peer selec-
tion and influence effects on binge drinking in a sample of U.S. middle and high 
school students. The strength of the study lies in its innovative methodology, wealth 
of friendship variables, prospective design and large study sample size. The study also 
has several limitations. First, adolescents were limited to nominate up to 10 friends 
which may have obscured the friendship formation parameters in the model. Howev-
er, other studies show that students on average report having four friends [15,18]. 
Second, the analysis, by limiting itself to friendships within a school, may not have 
captured all peers in the adolescent social network. The average number of friends 
reported in the sample was approximately two, fewer than in other studies [15,18]. 
This potentially means that only some of the influential peers were nominated, which 
limits the conclusions that can be drawn. However, school-based networks may be 
most relevant for intervention efforts. Third, the exclusion of isolates may influence 
the results; however, the impact is likely to be small. The co-evolution model of 
friendships and binge drinking is, in essence, a model of change in friendship ties and 
binge drinking between Wave I and Wave II conditional on network ties and binge 
drinking at Wave I. It is possible that isolates were more likely to binge drink, but the 
primary effect on the model would be driven by isolates who increased binge drinking 
dramatically between waves, while still remaining isolated. This is likely to be a small 
percentage of the student population. Fourth, binge drinking in the study was self-
reported. However, self-reported alcohol use is generally considered to be a valid 
measure among adolescents. Add Health used a computer assisted data entry process 
for sensitive questions such as alcohol and drug use to protect confidentiality and 
enhance full reporting. Finally, the selection and influence processes may depend on 
contextual and cultural aspects of the schools analyzed, which limits generalizability 
to different school contexts and cultural settings. 

6.1 Conclusions 

This investigation demonstrates that both network selection and influence play a 
prominent role in adolescent binge drinking similarities among friends. The presence 
of both selection and influence in binge drinking similarities suggests multi-faceted 
prevention efforts to curb adolescent binge drinking. On the one hand, selection  
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effects suggest that prevention interventions focus on protective factors, such as fami-
ly bonding, to discourage binge drinking. Binge drinkers who select each other as 
friends may form cliques and propagate social settings which further encourage bing-
ing, but the initiation into binge drinking behavior may depend on factors outside of 
the school relationship. On the other hand, influence effects on binge drinking support 
interventions targeting peer leaders to promote “anti-binging” messages. Our findings 
may be of interest to parents, health care professionals, school administrators, law 
enforcement and community leaders who focus on alcohol prevention efforts. 
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1 Introduction

Increasingly, the relationship between emotion and eating is recognized as an
important issue in the study of obesity. Emotions influence food choice behav-
iors in human beings, but the evidence for the impact of negative and positive
emotion on food intake appears to be asymmetric. Negative emotions have been
thoroughly studied and there is consensus that they increase food consumption
[1]. In addition, there is some evidence that among obese persons characterized
as having a negative affect, there is a greater tendency to overeat in response to
negative mood induction compared to obese persons characterized as low in nega-
tive affect or normal weight control subjects [2]. Positive emotions have also been
associated with increased food intake; however, this finding is not as conclusive
[1]. Emotion and food choice appear to have a reciprocal relationship; not only
does emotional state influence food choice, but food choice impacts subsequent
emotion in both positive and negative directions. In this vein, one psychosomatic
theory of obesity proposes that eating may reduce anxiety, and that the obese
overeat in order to alleviate their emotional discomfort. Intake of snacks such as
cookies can also be used, purposefully or otherwise, as a mood-regulating tool
[3]. Mediators of food intake and emotion, such as the context under which food
is consumed-e.g., in a home setting or away from home (AFH)-also need to be
taken into account in shaping the relationship between food choice and emotion.
Some previous work has indicated that the nutritional quality of food is health-
ier at home than away, [4] but this trend has been questioned recently due to
the general increase in high-fat and high-sugar foods in packaged meals typically

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 135–143, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



136 E.H. Ip et al.

consumed at home. Regardless of whether the food at home is healthier, it ap-
pears that there is strong evidence that the setting in which food is consumed
contributes to the relationship between emotion and the nutritional quality of
food.

Empirical research on emotion and food choice often encounters design and
methodological challenges. Emotions of individuals tend to fluctuate throughout
the day, and food intake is notoriously difficult to measure with great accu-
racy. Recent advances in data collection methods such as Experience Sampling
Method (ESM) [5] provide new tool sets for collecting momentary emotion and
food intake data. As a novel psychometric technique, the ESM captures emo-
tions and behaviors “in the moment” and in the ecologically valid context in
which they occur (as opposed to a laboratory setting). Now, ESM data are most
often collected via personal devices, such as mobile phones, but in the past were
recorded with paper and pencil via journals. More advanced tools include mod-
ern sensing and computational technologies that automatically trigger sampling
based on the occurrence of specific events are now beginning to emerge as well
[6]. An advantage of ESM is that intensively collected data could be used to
pinpoint the moment when a behavior-for example food consumption-occurs, as
well as the emotion that immediately precede or follows the behavior of interest.

In this paper, our goal is to examine, using ESM data, the reciprocal relation-
ship between food intake and emotion; both before and after meal consumption.
The analytical framework thus goes beyond existing approaches which tend to
study uni-directional relationships between food and emotion. We look at both
the emotion that precedes food consumption and the emotion that follows it
to better understand the effect that each variable has on the other. While the
ESM has the promise to gather highly granular data, the analysis of such data
also poses important methodological and computational challenges. First, ESM-
collected intensive longitudinal data may not be amenable to standard statis-
tical models that assume independence between observations. Second, because
the study focuses on reciprocity between behavior and emotion, the feedback
mechanism between them needs to be captured within in the social context. For
example, it is important to capture whether food is consumed at home or AFH
because emotion and behavior may vary by context. A further challenge is that
the dynamic interaction between food choice and emotion is subject to substan-
tial day-to-day, if not meal-to-meal, fluctuation, and possibly both in direction
and magnitude. For example, there could be abrupt changes of emotion over a
short sequence of food intake occasions; such episodic changes of direction are
not amenable to differential equation-based feedback models, such as system
dynamics modeling, which are better suited to modeling smooth trajectories of
change. To tackle these methodological challenges, this paper proposes using two
discrete-time “intertwining” Markov chains for modeling and computing the dy-
namic interaction between emotional states and food intake statuses. In other
words, emotion and food consumption assume a reciprocal relationship in which
one influences the other over time as a Markov process. Pre-meal emotional state
affects the status of the nutritional value of the meal, and the meal in turn affects
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post-meal emotion. A salient feature of the model is that no smooth relationship
between either emotion or food variables and time is assumed. We call the model
a Reciprocal Markov Model (RMM). Methodologically, the RMM is an exten-
sion of the hidden Markov model (HMM) [7] [8] [9]. By harnessing the power of
modern computational methods, the RMM allows social behavior (eating) to be
closely studied in conjunction with real-time, in-context psychological (emotion)
data. Specifically, the role of social variables, including eating at home or AFH,
within which the behavior occurs will be ascertained.

2 Data and Measure

Data used for computing the RMM were collected from N=160 white adult
nonobese women in a large North American city. Participants were recruited
through local advertisement. All participants signed an informed consent form
before engaging in the study and each participant received a small incentive for
participating. The study protocol was approved by the human-subjects ethics
committee of McGill University, Canada.

The ESM method was used to assess individual food choice patterns and
both concurrent (after meal) and lagged (before meal) emotional experiences on
repeated episodes. Participants received instructions about the ESM protocol
in a one-on-one training session conducted at a laboratory. During the first
10 observational days, a beeper would prompt a participant 6 times/day to
fill out a short paper-and-pencil questionnaire at the next available moment.
Data were collected over a period of 20 days, with systemic alternation between
observational and nonobservational days. Participants were beeped every 2 hours
during the typical waking hours (0800 to 2100) of a day. Thus, ideally there
would be a total of 60 episodes collected for each participant. At each episode,
a participant was asked to report on their momentary emotional states and
on their food choice behavior, including meals and snacks, in the preceding 2
hours. For reporting episodes that entailed a meal, each participant was asked
to report on the nutritional quality of the meal-i.e., whether it is healthier (H),
the same (S), or less healthy (LH) than their baseline corresponding meal for
breakfast, lunch, dinner, or snack. The baseline dietary habits were established
in a face-to-face interviews, and the protocol was described in detail in [11]. By
providing a summary measure of the perceived nutritional quality of each meal,
the relative dietary measurement approach has the advantage of being highly
efficient. The measure has been validated and used in the consumer and food
research literature [10]. On the other hand, the ESM also asked participants
to report the social setting of a meal-whether the meal was consumed alone
or with others, whether the meal is consumed at home or AFH, and whether
the day on which the meal was consumed was a weekend day. For measure of
emotion, we followed [11] and used the following components: Positive Emotion
(PE)- general; PE-peacefulness, Negative Emotion (NE) -general, NE-shame,
NE-worry. See also [12]. Two other demographic and anthropometric measures
that were deemed relevant-age and BMI-which were also included in the analysis.
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3 Model

The setup for the RMM is rather general in that the model can accommodate
multiple chains of both observed and hidden Markov processes. For the sake of
illustration, the current application uses two chains, of which one (food choice) is
directly observed and the other (emotion) is not. Consequently, the momentary
food choice measure Xt at time t and the emotional states Zt were modeled as
two intertwining reciprocal Markov chains. An important feature of the RMM
is that it captures the feedback mechanism inherent within the human emotion-
behavior system. In other words, a variable X in the first chain at time t is
modeled as having an effect on the variable of the second chain Z at time t+1,
whereas the variable in the second chain at time t+1 has an effect on the variable
of the first chain at t+2, and so on. The interacting chains thus allow a feedback
loop to form for each variable-for example, Xt → Zt+1 → Xt+2. Note that by
the Markov assumption, Xt → Xt+1 → Xt+2, and similarly, Zt → Zt+1 → Zt+2.

Generally, the RMM does not impose any restriction on the variable type of
the respective Markov chains-i.e., the data type of an individual Markov chain
could be discrete or continuous; the states could be directly observed or hidden
(latent). In the current application, emotional state is modeled as an HMM of
which the hidden (discrete) variable is indicated by several continuous observable
outcomes (PE-general, PE-peaceful, and so on), whereas food choice pattern is
modeled as an observed Markov chain of discrete outcome variables. To facilitate
reading, we describe the RMM model with one hidden and one observed chain
as follows.

Denote the hidden variable in HMM at time t by Zt and the observed variable
at time t by Xt. Not directly observed, the hidden variable Zt is measured by
multiple indicator variables {Yjt, j = 1, . . . , J}, which are assumed to be con-
ditionally independent of each other given Zt [9]. Figure 1 shows schematically
the RMM of one hidden and one observed chain.

Fig. 1. A Reciprocal Markov Model (RMM) with one observed and one hidden chain

To model the observed indicator variables Yjt for the hidden variables Zjt, we
assume a time-homogeneous Gaussian mixture model-i.e.,

P (Yjt|Zt = s) ∼ N(μsj , σ
2
sj). (1)
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In the study, the number of emotional states collected using ESM was not neces-
sarily identical to the number of meals consumed. Indeed, the number of reported
meals varied substantially across individuals. In this analysis, we fixed the num-
ber of daily reported time points to be identical to the number of ESM reported
emotions-i.e., 6 times per day. When the emotion variable does not have a cor-
responding meal variable, we used last-value-carry-forward (LVCF) for the meal
variable.

The RMM defines two sets of conditional models for the respective outcomes:
P (Zt|Zt−1, Xt−1), and P (Xt|Xt−1, Zt−1). Both sets of models are assumed to
be homogeneous. For example, the probability of being in a specific emotional
state given previous status is assumed to not vary across time points. The same
could be said of food choice states. Logistic regression models were also fitted to
model the transition between states by incorporating a set of relevant covariates.
The contextual covariates included in the RMM were (1) the social variable,
eating alone or with others; (2) the location variable, eating at home or AFH;
and (3) the weekend variable (weekday or weekend). Because of the reciprocality
structure of the RMM, a collection of conditional models needs to be specified. In
general, if there are K and M states respectively for emotion Z and food choice
X , there will be K ×M different combinations of conditions. As an example,
if there are two states of emotion k1 and k2, and three states of food choice
status m1, m2, and m3, then there are 3 × 2 = 6 regression models for each of
the outcomes of emotion and food choice. In the interest of space, we present as
an example one conditional model as follows. Given emotion status Zt−1 = k1
and food choice status Xt−1 = m1 at the previous time point, the emotion and
food choice statuses at the current time point t follows the following logistic
formulation:

log

(
p(Zt = k1)

p(Zt = k2)
|.
)

= β01 + wT
1 β1, (2)

log

(
p(Xt = m1)

p(Xt = m3)
|.
)

= β02 + wT
2 β2, (3)

where w1 and w2 denote the vectors of covariates for the respective conditional
models, β01 and β02 denote the respective intercept terms, and β1, and β2 de-
note the respective sets of regression coefficients. The notation |. denotes the
short-hand form of conditioning on the given values of Xt−1 and Zt−1. In Equa-
tion 3, the state m3 is assumed to be a reference state. We used ordinal logistic
regression when the states were deemed ordered. More generally, the RMM uses
multinomial logistic regression for unordered categorical outcomes. Maximum
likelihood method was used to estimate the parameters using specialized graph-
ical model software written in MATLAB [8],[9].

4 Results

The mean age of the sample was 44.9 (range 18 to 83). In total, 9, 365 obser-
vations were collected from n = 160 participants and an average of 24.7 meals
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episodes per participant were reported. The HMM delineated two emotional
states that can be visualized in Fig. 2. We labeled the states Positive Emotion
(PE) and Negative Emotion (NE). The observed food choice variable contained
three categories: Less Healthy (LH), Same (S), and Healthier (H). Tables 1 and
2 respectively show the conditional transition probabilities to different states for
all combinations of values of the conditional emotional and food choice variables.

Fig. 2. Hidden state profiles for emotion

Table 1. Estimates of conditional tables for emotion, p(Zt|Zt−1, Xt−1)

S at t-1 H at t-1 LH at t-1
NE PE NE PE NE PE

NE at t-1 0.77 0.23 0.83 0.17 0.72 0.28
PE at t-1 0.15 0.85 0.22 0.78 0.31 0.69

Table 2. Estimates of conditional tables for food choice, p(Xt|Xt−1, Zt−1)

NE at t-1 PE at t-1
S H LH S H LH

S at t-1 0.70 0.14 0.16 0.81 0.08 0.10
H at t-1 0.43 0.47 0.10 0.41 0.48 0.12
LH at t-1 0.41 0.14 0.45 0.42 0.07 0.51

The tables reveal some interesting patterns. For example, the probability of
staying in PE is rather high (at 85%) if the preceding meal was reported the same
compared to baseline (Table 1). Alternately, the probability of PE transitioning
to NE is higher when the last meal is LH than when it is S or H. Table 2 also
shows evidence that when pre-meal emotion is PE, there is a higher tendency
to stay the same in eating. Surprisingly, when the last meal is LH and emotion
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is NE-i.e., the conditional combination (NE,LH), there is a higher probability of
transitioning to a healthy meal (14%) than when emotion is positive (7%).

In our regression analysis, only the following conditions gave significant posi-
tive intercept terms: (PE,S) for eating the same (S), and (NE,S) for eating the
same. The reference category is LH. In other words, for a participant who is in
PE and eats the same quality meal compared to baseline, in her next meal the
odds of her eating the same (S) is significantly higher than eating LH after con-
trolling for other factors; so is when she is in NE. Because there are 2 (outcomes)
times6 (conditions) = 12 regression models, it is not possible to report all the
results due to space limitations. We only highlight the cases in which the social
variable AFH showed p-values < 0.01. With a more conservative criterion, we
did not use the Bonferonni adjustment for multiple comparisons. We found that
when eating AFH, participants were less likely to consume S and H food under
the two preceding conditions: (PE, H) and (PE, S). This suggests that AFH does
have an effect on nutritional quality under specific conditions. Finally, it is also
noteworthy that age is highly significant for the following conditions: for (PE,
LH), older adults are more likely to consume healthier meals (p < 0.01); and
for (PE, S) or (NE, S), they are more likely than their younger counterparts to
become emotionally more positive at the following meal (p < 0.01).

5 Conclusion

Using ESM data collected from a sample of women, this article presents an
analysis of socio-behavioral interaction which incorporates feedback mechanisms
between emotion and behavior. The analysis shows different transitional proba-
bilities according to preceding emotional state and meal quality. We also demon-
strate that social setting is an important factor in specific conditions, particularly
eating AFH is more likely to be less healthy when prior emotion state is positive.

This paper offers two contributions. First, we propose a general Markov model
that can accommodate both hidden and observed states. More importantly, we
focus on a reciprocal mechanism that allows the examination of a possible feed-
back loop between emotion and eating behavior. Conceptually, the approach
expands the more traditional unidirectional approach for analyzing the relation
between emotion and eating behavior. As an methodologic extension of single-
chain Markov models, we view the proposed RMM model as an important ad-
dition to the statistical toolkit for analyzing social-behavioral data. With a few
exceptions in methodologies developed by social scientists [13], traditional sta-
tistical models are not generally well-equipped to analyze a system of variables
that contain feedback loops. The lack of capacity to incorporate feedback mech-
anisms has long been viewed as a barrier for applying formal statistical models
to complex systems. The feedback RMM proposed in this paper is an attempt to
mend the barrier. A second contribution is in the application of the RMM to an
important social-behavioral problem related to obesity. The RMM was used to
analyze intensively collected ESM data, which are becoming more prevalent as
mobile devices are increasingly used for momentary data collection. The RMM
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has the potential to be applied to other socio-behavioral situations in which mul-
tiple streams of momentary data are collected. One example is the collection of
data related to alcohol consumption. The reciprocal pathways between influence
of both positive and negative emotion on alcohol use and vice versa have been
studied in depth (e.g., [14]) and ESM data arising from such situation could be
analyzed using RMM.

There are also limitations to this study. First, the data used in this study
was part of a broader study of age differences in affects, emotions, and lifestyle
behaviors in women. The rather homogeneous sample in terms of demographics
by design makes generalization of our findings difficult. Second, the method
has not distinguished possible within-day and between-day variations. Finally,
the LVCF assumption in treating meals that did not occur may not apply to
all individuals. Finally, as pointed out by one reviewer, sustaining ESM data
collection is challenging. There may exist a diminishing motivation amongst
participants over time but we did not examine such potential bias in the data.

To summarize, despite its limitations, this article represents a first-step to
offer a formal statistical Markov model that captures the interaction between
two socio-behavioral processes. It also illustrates the complexity and challenges
of modeling feedback loops that are not necessarily smooth.
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Abstract. Quantal response equilibrium (QRE) has become a popular alterna-
tive to the standard Nash equilibrium concept in game theoretic applications.  
It is well known that human subjects do not regularly choose Nash equilibrium 
strategies. It has been hypothesized that subjects are limited by strategic uncer-
tainty or that subjects have broader social preferences over the outcome of 
games. These two factors, among others, make subjects boundedly-rational. 
QRE, in essence, adds a logistic error function to the strict, knife-edge predic-
tions of Nash equilibria. What makes QRE appealing, however, also makes it 
very difficult to test, because almost any observed behavior may be consistent 
with different parameterizations of the error function. We present the first steps 
of a research program designed to strip away the underlying causes of the stra-
tegic errors thought to be modeled by QRE. If these causes of strategic error are 
correct explanations for the deviations, then their removal should enable sub-
jects to choose Nash equilibrium strategies. We find, however, that subjects 
continue to deviate from predictions even when the reasons presumed by QRE 
are removed. Moreover, the deviations are different for each and every game, 
and thus QRE would require the same subjects to have different error paramete-
rizations. While we need more expansive testing of the various causes of stra-
tegic error, in our judgment, therefore, QRE is not useful at predicting human 
behavior, and is of limited use in explaining human behavior across even a 
small range of similar decisions.  

Keywords: bounded rationality, human behavior, Nash equilibrium, behavioral 
game theory, strategic uncertainty, social preferences, Quantal Response Equi-
librium.  

1 Game Theoretic Models of Behavior 

A common approach to predicting strategic human behavior across many different 
situations utilizes the theory of non-cooperative games. At the same time, decades 
worth of human subject experiments now demonstrate that the basic predictions of 
game theory are inaccurate [1, 2, 3]. As a result, scholars have developed a variety of 
modifications of the standard Nash equilibrium concept that relax the strict behavioral 
and cognitive assumptions contained in Nash equilibrium.  
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One of the most well-known models that relaxes the predictions of Nash equili-
brium is the Quantal Response Equilibrium (QRE) [4]. Some argue that QRE “almost 
always explains the direction of deviations from Nash and should replace Nash as the 
static benchmark to which other models are routinely compared.” [5] The QRE model 
maintains the assumption that individuals have beliefs that are supported in equili-
brium by the strategies that players choose, but that players make systematic “mis-
takes” or deviations in their choices.  The individual deviations from Nash equili-
brium strategies and outcomes can come from a variety of different sources, but two 
reasons seem to predominate discussions. The first reason is strategic uncertainty or 
bounded rationality [6]. The second reason is that individual utility functions may 
involve something other than the individual subject’s payoffs, typically thought of as 
a “social preference,” in which subjects appear altruistic or fair or seek to reciprocate 
fairness or seek to limit inequality in payoffs [7, 8].  

In the QRE model the deviations between subjects’ actual behavior and the Nash 
equilibrium of a game are represented by a parameter, , and as  approaches zero, 
behavior is essentially random, while as  approaches infinity, behavior is consistent 
with the strategies predicted by Nash equilibrium. The parameter in QRE is a free 
parameter that is fitted via maximum likelihood estimation and is used to fit the mod-
el to the observed behavior. The source or interpretation of the parameter, however, is 
not determined a priori but is left to the analyst. The QRE model predicts that devia-
tions from Nash predictions will be less likely as behavior becomes more costly in 
terms of the losses a player suffers from non-equilibrium (non-rational) behavior.   

The QRE model has been widely demonstrated to provide a better fit to observed 
behavior than Nash equilibrium, and has become popular in fields outside of econom-
ics, such as computer science. The most rigorous statistical examinations of QRE 
estimate  from a subset of experimental data and then examine how the estimated  
“predicts” the remaining, unused or out-of-sample data (basically a form of cross-
validation or training/test data) [9]. While clever and exciting, this approach falls 
short as a test of the QRE model for two main reasons.  

First, this approach does not make specific predictions about expected behavior 
prior to the design of the study. That is, the QRE approach does not rule out much, if 
any, behavior as inconsistent with the theory, data is collected and used to estimate a 
free parameter that can accommodate almost any observations. Despite the empirical 
failure of the Nash-equilibrium model, it has the virtue that it does make clear predic-
tions about the expected pattern of observed behavior. To put it another way, is there 
a distribution of observed behavior that would suggest QRE is an incorrect model of 
behavior? 

Second, statistical approaches to QRE take experimental data and then identify 
which model best “fits” (by some standard) that data. It is unspecified how to reject 
QRE in this approach. We could certainly find that some other model better fits the 
data or that combining QRE with another model leads to a better overall fit to the 
distribution of the data [9]; however, this approach does not reject the model.  

An alternative approach to testing QRE is to identify the underlying source of the 
deviations from rationality (Nash equilibrium strategies) that give rise to , and then 
design experiments that remove these sources and observe whether deviations still 
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occur.  This is an ambitious research program, as there are at present about four doz-
en causes of bias or error identified in the literature. It is this approach that we pursue 
here. We discuss in the next section what is required to test a behavioral theory.  

2 Testing a Behavioral Theory 

We begin by identifying the basic requirements to test a theory. A simple representa-
tion is given by the following two statements, in which c = a condition or set of condi-
tions, t = a treatment, and y = an outcome of interest.  

if c + t, then y 
if c + ~t, then ~y 

In laboratory economic experiments, we can think of the t as the particular game be-
ing played (i.e. a prisoner’s dilemma, chicken, ultimatum, matching pennies, etc.). 
The conditions, c, represent other parameters of the experimental design (i.e. elements 
of the protocol, the number of repetitions, possibilities for learning, etc.), and the 
outcome, y, is how subjects play a given game.  

The outcome, y, is a function of t and c; therefore, to test whether the treatment 
causes the outcome requires that we hold constant the conditions under which the 
treatment is implemented; otherwise, it may be the changes in the conditions that lead 
to the presence or absence of a particular outcome. Overall, the framework implies 
that if we change some element of t (without changing anything else) and the outcome 
changes, then we can infer that the change in the outcome is a result of the change of 
t. This framework implies that we must be able to specify, in advance of the research, 
what are c, t and y. We will know that t is the cause of the outcome if its removal (or 
change) leads to a change in the outcome. On the other hand, if we remove (or 
change) t and y still occurs, then we know that it is not the t that is causing y to be 
observed.  

This framework implies a straightforward way to test various theories of behavior, 
although it can be quite difficult to implement. In a nutshell: 1) identify the treatment 
and how it causes the outcome of interest; 2) identify a way to remove the aspect of 
the treatment that causes the behavior, and 3) determine whether the behavior persists. 
If the behavior persists, then we can rule out that aspect of the treatment as the cause.  

3 Testing the QRE Model 

QRE has gained popularity in behavioral economics, political science, and computer 
science, with some researchers claiming it should be used as the baseline model for 
explaining subject behavior [5]. Despite these claims, the QRE model proves quite 
difficult to test – that is, it is difficult to design a test of QRE that would allow us to 
reject the approach [10].   

One direct way to examine whether QRE can explain behavior is to create situa-
tions where the reasons for subjects to deviate from predictions are minimized, ideally 
to the point of non-existence.  To do so requires us to be clear about the sources of 
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the observed errors. In the QRE framework, deviations are thought to come from 
strategic uncertainty and/or some form of social preference. Extending our previous 
experiments [11, 12] we employ two different experimental approaches to study 
whether removing the causes of strategic error actually eliminates those deviations in 
experimental settings.   

Our first approach is to examine subjects in situations where they do not have to 
make a strategic decision. In these tasks an individual subject makes a decision that 
by itself completely determines her payoff. Most often this is either a single-play task 
or it is the last stage of a sequential game of complete and perfect information, thus 
establishing the conditions for subjects to be sequentially rational. If strategic uncer-
tainty leads to error, then the removal of any strategic element of the task should  
eliminate the deviations.  

The second approach we take combines removing strategic uncertainty with reduc-
ing the likelihood that we misunderstand the subjects’ utility function (that is we do 
not observe how social are their preferences). Although we cannot observe utility 
functions directly, a common reason offered for why the utility function is different 
than that assumed by classical game theory is that subjects have some form of social 
preferences in their utility function [7]. In general, these approaches explain devia-
tions from Nash equilibrium by arguing that individuals receive some utility from the 
payoffs received by other actors.  To eliminate this rationale for behavioral devia-
tions, we have subjects play economic games against an algorithmic agent (computer 
player). We describe these experiments in more detail in the next section. While we 
have received yarns spun to (post-hoc) explain why subjects taking private and ano-
nymous actions against a computer would act socially with the computer, we do not 
see any sequentially rational reason why subjects would be concerned with the 
payoffs a computer receives and would thus deviate from Nash equilibrium strategies. 
Together, these two approaches are good first steps to gaining leverage over the 
sources of deviations in game theoretic experiments.  

4 Experimental Design 

We describe our general experimental design in this section. One of the most impor-
tant attributes of our experimental design is that we have subjects complete a battery 
of different, sometimes related, tasks over the course of an experimental session. This 
will allow us to compare behavior in one task to behavior in another task. As a result, 
we can examine whether the behavior we observe happens only in one game or if it 
happens across a variety of games.  This is crucial to determining if the behavior is 
anomalous or reflective of a larger pattern.  

The first step we take in our experimental design is to control the conditions of the 
experiment in a way that makes it unlikely that they are the cause of the deviations in 
behavior. Subjects were recruited using flyers and email messages distributed across a 
large public California university and were not compelled to participate in the expe-
riment, although they were given $5 in cash when they showed up. The experiment 
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lasted approximately two hours. The subjects in our experiment completed the tasks 
using pen and paper in a controlled classroom environment.  

In all of the tasks we discuss below subjects played against an anonymous oppo-
nents (human or computer) and in all settings we used a double blind protocol to en-
sure their anonymity from the experimenters as well [13]. In between tasks subjects 
were also randomly paired with a new subject who was in another room. Subjects also 
only completed each task one time to ensure that they were not learning about the 
other subjects in the experiment, which might also cause changes in behavior. To 
ensure that subjects understood the tasks facing them we utilize very simply experi-
mental tasks and we also quiz subjects before each task to ensure that they understand 
what they are to do. Subjects are paid for correct answers on the quizzes and if they 
get an answer wrong we describe the correct answer to them. Overall, subjects very 
rarely got wrong answers on the quizzes, which gives us confidence that their beha-
vior is not due to a lack of understanding the task. We take great care in our control of 
the experimental conditions to ensure that we remove the aspects of the experiment 
that are typically argued to be the causes of Nash equilibrium.   

We report on a portion of our battery of tasks here that involve either individual 
decisions or decisions by subjects acting in the role as the second player of a sequen-
tial task. These tasks do not involve strategic uncertainty about the actions of another 
subject. Players in all of these games know they are randomly paired with another 
subject in a different room. We report on the choices made by subjects when they are 
Player 2 in the Trust Game [14]. In this game, Player 1 and Player 2 each begin with a 
$5 endowment. Player 1 chooses how many dollars to send to Player 2 (ranging from 
$0 to $5). That amount is tripled by the experimenters and given to Player 2, who then 
has the sum of the tripled amount received and the initial $5 endowment.  Player 2 
then chooses how many of those dollars (possibly 0) to transfer to Player 1. Player 2 
keeps whatever she does not transfer. In another game, called the Dictator game, The 
Dictator (Player 1) and the Recipient have endowments equal to exactly what Player 2 
and Player 1 had in the Trust Game when the present Dictator played it as Player 2. 
Accordingly, the Dictator game is identical right down to the specific endowments to 
the second half of the Trust game: the Dictator is in exactly the position he or she was 
in as Player 2 in Trust. In effect, each subject replays the second half of the Trust 
game, but now without the reciprocity frame. The Donation game is identical to The 
Dictator game, except that each player begins with a $5 endowment and the amount 
Player 1 chooses to send is quadrupled before it is given to Player 2. In both of these 
games, the subject keeps all the money he does not send to the other player and there 
is no action required by the other player.  

In what is called the Sequential Chicken Game, players maximize their payoffs if 
they choose the opposite of the action chosen by the other player. We implement a 
sequential version in which the 1st player chooses STOP or GO, and then the 2nd 
player observes the 1st player’s choice before also choosing between STOP or GO. 
The payoffs in the game are shown in Table 1, where Player 1’s payoffs are listed first 
and the grey cells represent deviations from Nash equilibrium.  
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Table 1. Payoffs in Sequential Chicken Game where Player 1 moves first and play is revealed 
to Player 2 

 
At the end of the experiment, we present the subjects with tasks that would allow 

them to learn something about the choices made by subjects in the other room. They 
are asked to make a choice as Player 2 in the Trust game as one of the final tasks. In 
this last task, we have no choice but to provide subjects with information about what 
other subjects have done – Player 2 in Trust must know what Player 1 chose to send.  

We also conducted the same experimental games reported above but had players 
play against computer opponents. We informed the subjects that the computers (their 
opponents) would always take the action that maximized the computers financial gain 
for the present task– that is, the computers played as perfect “Nash players.” Playing a 
game against a computer represents a change in the treatment: it removes exactly the 
elements associated with playing against an anonymous person.  

5 Behavior without Opportunity for Strategic Error 

The experiments we designed—including those in which people play each other—
explicitly remove the opportunity for subjects to make miscalculations about the ac-
tions of others, because in all of the settings, subjects’ payoffs are determined solely 
by their own actions.  We go to great lengths to ensure subject anonymity from each 
other and the experimenters, and we believe that we have done as well as possible in 
that regard. This does not remove the possibility that subjects’ utility is not related 
solely to their monetary payoffs, which remains a source of deviations.  

In Table 2 we report the results for the different tasks in which subjects had to de-
cide how much, if any, money to pass to another player. Recall that in all of these 
settings the choices of players determine directly and solely what is kept or passed 
there was no need for strategic calculation. Therefore, the possibility of deviations 
caused by the inability of players to understand and predict the strategic interaction is 
eliminated by the experimental design. Yet, subjects send money to another anonym-
ous player, which contrasts with the Nash equilibrium. In all three tasks, many of the 
players (the number of subjects is 180 in these tasks) send money to the other player. 
Furthermore, the assumption within QRE that costly mistakes will be less likely is 
inconsistent with these data. The incidence of deviations does not decline in a consis-
tent pattern as we move away from the choice to send $0.  

We turn now to the sequential chicken game and in particular to examining the be-
havior of Player 2, who already knows the move of Player 1 before making her own 
choice in this task. There are 17 subjects in the role of player 2 that choose GO even 
after the 1st player already chose “GO.” These players knowingly made a choice that 

  Player 2 
  GO STOP 
Player 1 GO $0, $0 $5, $3 

STOP $3, $5 $4, $4 
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leads both subjects to get a payoff of $0 instead of the second player’s choosing 
STOP and guaranteeing $3 for herself and $5 for the first player. In addition, there are 
36 players in the role of Player 2 who choose STOP even after Player 1 also chose 
STOP. This choice gives Player 2 a lower payoff than if she chooses GO in this situa-
tion. Player 2 faces zero strategic uncertainty, because, before choosing, Player 2 is 
informed of Player 1’s choice.  Yet, overall, 53 subjects (29.4%) chose the action that 
leads to the lower payoff.  

Across a wide number of tasks, we observe that subjects take actions that are in-
consistent with standard game theoretic expectations and that cannot be explained by 
strategic uncertainty. However, it may be that these deviations come not from strateg-
ic uncertainty but from the fact that the subjects’ utility functions differ from our as-
sumptions about them, which is another source of behavioral deviations in the QRE 
approach. We turn now to a set of experiments designed to address that question.  

Table 2. Choices in three different experimental tasks when playing with other humans. Trust 
results include the 80 players who received $0 from Player 1. If those are excluded the number 
who sent $0 drops to 38.  

 Amount passed by subjects in each experimental task 
 $0 $1 $2 $3 $4 $5 $6 $7 $8 $9 $10 
Donation 87 32 23 11 6 21 n/a n/a n/a n/a n/a 
Dictator 132 11 18 8 1 7 0 1 0 1 1 
Trust 
Player 2 

118 10 20 8 8 8 0 1 0 1 6 

6 Misunderstood Utility Functions 

The results in the prior section demonstrate that subjects still deviate from basic Nash 
equilibrium even when we remove the strategic elements; however, it is still possible 
that the behavior we observe is a result of the fact that we misunderstand their utility 
functions.  In this setting, that will usually mean that individual’s utility functions 
include something other than their own monetary payoffs. This could include a con-
cern for reducing inequality, maximizing social welfare, punishing others for the 
choices they made, or anything else that makes them take actions in which they kno-
wingly earn less money because their utility depends in some way on what others earn 
as well. This is not a very specific argument, and the unobservability of utility func-
tions means that if we allow ourselves to utilize post-hoc rationalizations, we can 
justify nearly any behavior via utility function modification.   

We turn now to examining the actions our human subjects take when matched to a 
computer that they know will take actions to maximize its payoffs – a perfect Nash 
player. In Table 3, we display the humans’ behavior (for 40 subjects) across a range 
of different experimental tasks. This time we focus on the decisions humans make as 
the first player in Trust, choosing how much of $5 to pass the computer, rather than 
the second player, because computer players never pass money to the other player and 
the computer will never return money as Player 2 in the Trust game. Despite the fact 
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that there is no strategic uncertainty and players know they are playing a computer 
that will maximize its own payoffs, we still observe that players choose to pass money 
to the computer player in all three situations. In both Donation and Trust, at least 25% 
of subjects in the role of Player 1 pass money to a computer opponent.  

In the sequential chicken game, the 2nd player is always faced with a computer who 
chose “GO,” which is the Nash equilibrium.  In this setting, the human players chose 
“STOP” 39 out of the 40 times.  

Table 3. Choices when subjects play against computers who play as perfect Nash players 

 Amount passed by subjects in each experimental task 
 $0 $1 $2 $3 $4 $5 
Donation 30 3 5 2 0 0 
Dictator 38 0 1 0 0 1 
Trust 
Player 1 

28 3 5 1 1 2 

 
The overall pattern of behavior when subjects are playing against computer players 

is much closer to Nash behavior. By combining tasks where our subjects’ actions 
directly determine their payoffs with computer opponents who will always take the 
payoff maximizing option, we remove all of the strategic uncertainty that often faces 
players in game theoretic experiments. In addition, play against a computer eliminates 
much (though perhaps not all) of the ways that a subject’s utility function can depend 
on the payoffs to another subject. Despite removing the explanations for deviations 
that underpin QRE, we still observe behavior that is inconsistent with Nash equili-
brium. In the Donation and Trust games, 25% of subjects deviate from the Nash pre-
dictions, whereas in the sequential chicken game, only 2.5% of subjects deviate.   

These results suggest that there may be something about the games themselves that 
makes them more amenable to non-Nash behavior even after we remove the standard 
rationales that underpin the QRE model.  

7 Discussion 

Prior research has established that the quantal response equilibrium provides a better 
fit to experimental behavior than Nash equilibrium, but it is also clear from the results 
we report that subjects’ behavioral deviations do not occur simply from the standard 
explanations that underpin QRE. We show via a variety of experiments that even 
when we design the experimental conditions and treatments to remove the reasons 
why people might deviate from Nash equilibrium we still observe such deviations. 
The deviations also differ across games, but we lack an explanation for why that oc-
curs. We could still estimate the lambda parameter of the QRE model for that data we 
discuss in this paper, but the parameter would have no substantive meaning given that 
the causes of the deviations do not exist in these experiments. 
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Additionally, as we report elsewhere, the decision to send money in one of these 
tasks is not predictive of the decision to send money in one of the other tasks [11]. 
That is, players may send money in one setting but then not send money in another 
very similar setting. In the context of the QRE model, this implies that the lambda 
parameter is not consistent within a subject across very similar, albeit not identical, 
tasks. The QRE model does not assume that the parameter will be consistent, but it 
makes it difficult to use the QRE approach to predict behavior in new tasks if individ-
ual deviations are inconsistent across similar tasks.  

The results in this paper suggest that even though QRE improves on Nash equili-
brium in its ability to fit observed behavior, we cannot be sure that the observed devi-
ations come from the sources assumed in QRE, because deviations persist even when 
subjects are placed in environments that remove the sources of the deviations. There-
fore, these results suggest that we need to revise the basic cognitive and behavioral 
assumptions of game theory in order to build models that more accurately reflect hu-
man capabilities and actions. 

 
Acknowledgments. McCubbins acknowledges the support of the National Science 
Foundation under Grant Number 0905645. Any opinions, findings, and conclusions or 
recommendations expressed in this material are those of the author(s) and do not nec-
essarily reflect the views of the National Science Foundation. Turner acknowledges 
the support of the Centre for Advanced Study at the Norwegian Academy of Science 
and Letters. 

References 

1. Smith, V.: Bargaining and Market Behavior: Essays in Experimental Economics. Cam-
bridge University Press (2000) 

2. Camerer, C.: Behavioral Game Theory. Cambridge University Press (2003) 
3. Gigerenzer, G.: Rationality for Mortals: How People Cope with Uncertainty. Oxford Uni-

versity Press, New York (2008) 
4. McKelvey, R., Palfrey, T.: Quantial Response Equilibria for Normal Form Games. Games 

and Economic Behavior 10, 6–38 (1995) 
5. Camerer, C., Ho, T.-H., Chong, J.-K.: Behavioral Game Theory: Thinking, Learning and 

Teaching. Paper Presented at the Nobel Prize Symposium (2001) 
6. Simon, H.: Rational Choice and the Structure of Environments. Psych. Rev. 63, 129–138 

(1956) 
7. Rabin, M.: Incorporating Fairness Into Game Theory and Economics. The American Eco-

nomic Review 83, 1281–1302 (1993) 
8. Souten, J., DeCremer, D., van Dijk, E.: Violating Equality in Social Dilemmas: Emotional 

and Retributive Reactions as a Function of Trust, Attribution, and Honesty. Personality & 
Social Psychology Bulletin 32, 894–906 (2006) 

9. Wright, J., Leyton-Brown, K.: Beyond Equilibrium: Predicting Human Behavior in Nor-
mal Form Games. In: Conference of the Association for the Advancement of Artificial In-
telligence, AAAI 2010 (2012) 

10. Haile, P.A., Hortaçsu, A., Kosenok, G.: On the empirical content of quantal response equi-
librium. Cowles Foundation Discussion Paper no. 1227 (August 2008) 



 Testing the Foundations of Quantal Response Equilibrium 153 

11. McCubbins, M.D., Turner, M., Weller, N.: The Mythology of Game Theory. In: Yang, 
S.J., Greenberg, A.M., Endsley, M. (eds.) SBP 2012. LNCS, vol. 7227, pp. 27–34. Sprin-
ger, Heidelberg (2012a) 

12. McCubbins, M.D., Turner, M., Weller, N.: The Challenge of Flexible Intelligence for 
Models of Human Behavior. Association for Advancement of Artificial Intelligence Spring 
Symposium on Game Theory for Security, Sustainability and Health. AAI Technical Re-
port (2012b) 

13. Hoffman, E., McCabe, K., Shachat, K., Smith, V.: Preferences, Property Rights and Ano-
nymity in Bargaining Games. Games and Economic Behavior 7, 346–380 (1994) 

14. Berg, J., Dickhaut, J., McCabe, K.: Trust, Reciprocity and Social History. Games and Eco-
nomic Behavior 10, 122–142 (1995) 



Modeling the Social Response

to a Disease Outbreak

Jane Evans1,2, Shannon Fast1,2, and Natasha Markuzon1

1 Draper Labratory, Cambridge MA 02139, USA
{sfast,nmarkuzon}@draper.com

2 Massachusetts Institute of Technology, Cambridge MA 02139, USA

Abstract. With the globalization of travel and economic trade, disease
can spread rapidly across the globe, sometimes causing panic, population
flight and other forms of social disorder. These responses often herald a
significant change in the epidemiological pattern or etiology of an in-
fectious disease event. It is therefore increasingly important not only to
detect outbreaks of infectious disease early, but also to anticipate and de-
scribe the social response to the disease. We use social network analysis
to model situations in which a society exhibits social strain in connection
with a disease. We model negative social response (NSR) by coupling dis-
ease spread and opinion diffusion and verify the results against real-world
scenarios. This model captures the complex interaction between disease
and culturally determined social responses, providing insights that may
help operational analysts and policy makers better respond to sudden
disease outbreaks.

Keywords: social network, epidemic, opinion dynamics.

1 Introduction

The public response to a disease outbreak is usually calm and orderly [1]. In
rare cases, however, the outbreak of disease can trigger social and economic
disturbances, including panic or suspicion [2,3,4]. Severe behavioral responses
observed in response to disease include rioting, hoarding of medical supplies,
flight, and violence against members of groups believed to have or carry the
disease [5]. Analysis of 15 months of historical data obtained from Ascel Bio [6],
a biosurveillance company that gathers near-real-time data on infectious disease
outbreaks, revealed that negative social responses (NSR), including panic and
anxiety as well as more severe behavioral responses, are relatively uncorrelated
with the severity of disease. Instead, the region where the outbreak occurred and
whether the disease in question is endemic to that region were much stronger
predictors of whether the society exhibits NSR. We present a model of the spread
of NSR associated with disease spread. This model incorporates the inherent
interdependence of the disease and social processes, but is also flexible enough
to capture cultural differences in the degree to which NSR can spread through
the population.
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Although there are many models predicting disease spread [7] and many mod-
els for the spread of information over networks [8], models examining the inter-
action between disease spread and information spread are comparatively limited.
Nevertheless, as more researchers recognize the importance of individuals’ beliefs
and actions for determining the progression of epidemics, such models are be-
coming more common [10]. Epstein et al. [12] explore the effects of fear-induced
behavioral changes on the spread of epidemics. They find that self-isolation be-
haviors decrease the scale of the epidemic. If, on the other hand, frightened
individuals flee the area, the scale of the epidemic can dramatically increase.
Meloni et al. [11] also consider the effects of population mixing. They conclude
that real-time information on a disease spread can reduce the efficacy of disease
containment and mitigation measures. Funk et al. [13] take a different view. They
model the spread of awareness over a network with individuals taking greater
self-protection measures in proportion to their disease awareness. They find that
awareness can reduce the size of the outbreak, and, under certain assumptions,
stop it altogether.

While a growing number of models address the interplay between disease
spread and human behavior, they rarely take into account cultural factors that
contribute to differences in the social response to disease. The proposed model
predicts NSR while addressing this issue. Namely, the agent-based model has
parameters controlling the rate of spread of opinions regarding the disease. The
rate of opinion diffusion is independent of the rate of disease spread but is related
to the structure of the society. The readiness with which members of a society
communicate disease-related concerns to their social connections, as well as, the
size and interconnectedness of the social network determine the degree to which
behavioral or non-behavioral NSR can propagate. These features of NSR spread
were incorporated into the model’s NSR parameters.

We demonstrate that the model is able to capture the disease and NSR spread
reported in two real-world outbreaks of dengue fever, one in India and another in
Argentina. Dengue fever is endemic to India, and the outbreak signature pattern
examined in this study did not cause any NSR there. The outbreak signature
pattern in Argentina, in contrast, was characterized by readily observable NSR.
We will discuss how the proposed model can be used in predicting future unusual
disease activity and associated NSR, and in identifying actions that will enable
policy makers to make proactive decisions to mitigate both NSR and disease
spread.

2 Methods

The progression of disease and social response on the social network are simu-
lated using agent-based modeling [9]. We consider individuals in a population
who are connected to each other through social ties. These agents repeatedly
interact according to behavioral rules, which govern the spread of disease and
social response. The disease and NSR are assumed to spread independently,
coupled by an interaction rule – when an agent is infected, her NSR level is
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maximized. The model’s interaction rules imply that agents’ likelihood of expe-
riencing heightened NSR will increase when they interact either with the sick or
with agents who already have heightened NSR.

The model is based on the spread of misinformation model proposed by Ace-
moglu et al. [14]. Interactions between agents occur in a pair-wise manner ac-
cording to a rate 1 Poisson process, independent of all other agents. Thus, time
can be discretized into interactions, with the probability that agent i interacts
at interaction k equal to 1

N .

2.1 Disease Process

We employ a variation of the susceptible-infected-removed disease model first
proposed by Kermack and McKendrick [15]. This model partitions the popula-
tion into three classes: susceptible individuals (S) who are not infected but could
become infected if exposed, infected individuals (I) who currently have the dis-
ease, and recovered individuals (R) who have either recovered from the disease
and have immunity or have died. An agent’s disease status is estimated as a
discrete random variable Di (k) ∈ {S, I, R}. At each interaction k, an agent i is
randomly selected for interaction. Agent i then selects an interaction partner j
uniformly from among his neighbors. Given that i and j interact, the following
interaction types can occur:

1. Infection. Given that agent i is infected and agent j is not, with probability
ν, agent i infects agent j:

Di (k + 1) = Dj (k + 1) = Di (k) . (1)

Given that agent j is infected and agent i is not, with probability ν, agent
j infects agent i:

Dj (k + 1) = Di (k + 1) = Dj (k) . (2)

2. Recovery. Given that agent i is infected, with probability κ, agent i recovers:

Di (k + 1) = R

Dj (k + 1) = Dj (k) .
(3)

3. Identity. If neither infection nor recovery occurs, there is no change in infec-
tion state for either i or j.

2.2 Negative Social Response Process

Coupling Process. In addition to his disease state, each agent has a value
associated with negative social response, indicating his emotional state related to
the disease. Negative social response is treated as a continuous random variable
NSRi(k) ∈ [0, 1] where 0 indicates no anxiety and 1 indicates extreme panic.
NSR spread is modeled under separate rules, but is coupled with disease spread.
Specifically, the coupling process maximizes the NSR of newly infected agents:

If Di (k) = S and Di (k + 1) = I, then NSRi (k + 1) = 1, ∀i ∈ N . (4)

Initially,NSRi(0)=0 ∀i ∈ {N : Di(0) 	=I} and Rj(0)=1 ∀j ∈ {N : Di(0) = I}.
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Opinion Exchange Dynamics. In addition to the coupling rule, the NSR
states update according to interaction rules, which are described below. At each
interaction k, agent i is randomly selected to interact with probability 1

N . Agent
i then selects an interaction partner j uniformly at random from among his
neighbors. Conditioned on i and j meeting, the following pair-wise interactions
can occur:

1. Forceful. If NSRi (k) > 0.5, agent j adopts agent i’s NSR level with proba-
bility αHigh. If NSRi (k) ≤ 0.5, with probability αLow, agent j adopts agent
i’s NSR level:

NSRi (k + 1) = NSRj (k + 1) = NSRi (k) . (5)

2. Averaging. With probability β, agents i and j average their NSR levels:

NSRi (k + 1) = NSRj (k + 1) =
NSRi (k) +NSRj (k)

2
. (6)

3. Decay. With probability δ, agent i’s NSR level decreases by a fixed decay
parameter, Δ:

NSRi (k + 1) = Δ×NSRi (k) . (7)

4. Identity. If none of the above interaction types has occurred, neither i nor j
changes his NSR level.

Although there are several interaction rules, the interpretation of the NSR pro-
cess is straightforward. Forceful interactions capture the idea that NSR is con-
tagious. In particular, when αHigh > αLow, the model represents the realistic
situation in which fear and anxiety, which can potentially induce behavioral
changes, are more easily spread than is calm. Averaging reflects agents arriving
at a consensus about their social response to the situation. Finally, decay reflects
the eventual cease of NSR panic as the disease spread tapers off. The degree to
which NSR can successfully spread is reflected in the number of connections
available to each person and the relative probability of an αHigh interaction,
compared with other interactions. These parameters can be set to reflect partic-
ular cultures, diseases and environmental factors. In the current version of the
model, we do not explicitly consider the translation of anxiety into behavioral
NSR. It is assumed that as a society experiences increasing social strain the
likelihood and severity of behavioral NSR increases. In future models, we will
provide more detail on how behavioral negative social responses, such as flight,
deleterious effects on the economic system, and protests or riots, emerge.

3 Results

The model was implemented on a Waxman random graph G (N,E) with 100
nodes and on average 12 connections per node [16]. For each set of model pa-
rameters examined, we simulated 50 realizations of the model, where each real-
ization consisted of 5000 interactions on the test network. At each interaction,
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k, both the number of infected agents and the average NSR level of the agents
were computed. These values were averaged over all realizations of the model to
obtain the expected number of infected agents and the expected average NSR
level at interaction k.

3.1 Simulation Results

The behavior of the model is controlled by adjusting the interaction probabili-
ties. A shorter, more severe disease outbreak is achieved by increasing ν and κ
and decreasing the difference between them. To achieve a more severe negative
social response, we increase the probability of forcefully spreading NSR (αHigh)
or increase the number of connections between agents. We performed sensitivity
analysis to determine the ranges of NSR parameters that can produce a given
NSR spread. The parameters can effectively model both societies in which in-
dividuals do not readily communicate NSR and societies in which NSR spreads
readily.

Parameter variation allows us to independently control the spread of disease
and the spread of NSR. Even with limited disease spread, one can model a signif-
icant negative social response. This finding is consistent with observations from
the 2009 H1N1 pandemic. The morbidity and mortality rates associated with
H1N1 were not substantially higher than those of seasonal influenza; however,
public concern over H1N1 infection was much greater [17].

3.2 Application to Two Outbreaks of Dengue Fever

We validate the model against data from two real-world outbreaks of dengue
fever. Detailed information on the outbreaks and associated NSR was obtained
from Ascel Bio [6]. The data are a historical combination of multi-source bio-
surveillance reports, covering more than 200 countries and 300 infectious diseases
affecting primarily humans and animals.

In September and October of 2008, New Delhi, India experienced an outbreak
of dengue fever [18]. Dengue has been known to be endemic to India for over
200 years, and outbreaks in the New Delhi region are common [19]. The 2008
outbreak lasted for 62 days with 1070 cases reported, most confirmed. Since New
Delhi routinely experiences cases of dengue fever, the public health infrastructure
was sufficient to deal with the increased caseload. No serious NSR was reported.

A year later, an outbreak of dengue fever occurred in Charata, Argentina, re-
sulting in a severe negative social response [20]. Dengue fever is a relatively novel
disease in Argentina. It had been eradicated for 82 years before it resurfaced in
1998. The scale of the 2009 epidemic was nearly unprecedented in Argentina
[21]. Severe negative social response occurred, including reports of residents flee-
ing the city, hospitals being overrun with people seeking treatment, and citizens
protesting what they perceived as an insufficient response from the government.
There was widespread disagreement regarding the extent of the epidemic. Re-
ported total case counts ranged from 3000 to over 11, 000, with 1200 confirmed
cases. The extent of the social disorder in Charata made it difficult for officials
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to arrive at reasonable estimates of the number of cases, and it seems plausible
that as people became increasingly anxious in response to the disease, reports
became exaggerated and spread through word of mouth.

We modeled the disease and NSR spread for both cities, reflecting scaled
disease spread and the reported NSR. Although dengue fever is transmitted by
mosquitoes and therefore does not directly spread through a social network,
we assume that individuals living in close physical proximity are likely to have
similar exposure to mosquitoes carrying the virus and are also likely to have
social connections with one another. We therefore consider social transmission
of disease to be a sufficient proxy for the true disease process. Figure 1 shows the
expected number of cases and expected average NSR for both New Delhi and
Charata. The spread of infection in New Delhi is mild and is accompanied by
only a negligible social response, while the spread of infection in Charata is more
severe and is accompanied by a severe negative social response. To demonstrate
the effect of society and outbreak-specific factors that influence NSR spread, we
examined the effects of replacing the disease spread parameters of New Delhi
with those of Charata while keeping New Delhi’s NSR parameters constant. The
resulting expected average NSR is displayed in the right-most column of Fig.
2. The expected average NSR in New Delhi remains low even when the disease
spread is made more severe, indicating that in our model, societal factors –
including the extent to which the society is familiar with and equipped to cope
with the disease – have a comparable influence to the disease itself on the extent
of NSR.
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Fig. 1. Although the disease spread (uppermost plots) is more severe in Charata than in
New Delhi, Charata’s heightened NSR (lowermost plots) is much more severe than can
be accounted for by disease severity alone. Factors specific to the society and outbreak,
which we incorporated into our NSR spread parameters, added to the increased level
of NSR in the simulation of Charata.
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Fig. 2. The flexibility of the model to incorporate outbreak and culture-specific fac-
tors in order to explain differences in NSR spread is demonstrated by simulating NSR
spread in both New Dehli and Charata, given disease spread modeled using the param-
eters set for Charata (uppermost graphs). Even with the same disease parameters, the
NSR spread is dramatically different in the two cities (lowermost graphs). The NSR
parameters set for New Delhi prevent even a more severe disease outbreak from causing
severe NSR.
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Fig. 3. The number of cases and average NSR in New Delhi and Charata are shown
for each of the 50 realizations of the model. In general, different realizations of disease
spread produced similar NSR responses, with a few exceptions for Charata, where in
several realizations disease spread failed to cause heightened NSR.
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Figure 3 describes the variation across the realizations of the outbreak. New
Delhi displays limited variability in both the disease and NSR processes. Charata
shows a consistently sharp spike in the number of infections, though some re-
alizations take more interactions for the disease spread to accelerate than do
others. There are interesting outliers in the realizations of Charata’s NSR. In
most realizations, Charata’s average NSR rises sharply and then tapers off, but
in a few realizations heightened NSR does not spread through the population.

4 Discussion

We have shown that a society’s negative social response to a disease outbreak can
be successfully modeled as a series of interactions on a social network. The frame-
work provides unique insight into separate nature of disease and NSR spread.
While it is reasonable to assume that the driving mechanism behind NSR is
the severity of the disease, the data suggest that cultural and situational factors
play a more significant role. As mentioned previously, the 2009 H1N1 outbreak
is the most recent evidence that a disease perceived to be non-routine can pro-
voke anxiety that is disproportionate with the severity of the disease. In our
model, we simulated cultural differences by varying the number of connections
for agents and the degree to which agents communicate their NSR to others, and
we have demonstrated that this variation plays an important role in increasing
the level of NSR in the network. Further work will aim to better incorporate
information about the novelty of the disease in the area, as analysis of Ascel
Bio data suggests that when people are faced with an uncommon situation – a
new disease or an unusually high fatality rate – their socio-economic response is
more dramatic, as we have seen in Argentina where dengue fever outbreaks were
relatively novel.

The simulations validated the assumption that the complex behavior of an
outbreak can be explained by a system of basic probability rules. As the simu-
lation of dengue fever outbreaks showed, the model can accurately capture real-
world bio-events. By adjusting the probability of infection and the probability of
recovery, we can control the severity and duration of the disease process, match-
ing a variety of types of infectious disease outbreaks. By adjusting the probability
of agents with elevated NSR diffusing their NSR into the wider society, we can
model either mild or severe NSR.

Further research will take the model a step further and investigate the possible
feedback of NSR on disease spread. Specifically, the presence of NSR in the net-
work could make the disease less likely to spread if people with high anxiety stay
home thus reducing the number of connections and the probability of spreading
the disease. Alternatively, if people with high anxiety take actions that disrupt
health care delivery, or if they flee to other regions, NSR could make the disease
spread more quickly.

Agent-based modeling design allows for monitoring and analyzing the tempo-
ral patterns of disease and corresponding NSR spread. The current simulations
demonstrated the explanatory power of the model; in the future, we will con-
centrate on the predictive power and monitoring power. We will evaluate the
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approach for its ability to anticipate elevated NSR at the beginning of disease
spread. Furthermore, when NSR is detected, we will temporally model NSR
spread and the effect of containment measures.

The model is extremely flexible, allowing us to simulate a variety of real-world
situations with just a few parameters. These parameters are best estimated by
incorporating and modeling historical data. In order to estimate NSR parame-
ters, experts can match disease outbreaks to past outbreaks in countries with
similar cultures and similar histories with the disease in question. As we become
more aware of the causes of NSR and cultural differences in its expression, we
will be able to better hone the parameters to fit any number of diseases and
cultures, allowing for better prediction of if and how negative social response
will spread through a given society faced with a disease outbreak.
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Discovering Consumer Health Expressions  
from Consumer-Contributed Content 
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Abstract. It has long been recognized that health consumers and professionals 
use different vocabularies to express health related concepts. Consumers often 
find it difficult to understand medical terminologies. If consumers misinterpret 
the health information they received and rely on it for decision making, this 
language gap would cause severe consequences. Many efforts have been taken 
to build Consumer Health Vocabulary (CHV) to bridge the gap and facilitate 
health information consuming. Extracting vocabularies used by consumers to 
express health concepts is a significant as well as challenging subtask in devel-
oping CHV. However, few studies have focused on developing methods for  
extracting consumer health expressions. In this work, we proposed a semi-
automatic method that employs Principal Components Analysis (PCA) and  
Logistic Regression for identifying consumer health expressions from consum-
er-contributed content in social media. The experiment results showed that the 
proposed method is effective in identifying consumer health expressions from 
consumer-contributed content. These identified expressions can help to extend 
CHV and to enhance the performance of Adverse Drug Reactions (ADRs)  
signals detection. 

Keywords: Consumer Health Vocabulary, Principal Components Analysis, 
Logistic Regression.  

1 Introduction 

There are an increasing number of health consumers using the Internet to search for 
health related information. According to a recent Pew Internet Survey, 74% of Amer-
ican adults use the internet, of which 80% have looked online for information about 
any of 15 health topics, and this translates to 59% of all American adults [1]. Health 
consumers actively seek health information online so that they could be well informed 
of healthcare knowledge and involved in personal healthcare decision making. Nowa-
days, the relationship between consumers and healthcare professionals is transforming 
from a “doctor says/patient does model” to a “partnership model”. Consumers expect 
a more active role in their own healthcare. 

To satisfy the increasing consumer needs, many online healthcare social media 
sites are emerging. Not only do these sites provide healthcare information sources,  
but also build platforms for consumer interactions such as discussion forums  
and online social groups, which meanwhile generate an enormous stockpile of  
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consumer-contributed healthcare content. Healthcare research could benefit from 
taking advantage of this rich information resource.  

Several researchers have realized the potential of consumer-contributed content in 
detecting signals of Adverse Drug Reactions (ADRs) [2-4]. In a previous study [2], 
we proposed a lexicon-based association mining technique for detecting signals of 
ADRs in online health social website, and proved consumer-contributed content to be 
reliable source for ADR detection. Since this technique is based on matching the cus-
tomer-contributed content with the ADR lexicon, the lexicon is crucial for the detect-
ing accuracy. It has been long recognized that consumers and professionals use differ-
ent vocabularies to express health related information [5-8]. In order to mine signals 
of ADRs from consumer-contributed content efficiently, the Consumer Health Voca-
bulary (CHV) [9] was used to generate the ADR lexicon. However, being still in the 
progress to perfection, the CHV is not complete itself. By relying on only this one 
external source to generate the lexicon, we could miss many other expressions used 
by consumers. Therefore, the lexicon needs to be extended to enhance the perfor-
mance of ADR detection. 

Expanding the ADR lexicon would also be beneficial to CHV development. The 
ADR lexicon expansion task here is close to Consumer-Friendly Display (CFD) 
names identification, which is an essential subtask in CHV development [10]. “Con-
sumer vocabulary problem” has long been regarded as a fundamental issue in health 
information provision [6]. Health consumers and healthcare professionals usually 
express health concepts in different ways. Consumers often find it difficult to under-
stand medical terminology due to their lack of professional knowledge. This language 
gap obstructs effective communications between consumers and professionals, and it 
is also a barrier to successful health information retrieval. The situation could get 
even worse for the fact that consumers actively explore health information by them-
selves. If consumers misinterpreted the health information they received and rely on it 
for decision making, this vocabulary issue could cause serious consequences. 

One solution to consumer vocabulary problem is to link common health-related 
language to professional medical concepts through consumer health vocabularies 
(CHVs) [10]. To achieve this, one important task is to identify expressions used by 
most consumers. In this work, we presented a semi-automatic method to identify 
health expressions from consumer-contributed content on the Web.  

In recent years, consumer health vocabulary has been an important topic in health 
information study. McCray et al. first identified terminological problems in user que-
ries submitted to the National Library of Medicine website [5]. Patrick et al. called the 
mismatch between consumer vocabulary and the professional vocabulary as the “con-
sumer vocabulary problem”, and recognized it as a fundamental issue in health infor-
mation study [6]. Zeng et al. discovered the difference between patient and clinician 
terminology by analyzing the information retrieval performance resulting from these 
terms, and the results showed that patient terms lead to poorer performance [11]. 
Zielstorff discussed about the health consumerism movement and explained the  
significance of consumer health vocabulary issues in this movement [12].  
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Currently, studies on solutions for consumer vocabulary problem mainly focus on 
mapping consumer vocabularies to professional medical concepts through Consumer 
Health Vocabularies (CHVs) [10, 12]. Zeng et al. have been devoting themselves to 
the development of open access, collaborative Consumer Health Vocabulary (CHV) 
[7-11]. The first-generation CHV was developed by Zeng et al. and it is defined as “a 
collection of forms used in health-oriented communication for a particular task or 
need (e.g., information retrieval) by a substantial percentage of consumers  
from a specific discourse group and the relationship of the forms to professional  
concepts” [8].  

The development of first-generation CHV means a huge step in consumer health 
vocabulary study. However, the CHV still needs improvement and perfection. One 
significant challenge is to identify health expressions used by consumers. An effective 
approach is to extract consumer health vocabularies from existing text. Some re-
searchers used e-mail messages as a source for identifying medical terms used by 
consumers [6, 13]. Tse and Soergel identified consumer health expressions from on-
line discussion postings, health related articles from popular magazines and newspa-
pers, commercial ads, government publications, and patient pamphlets [14, 15]. Zeng 
et al. generated candidate Consumer-Friendly Display (CFD) names from the Nation-
al Library of Medicine MedlinePlus query logs[10].  

So far, very few researches have been focused on automatic methods for consumer 
health expressions identification. Given the massive health information on web, 
which is still increasing every day, identifying consumer health expressions manually 
is very time-consuming and onerous. Hence, an automatic method to support consum-
er health expressions extraction is desirable. Since consumer-contributed content in 
online health social websites is generated by consumers, it should be a reliable source 
for consumer health expressions extraction.  

2 Methods 

The purpose of this work is to explore a semi-automatic method for expanding con-
sumer health vocabularies; in particular, we focus on the ADRs lexicon. First, a statis-
tic method was used to automatically identify candidate terms for consumer health 
expressions from consumer-contributed content. Next, the candidate terms were re-
viewed to form into medical expressions used by consumers and added into the lex-
icon, which would be used to enhance the performance of ADRs signals detection, 
and contribute to the development of CHV as well. Fig. 1 shows the method flow-
chart of this study. Although this work only focused on consumer vocabularies of 
adverse drug reactions, the same techniques could be applied to other health  
vocabulary problems to assist developing CHV.  
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Fig. 1. Method Flowchart 

2.1 Data Preparation 

The data could be obtained from online health social websites, such as MedHelp and 
PatientsLikeMe, where consumers talked about drugs, side effects, and treatments in 
discussion threads, which contain a large amount of health vocabularies used by con-
sumers to express health concepts. Moreover, this kind of data is public and easy  
to get.  

After we collect the data, some natural language processing techniques, including 
removing stop words and stemming, would be applied to pre-process the data. Then, 
the data would be represented into a term by thread matrix, each cell of which is the 
TF-IDF value of the term. The TF-IDF weight (term frequency–inverse document 
frequency) is a numerical statistic which reflects how important a word is to a docu-
ment in a collection or corpus. In this case, it reflects how important a term is to a 
thread. The TF-IDF weight was used here instead of the term frequency because most 
of the terms related to ADRs were relatively infrequent in the whole dataset but 
would appear frequently in those threads that were talking about the side effects. Us-
ing TF-IDF would increase the predicting ability of this kind of terms while reducing 
the predicting ability of the terms that appeared in almost every thread. 

In preparation for running the logistic regression on the data, all the threads would 
be divided into two groups based on the original ADRs lexicon. A method introduced 
in [2] can be used to label these threads. If a thread contains any ADRs signals, it 
would be labeled as 1; otherwise, it would be labeled as 0. 

2.2 Principal Components Analysis (PCA) 

As the consumer corpus contains hundreds of thousands of terms, we need to address 
the high dimensionality. We adopted PCA to deal with this problem.  

Principal component analysis (PCA)[16] is a mathematical procedure that uses an 
orthogonal transformation to convert a set of observations of possibly correlated  
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variables into a set of values of linearly uncorrelated variables called principal com-
ponents. The number of principal components is less than or equal to the number of 
original variables. This transformation is defined in such a way that the first principal 
component has the largest possible variance (that is, accounts for as much of the va-
riability in the data as possible), and each succeeding component in turn has the high-
est variance possible under the constraint that it be orthogonal to the preceding com-
ponents. So it is a variable reduction procedure.  

Algebraically, principal components are particular linear combinations of the p 
random variables X1, X2, …, Xp. Geometrically, these linear combinations represent the 
selection of new coordinate systems obtained by rotating the original system with X1, 
X2, …, Xp as the coordinate axes[17], shown as follows: 

 
                                                                                 
 

the new axes represent the directions with maximum variance and provide a simpler 
and more parsimonious description of the covariance structure.  

2.3 Logistic Regression 

After conducting PCA, we used logistic regression to discover which components 
contribute the most to the discriminant process. Logistic regression determines the 
impact of multiple independent variables presented simultaneously to predict mem-
bership of one or other of the two dependent variable categories.  

Let the dependent variable Y be either 0 or 1, and X = { , , } be the inde-
pendent variables, the goal of logistic regression is to determine the probability P 
(Y|X) ∈ [0, 1] of Y given independent variables X [17]. The logistic regression model 
is as follows: ln  ln 1   

where the odds ratio  1  

denotes the ratio of probability of 1 to the probability of 0. Because we were trying to 
detect consumer vocabularies of adverse drug reactions here, we needed to discrimi-
nate threads that include the ADRs we were interested in from those did not. There-
fore, all the threads have been classified into two groups according to if consumers 
discussed about certain ADRs in the threads [2]. By running logistic regression, we 
can find out the predictive power of each component for differentiating threads re-
lated to ADRs from others. Furthermore, from the components identified as relevant 
predictors, we can identify terms with high loadings as potentially candidates for new 
ADR expressions.  
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2.4 Human Review 

After PCA and Logistic Regression, we could find a number of potential ADRs  
expressions from consumer-contributed content. However, not all of these terms are 
necessarily related to ADRs. At this step, we utilize the human judgment based on 
domain expertise to further review and screen out the real ADRs-related terms. In 
addition, human annotators need to review the threads in which these detected terms 
occur to explore different ways that consumers were using them. The commonly used 
expressions involving these terms will be identified as new ADRs signals. 

2.5 Experiment Evaluation 

After human review, these newly discovered expressions about ADRs will be eva-
luated in terms of their ability to actually detect ADRs in consumer-contributed  
content. For this purpose, we need a test set of data points labeled as positive and 
negative instances (i.e., threads related to and not related to ADRs). We can compare 
the extended lexicon with the original lexicon for detecting ADRs related threads 
based on metrics such as precision, recall, and F-1 measure. It is worth noting that our 
proposed approach for ADRs signal extension is an iterative process. Once shown 
effective for improving ADRs detection, the extended lexicon will replace the  
existing lexicon for future iteration of detection and extension.  

3 Experiment 

3.1 Dataset Preparation 

In this study, we conducted an experiment to evaluate our proposed approach for 
ADRs signal extension. We collected online discussion threads of three drugs, Biaxin, 
Lansoprazole, and Luvox, from MedHelp, one of the most popular health social net-
working websites. MedHelp provides a platform for people to share needs for better 
medical information and support. In the Drugs section of MedHelp, users can start a 
thread of a certain drug with a post, on which all users can comment. There are up to 
thousands of threads under each drug. We selected the drugs with more than 500 
threads of discussion, and collected all the original posts and comments of these 
drugs. A highly parallelized automatic web crawler was used to collect the data.  

Table 1. Data Summary 

Drug Name # Threads # Threads Labeled 1 # Threads Labeled 0 # Terms 

Biaxin 686 222 464 1272 
Lansoprazole 592 214 378 1245 

Luvox 570 362 208 1265 

 
Online discussion threads were composed of natural language. Natural language 

processing techniques, including stop-words removing and stemming, were used to 
preprocess the data. Then for each drug, the data was represented into a term by 
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thread matrix. All the threads were divided into two groups according to if the threads 
included signals of any of the three adverse reactions we are interested in, including 
diarrhea, heart disease, and depression. If one thread included signals of ADRs, it was 
labeled as 1; otherwise, it was labeled as 0. This step was achieved by matching the 
original ADR lexicon with the threads to identify signals of ADRs. Error! Reference 
source not found. summarizes basic statistics of the data, including the total number 
of threads and terms for each drug, and number of threads in each group. The value of 
each cell in the matrix was the TF-IDF of the term in the corresponding thread. This 
step was done using a Java program which imported a WEKA filter package.  

3.2 Consumer Expressions Extraction 

We use SPSS 19 software package to perform PCA. Taking Lansoprazole as an ex-
ample, 231 components with eigenvalues greater than one were extracted out from 
1245 unique terms, which explained 87.78% of the variance. 

Then the logistic regression was performed in SPSS. There were 231 components 
in total extracted in the PCA, so we need to decide which variables to choose for 
processing before generating the logistic regression model. This can be done by se-
lecting certain logistic regression variable selection method in SPSS. In this case, the 
“Forward: Conditional” method was used to include variables based on their  
significance. 

By running logistic regression in SPSS, 52 components were selected out of the 
231 components to generate the model. Component 1 was included in the first step, 
then Component 83, followed by Component 9 etc. As more components were added 
into the function, the accuracy increased. After 52 components were all included, the 
categorizing accuracy reached 89.4%. Table 2 shows top 5 Variables in the Equation 
table in terms of the Exp(B) score. The Exp(B) column represents the odds ratios for 
the predictors. For example, with all other variables constant, a thread with one unit 
greater value in component 1 than another group is 51.407 times more likely to be 
categorized into group 1, which means the thread contains signals of ADRs.  

Table 2. Top 5 Varibales in the Equation Table 

 B S.E. Wald df Sig. Exp(B) 

FAC1_1 3.940 .471 69.820 1 .000 51.407 

FAC19_1 1.024 .274 13.992 1 .000 2.785 

FAC59_1 .921 .182 25.710 1 .000 2.513 

FAC6_1 .904 .229 15.597 1 .000 2.470 

FAC10_1 .823 .198 17.349 1 .000 2.277 

 
By looking at the above table, we can conclude that component 1 has the highest 

predictive capability, which is almost as 25 times as that of component 19, in separat-
ing the threads into the two different groups, and the value of component 1depends  
on the terms with high loadings in this component. Using the component matrix  
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produced in PCA, we can identify the terms that affect the value of component 1. In 
this step, human review is required to check the terms with high loadings in compo-
nent 1 to select candidate terms of adverse reactions used by most consumers. Two 
human annotators were recruited to review the terms. For example, terms such as feel, 
down, heart, attack, anxiety, and problem were selected from component 1. Then 
human annotators went back to the threads where these terms were found to examine 
how consumers used these terms and identified expressions like feel down, heart at-
tack, heart problem, and anxiety disorders were used by consumers when they were 
talking about side effects of heart disease and depression. After the human review and 
annotation process, these expressions were added into the lexicon. 

3.3 Evaluation 

In order to evaluate the effectiveness of the methods, we compared the ability of iden-
tifying ADRs related threads between original ADRs lexicon and extended lexicon. 
The original lexicon was generated by searching the adverse reaction terms in CHV 
Wiki1 to get the consumer expressions in CHV. We used the same dataset of discus-
sion threads of the three drugs, Biaxin, Lansoprazole, and Luvox for evaluation.  For 
each drug, we detect if one thread was talking about any one of the three adverse reac-
tions, including diarrhea, heart disease, and depression, by matching the threads with 
the lexicon. 

Gold Standard and Metrics 
The goal of evaluation is to compare the original and extended lexicons, so we needed 
to set up a gold standard. The same two human annotators set up a gold standard for 
the evaluation. First, we randomly selected 165 threads for Biaxin, 185 threads for 
both Lansoprazole and Luvox from the data. Next, the two human annotators manual-
ly went through all the selected threads to review whether each thread talked about 
any one of the three ADRs. Finally, weighted Kappa measure was computed to ex-
amine the reliability of the generated gold standard. Weighted Kappa measure is a 
statistical measure extended from Kappa measure for computing inter-rater agreement 
or inter-annotator agreement for qualitative (categorical) items [18]. It has a maxi-
mum value of 1 which indicates a perfect agreement between two raters and a value 
of 0 representing total disagreement. In general, a weighted kappa measure value 
larger than 0.8 is considered to be a very good agreement between the two raters. In 
this experiment, the weighted Kappa measure value was 0.86, which means the two 
annotators had a very good agreement and the gold standard was reliable. When disa-
greement happened, the two human annotators would discuss about their opinions 
until they reached a consensus. 

In this work, we use precision, recall, and F-1 measures as the metrics in our  
experiment: 

Precision = TP / (TP + FP), Recall = TP / (TP + FN) 
F-1 measure = 2 × Precision × Recall / (Precision + Recall) 

                                                           
1 http://consumerhealthvocab.chpc.utah.edu/CHVwiki/ 
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where TP, FP, FN are the number of true positives, false positives, and false  
negatives, respectively.  

Results and Discussion  
Table 3 shows the evaluations results. As we can see in the table, most of the preci-
sion decreased while the recall increased, which reflected the trade-off relationship 
between precision and recall. This can be explained by the expansion of the lexicon. 
When useful adverse reaction expressions were added into the lexicon, some noise 
might also be included. In terms of F-1 measure, the value increased a lot for all the 
ADRs except diarrhea. 

For the ADR diarrhea, it turned out that the lexicon expansion did not improve the 
performance of detecting ADRs threads, but rather led to a poorer performance. How-
ever, this is not hard to understand after closely examining the results. For diarrhea, 
the algorithm using the original lexicon has already produced quite satisfactory re-
sults.  The values of precision, recall, and F-1 measure are nearly all over 0.8. This 
means that the original lexicon for adverse reactions was already quite good for de-
tecting diarrhea. Including any other terms into the lexicon could increase the possi-
bility of having false positives. For example, we identified that dizziness was de-
scribed by some consumers as one of the symptoms of diarrhea. However, it turned 
out that dizziness might happen with diarrhea, but being dizzy did not necessarily 
mean having diarrhea. Therefore, the extended lexicon may not be desirable for diarr-
hea. However, currently there is no benchmark to determine whether a lexicon is good 
enough so that there is no need for extension. This is one limitation of current study, 
but this could be a part of future work. By determining when to stop extending a  
lexicon, we can avoid such performance drop by adding noise into the lexicon. 

Table 3. Comparison Between Original and Extended Lexicon 

ADR Drug Name 
Precision Recall F-1 Measure 

Original Extended Original Extended Original Extended 

Diarrhea 

Biaxin 0.79 0.55 0.83 0.91 0.81 0.69 

Lansoprazole 0.84 0.59 0.90 0.93 0.87 0.72 

Luvox 0.80 0.40 1.0 1.0 0.89 0.57 

Average 0.81 0.51 0.91 0.95 0.86 0.66 

Heart  

Disease 

Biaxin 0.50 0.60 0.06 0.81 0.11 0.68 
Lansoprazole 0.75 0.47 0.09 0.47 0.17 0.47 

Luvox 0.09 0.56 0.04 1.0 0.06 0.71 
Average 0.45 0.54 0.06 0.76 0.11 0.62 

Depression 

Biaxin 0.29 0.50 0.19 0.95 0.23 0.66 
Lansoprazole 0.75 0.51 0.46 0.85 0.57 0.64 

Luvox 0.59 0.58 0.67 0.94 0.63 0.72 
Average 0.54 0.53 0.44 0.91 0.48 0.67 

 
For heart disease and depression, the performance of all three drugs was enhanced 

a lot after extending the lexicon. When extracting consumer vocabularies, we found 
that there were diverse expressions used by consumers, and most of them were very 
different from professional vocabularies. When talking about heart disease, consum-
ers may use expressions such as heart issues, heart problems rather than cardiac  
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disease. Sometimes they would describe detailed incidents as heat attack or irregular 
heartbeats. The discovery of all these terms reflects how consumers’ language in 
expressing health concepts is different from professional vocabularies. By extracting 
these expressions used by most consumers, we could not only detect signals of ADRs 
more accurately but also better understand the consumer health language and there-
fore contribute to the development of CHV. 

Overall, the proposed method is effective in identifying ADR expressions from 
consumer-contributed content. Not only can this method be useful for ADRs lexicon 
expansion to promote the ADRs signals detection performance, but also be applied to 
consumer health vocabulary extraction.  

4 Conclusion 

As consumers take increasing responsibility for their own health care, the language 
gap existing between consumers and healthcare professional presents a serious issue. 
Many efforts have been taken to build CHV to bridge the gap and facilitate health 
information consuming. Extracting health vocabularies used by consumer to express 
health concepts is a significant as well as challenging subtask in developing CHV. In 
this paper, we propose a semi-automatic method for identifying ADR expressions 
from consumer-contributed content. Not only can the extracted consumer health ex-
pressions be used for lexicon expansion to enhance the performance of ADRs signals 
detection, but also assist in developing CHV. 

In our future work, we will further extend the corpus by including more drugs and 
ADRs to extract more consumer health expressions. Moreover, although the key part 
of the task was finished automatically, the method still involved human efforts. 
Hence, another direction for future work is to develop techniques to automatically 
extract consumer health expressions from consumer corpus. 
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Abstract. Online healthcare forums are one of the major social media
in Health 2.0 for patients and caregivers to share personal experience
and to help each other. However, current forums do not support effec-
tive information search and thus users are unable to fully leverage the
rich information in the forums. In this work, we propose patient-centered
information extraction to better organize the information in the forum
and have developed a patient-centered medical information database ex-
tracted from a forum. In this system, the patients discussed on the forum
are identified and their shared medical information is aggregated and as-
sociated with the corresponding patients. The experimental evaluation
shows that our system can provide better information search results than
traditional approaches.

1 Introduction

Nowadays, Health 2.0, the web-based applications and services for healthcare,
has become very popular. In Health 2.0, forums are one of the major social
media where patients or their caregivers share personal experience, support and
encourage each other, and form patient communities. In a forum, a user, or a
post author, may publish a post, the smallest information unit in a forum. An
initial post and the replying posts submitted by the same or different authors
compose a thread, or a topic.

Online healthcare forums provide valuable information for patients, caregivers,
doctors and researchers. There is a large and increasing volume of user cases, evi-
dences, and facts shared by patients, which may provide insights to the research
on diseases and treatments. It is also an important resource for patients and
caregivers to seek for other patients with similar symptoms and to check what
treatments have been taken by or suggested for those patients for self-education
on their diseases and treatments.

However, currently the rich information on healthcare forums has not been
fully leveraged. While it is easy to share information by posts, and to browse
and read the posts shared by other patients, current technology does not provide
effective ways for a user to easily discover information that she is interested in,
in a large repository of posts. Let us look at two examples, both of which are
observed in questions issued by real users to the epilepsy discussion forum1.

1 http://epilepsyfoundation.ning.com/forum
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Consider a user who wants to check whether Vitamin can be used to allevi-
ate aggression, and would like to search the epilepsy forum for other patients’
experience to gain more knowledge. She would issue a keyword query “Vitamin,
aggression” on the forum. One approach commonly used in forums to support
information search is to consider each post as an information unit (like a docu-
ment) and to return a post if it contains the query keywords, referred as post-
based search in this paper. The Patientslikeme forum2 and WebMD forum3 are
mainly based on this method.

Adopting the post-based search, the information shown in Table 1 will be
missed from the result since there is no single post in this thread containing
both query keywords. For space reason, only post fragments are included in the
table. PostID is a post’s sequence number in a thread. For privacy concern, we
replaced the real AuthorID of the forum participants with C1, C2, and C3. The
ParentPostID is the PostID of the post that the current post replies to. For
example, the 4th post with PostID 4 replies to the first post with PostID 1.
However, when we read through posts 4 and 6 in this thread, we can see that
even though they are from different authors, they are closely connected and
collectively show that Vitamin B6 can help aggression, which could be caused
by Keppra.

As we can see, post-based search tends to put too strict criteria on search
and thus misses relevant results, that is, it suffers low recall. To improve recall,
an intuitive approach is to search forums using thread-based search: take each
thread as an information unit and consider a thread as relevant if all the posts
in the thread collectively contain the query keywords. This approach and its
variants have been used in the Healthboards message boards4 and the Epilepsy
forum. Thread-based search can identify the thread in Table 1 as relevant to
query “Vitamin, aggression”. However, it suffers other problems, as shown in
the following example.

Suppose a patient suffers seizure due to weaning, and would like to search
the epilepsy forum to learn how to cope with her problems from similar pa-
tients. She would issue a keyword query “seizure, wean”. Using the thread-based
search method, a thread with title “B6 wondering” will be returned, where some
fragments are shown in Table 2.

As we can see, this thread is returned as a query result since it contains a post
with PostID 6 and a post with PostID 11, which together contain both query
keywords. However, after reading these two posts, we find that keyword “seizure”
and “wean” are associated with different patients: C4’s mom and C5’s son. There
is no relationship between “seizure” and “wean” described in the thread, and
thus this thread is not useful for the user who searches for the information about
the seizure disease caused by weaning. As illustrated in this example, the thread-
based search tends to return some results that are not relevant to the user, that
is, it suffers low precision.

2 http://www.patientslikeme.com
3 http://exchanges.webmd.com
4 http://www.healthboards.com/boards
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From the above examples, we observe that existing approaches do not per-
form well for a user query with multiple keywords. We analyze those queries and
find that when a query contains multiple keywords, these keywords are expected
to have close relationships between each other. For instance, a query may in-
volve the relationship between a symptom and a disease, the relationship among
several symptoms, the relationship among multiple diseases, the relationship be-
tween a disease and treatments, or the relationship between a treatment and
side effects. To correctly find such relationships, it is critical that the matches
to query keywords refer to the same patient. However, post-based or thread-
based search does not consider who a keyword is associated with. They only
check syntactic information units, either a post or a thread. It is common to see
multiple posts refer to the same patient, and a thread contains information of
multiple patients. Therefore the root cause of the low-quality results generated
by existing approaches is the mis-alignment between the syntactic information
unit (a post or a thread) that existing methods are based on and the semantic
information unit (a patient) that the query user refers to.

Table 1. Samples from one thread for the query “Vitamin, aggression”

Thread link: http://epilepsyfoundation.ning.com/forum/topics/katies-temper

PostID AuthorID Content
Parent
PostID

1 C1

Katie woke up a swinging her arms this morning and hitting things,very combative.
I just wished I knew if it was the Keppra she is taking that is making her do this.
She is VERY tempermental,alot of times I don’t know what to do with her.
...
She has in home therapys and her therapists the other day
was telling me it seems she has a sensory integration disorder.

Null

4 C2 Yes, Keppra can cause aggression. 1

6 C3
Have you tried giving her Vitamin B6 with the keppra??
It is supposed to help with the Keppra-rage.

1

Table 2. Samples from one thread for the query “seizure, wean”

Thread link: http://epilepsyfoundation.ning.com/forum/topics/b6-wondering

PostID AuthorID Content
Parent
PostID

6 C4
My mom is 59 and she takes keppra as well says that she gets tired very very early,
usually around 7 she’s just about ready for bed. She swears by keppra for
controlling both her Seizures and the auras.

1

11 C5
My son is weaning off keppra, but he’s still taking 250mgtwo times a day. (He was
on something like 1000mg and life was hell). He gets angry really fast- right after
taking his meds.

1

Table 3. Simplified records from the patient-centered medical information database

PatientID Note
Medical
Info ID

Medical Information

1 Katie 1 Katie woke up...

1 Katie 2 Yes, Keppra can cause ...

1 Katie 3 Have you tried giving her ...

2 C4’s mother 1 My mom is ...

3 C5’s son 1 My son is ...
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In light of this observation, we propose to mine the semantic information
unit - each individual patient and the associated information - from the posts.
Then a user query is processed with respect to the semantic information unit,
finding out the patients whose experience is related to query keywords and there-
fore can bring insights about the relationships among the keywords. We devel-
oped an information extraction system, which takes the original forum data as
the input, identifies the patients and the information associated with each in-
dividual, and outputs a patient-centered medical information database. Table 3
shows a simplified version of our database records extracted from the informa-
tion shown in Table 1 and Table 2. In Table 3, multiple pieces of information
from three different posts in Table 1 are identified to be associated with the same
patient. On the other hand, the information from post 6 and 11 in Table 2 is
extracted and associated with two different patients with different PatientIDs.
With such a patient-centered database, it is easy to find which patients are rel-
evant to a user query, thus improving the search quality achieved by post-based
or thread-based search. In our example, patient 1 corresponds to a relevant re-
sult to user query “Vitamin, aggression”, while none of them is relevant to user
query “seizure, wean”.

Related Work: There are existing studies [8,4] on improving the traditional
thread or post-based search on other types of forums, such as technical forum.
However, these types of forums are different from healthcare forum since their fo-
cus is topics rather than individuals described in the posts. Although the thread
structure information, such as the reply relationship, has been exploited in these
studies, they do not make deep NLP analysis to mine the semantic information
unit in the posts, like each individual patient in a health forum. Therefore, they
would have similar problems as post-based or thread-based search for the two
example queries discussed earlier.

2 System Overview

To build the patient-centered medical information database, we need to iden-
tify the patient mentions that refer to the same person and to associate and
aggregate the medical information with the corresponding patients. Our system
includes four major components. In person identification module, we discover all
the person mentions to find the potential patient mentions. Since it is difficult
to identify a patient from some individual person mentions, we apply person res-
olution to group all the person mentions into clusters such that all the mentions
in the same cluster refer to the same person. Then we make patient identifica-
tion based on all the information in each cluster of person mentions. At last, we
make medical information association for each identified patient from the posts.
State-of-art natural language processing (NLP) techniques and MetaMap tool
[2] in the Unified Medical Language System (UMLS) [6] have been integrated
into our system.
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2.1 Person Identification

This component takes sentences in posts as input and outputs person mentions.
Our method is based on the Stanford NLP [1] and MetaMap tool in UMLS.
First, all the person names identified by Named Entity Recognition (NER) and
pronouns (except “it”) identified by Part of Speech (POS) tagger are identified
as person mentions. For example, “Katie” and all “she” and “her” in post 1 in
Table 1 are identified as person mentions. Second, all the phrases extracted by
MetaMap with their semantic types belonging to “living beings” semantic group
will be identified as person mentions. For example, “son” in post 11 in Table 2
can be identified as a person mention since its semantic type is “family group”,
which belongs to “living beings” semantic group.

2.2 Person Resolution

This component groups the person mentions within a thread into clusters such
that each cluster includes all the mentions that refer to the same person. Stanford
deterministic co-reference resolution system [5], which was the top ranked system
at the CoNLL-2011 shared task, is used for generating the co-reference resolution
results. Since co-reference resolution is more general than person resolution, we
can easily extract the person resolution results from the co-reference resolution
results. For post 1 in Table 1, “Katie” and all “she” and “her” in this post will
be identified as co-referent.

In addition to person resolution within a post, we also incorporate the au-
thor information and the reply relationship between posts for inter-post person
resolution. First, we assume the same role with the same relationship with the
same author in the same thread refers to the same person. For example, if “my
son” has been mentioned by the same author in two different posts in the same
thread, we consider them as co-referent. Second, we transform one thread into
multiple multi-person conversation documents based on the reply relationship,
in which a post author is a speaker and the post content is analogous to the
utterance. In this way, the person mention in the replying post that refers to the
person in its parent post can be identified.

2.3 Patient Identification

This component identifies the patient mentions from the identified person men-
tions. We assume a person mentioned in a thread is either a patient or a
non-patient. Then we propose to combine the semantic role labeling (SRL) [3],
MetaMap, and a few patient identification patterns. We identify patients mainly
using SRL with Propbank [7] annotation. In addition, we also used 12 patient
identification patterns based on a sample data set. As shown in experimental
evaluation later, this small number of patterns, such as “take pharmacologic
substance”, “have disease or syndrome”, have a very high coverage in identify-
ing patients and scale well in a large dataset. Here “pharmacologic substance”
and “disease or syndrome” are two semantic types for medical phrase, which
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can be extracted from post content by MetaMap. For example, in post 1 in
Table 1, from “she has a sensory integration disorder” we can identify “she” is
a patient since “sensory integration disorder” has the semantic type “disease or
syndrome”. Note that all the co-referent person mentions will be identified as
patient mentions if at least one of them has been identified as a patient men-
tion. Therefore, “Katie” and all “she” and “her” in this post will be identified
as patient mentions.

2.4 Medical Information Association

This component associates the medical information with the closest patient or
person if no patient has been identified at all. Note that the medical information
in a replying post can also be associated with the patient mentioned in its parent
post if that replying post does not introduce a new patient that is closer to the
information. In Table 1, “aggression” in post 4 and “Vitamin B6” in post 6 are
both associated with “Katie” in post 1. Also note that no information should be
associated with “you” in post 6 or “I” in post 1 since they refer to the caregiver
“C1”, rather than a patient.

3 Experiments

To evaluate our system, we use the publicly available data in the epilepsy founda-
tion discussion forum, which is initiated and maintained by National Institute of
Neurological Disorders and Stroke (NINDS). We collected 9210 posts included in
911 threads (topics) published on the “Patient help patient” sub-forum by Nov.
2011. In this forum, the explicit quotation information has been used to identify
the reply relationship between two posts. Otherwise, by default, we consider all
the following posts in a thread reply to the first post in this thread, which follows
the assumption in the feature used in [9] that the following posts tend to reply
to the first one.

3.1 Query Set

Our query set includes ten multiple-keyword queries. In order to leverage real
user queries without introducing bias, we follow the method used in [4] to
randomly select queries. First, we find all the thread titles in the forum that
end with a question mark. Since such a title indicates that a user, the thread
initiator, is looking for answers to a question, it naturally represents as a user
query. We then extract keywords from these thread titles. Instead of using a
stopword list to filter out unimportant words, we choose MetaMap tool to ex-
tract phrases as the query keywords. The reason is that we want to identify each
medical phrase containing multiple words and treat it as a unit in query process-
ing. We randomly chose ten such thread titles with each corresponding to one
query. We only tested ten queries because it is extremely labor-intensive to gen-
erate the ground truth for each query, especially since some queries may involve
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a large number of threads, which may include an enormous number of posts.
Table 4 shows the chosen questions (thread titles) and the extracted keywords
for each query.

3.2 Ground Truth

We manually find the ground truth of relevant results for each query, based
on the analyzed user expectation as discussed in Section 1. We assume AND
semantics among all the keywords in a query. To generate the ground truth for
a query, we first define a relevant thread as a thread that contains all the query
keywords. Consider the intensive human labor, we randomly choose 30 relevant
threads for manual checking if a query involves more than 30 relevant threads.
Since a patient is a semantic unit, we find the relevant patients whose associated
information contains all the query keywords from the relevant threads. Then we
consider the posts that are associated with such patients and contain at least
one query keyword in the associated information as ground truth.

Table 4. Ten randomly chosen questions and keywords extracted from them

Query questions (Keywords are underlined)

1 can sz5 types change?

2 New Seizures...What does this mean?

3 Has your temporal lobe epilepsy become worse over time?

4
What is the difference in recordings between an ambulatory EEG

and nonambulatory EEG (without stimulus)?

5 Anyone have a child with Alternating Hemiplegia?

6 Has anyone tried Stiripentol with their kids?

7 Growth Spurt - Breakthrough seizures?

8 Vitamins to help with aggression???

9 Seizure due to weaning?

10 tonic clonic after flu virus?

Table 5. Evaluation for ten randomly chosen queries

Post-based Thread-based Patient-based

Query Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.978 0.379 0.547 0.509 1.0 0.674 0.764 0.698 0.73

2 0.973 0.379 0.545 0.477 1.0 0.646 0.702 0.695 0.698

3 1.0 0.059 0.111 0.378 1.0 0.548 0.923 0.706 0.8

4 1.0 0.333 0.5 0.5 1.0 0.667 1.0 1.0 1.0

5 1.0 0.286 0.444 0.636 1.0 0.778 1.0 0.714 0.833

6 1.0 0.5 0.667 0.5 1.0 0.667 1.0 0.5 0.667

7 1.0 0.063 0.118 0.087 1.0 0.16 0.8 0.75 0.774

8 1.0 0.429 0.6 0.28 1.0 0.438 1.0 0.714 0.833

9 1.0 0.534 0.696 0.349 1.0 0.518 0.716 0.658 0.686

10 1.0 0.3 0.462 0.455 1.0 0.625 0.6 0.3 0.4

Overall 0.995 0.326 0.491 0.417 1.0 0.589 0.851 0.674 0.752

5 “sz” is identified as “seizure” using the acronym list in
http://epilepsyfoundation.ning.com/forum/topics/acronym-thread.
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3.3 Comparison Systems

We compare the ground truth with post-based search, thread-based search, and
our approach, referred as patient-based search. Post-based search returns all the
posts each containing all the query keywords. Thread-based search returns all
the posts each containing at least one query keyword in a relevant thread. Our
patient-based search returns all the posts each containing at least one query
keyword associated with a relevant patient. Note that our approach shares the
same intuition as the ground truth, but automatically identifies patients and
automatically associate information to each patient. The quality of these auto-
mated processes has been evaluated.

3.4 Evaluation Metrics

We use standard evaluation metrics in information retrieval: precision (P ), re-
call (R), and f-measure (F1). Precision is the ratio of the number of correctly
returned posts to the total number of returned posts. The recall is the ratio of
the number of correctly returned posts to the total number of posts that should
be returned according to the ground truth. f-measure is defined as the harmonic
mean of precision and recall: F1 = 2∗P∗R

P+R .

3.5 Evaluation Results

The experimental results are shown in Table 5. It shows that post-based approach
has almost perfect precision as in most cases keywords in the same post refer to
the same patient and have close relationship, but it has very low recall. On the
other hand, thread-based search achieves perfect recall since we do not consider
the relationships of keywords in different threads, but it has a very low precision.
In contrast, our patient-based search has good precision and recall in general,
and achieves a much higher f-measure than the other two approaches.

We also analyzed the major reasons that affect our system performance. First,
some forum acronyms cannot be recognized, like “my DD” cannot be identified
as “my daughter”. Second, some patients cannot be identified by our system
due to informal language used in a forum and the limited context. Third, some
assumed reply relationships between posts are incorrect. We plan to leverage
the method proposed in [9] to extract more accurate reply relationships be-
tween posts. Fourth, the performance of the current NLP tools, especially the
co-reference resolution tool, is not perfect.

4 Conclusion and Future Work

To the best of our knowledge, this is the first work that makes patient-centered
information extraction on healthcare forum. By building a database of patient
information, we can process user search on the semantic units in the forum
(patients) rather than the syntactic units (posts or threads) and thus achieve
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high quality in information search. Our experimental evaluation verifies the
effectiveness of our approach.

In future, besides addressing the several problems that we analyzed in ex-
perimental evaluation discussed earlier, we will also investigate the following
issues to further improve our system. First, we will relax the AND semantics
and develop a ranking model that ranks the results based on the relevance of
the patients discussed in the results. Second, since obtaining a ground truth in
this application is extremely labor-intensive, we will also investigate obtaining
ground truth through crowdsourcing, where the challenge is how to design tasks
for the crowd and how to consolidate their opinions to obtain ground truth.

Acknowledgments. This material is based on work partially supported by
NSF CAREER Award IIS-0845647, IIS-0915438, an IBM Faculty Award and a
Google Research Award.
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Abstract. In a previous work, we analyzed the co-occurrence of HPV types in 6 
large studies with cervicovaginal samples, representing >32,000 women, to as-
certain if associations exist among HPV types and to guide policies on HPV 
vaccination and vaccine development. The data showed that more women either 
were uninfected by HPV or had multiple concurrent infections than could be 
explained by independent assortment, which could result from variance in 
health and exposure risk factors. Modeling exposure and immune competence 
proved unstable, so we used a randomized matrix based approach that obviated 
the need to understand the underlying risk factors. We randomized our source 
data while preserving increasing levels of fidelity to the original data structures 
to discover the type associations for HPV infection. We offer that this could be 
a generally useful technique for studying any type of association in biosocial 
science, e.g. between demographic, socioeconomic, or other variables. 

Keywords: statistical modeling, HPV, vaccine, risk, immune competence, ran-
domized matrix. 

1 Introduction 

In a previous work (Querec, et al. in revision), we took on a problem which had been ex-
tensively studied in the literature, but with conflicting results. The problem was to ascer-
tain whether there is evidence of HPV type associations in human infections. It quickly 
became apparent that the null model that had been used, i.e. types assorting in samples 
independently, was severely flawed [1]. By this null model, most 2 type combinations 
occur much less often than expected by chance, but combinations of 4 or more types are 
seen much more often than expected, and p-values exceeding the nominal significance 
threshold of 0.05 by hundreds of orders of magnitude were being reported. Later papers 
incorporated some confounding factors into more complicated models, but were limited 
by not having data on all possible confounders [2,3]. These papers also had mixed results. 

                                                           
* This work was performed by employees of the U.S. Government. The rights of this work are 

governed by title 17 U.S.C. 105. 
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We adapted methods for modeling species distribution among archipelago islands [4] 
into a statistically powerful and robust set of tools with potential use beyond analysis of 
viral associations. One way to improve upon a null model is to reproduce the observed 
data with either mathematically closed form (e.g. ordinary differential equation based) 
or simulation based (e.g. agent based) models. These can have the advantage of provid-
ing insight into the nature of how the data is generated. On the other hand, parameter fits 
to such models can be unstable because the parameters are unidentifiable from the data, 
or the fits can be poor in key parts of the domain of independent variables because the 
model dimension is too small, so that the model’s predictive value is in question. Fur-
thermore, data on all the confounding variables may not be available and/or a realistic 
model for generating the observed data may not exist. Moreover, building such compli-
cated models of the phenomenon might become so much of an endeavor in themselves 
that they detract from the ultimate objective of the study. We used an “end run” around 
the modeling issues to build statistically powerful tools for analyzing certain questions 
in the biological, physical, and social sciences – wherever the association of many va-
riables of interest needs to be studied. The goal of this paper is to focus on the computa-
tional methodology while the original paper focuses on the biology. We have leveraged 
the strengths of both Monte Carlo based and analytical statistics to build computational-
ly efficient and robust algorithms for testing statistical significance. 

2 Statistical Modeling 

2.1 Null Model 

Using an aggregate dataset of 6 different study populations for a total of over 30,000 
subjects with HPV results for 37 genotypes, we observed that multiple types do not 
co-occur with anything close to Poisson joint distributions assuming independent 
assortment, either in the data as a whole or in the individual HPV studies that we con-
sidered. Rather, multiple types occur much more frequently than would be expected at 
random (Figure 1 – expected data from Monte Carlo simulations). 

 

Fig. 1. Observed (•) vs. expected (×) distributions of multiple HPV types for (A) a national 
population based study (7012 subjects), and (B) a clinic based study (3828 subjects) 
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2.2 Exposure and Immune Competence Risk Model 

It is plausible to consider that the greater than expected frequency of multiple HPV 
types in the data is due to subgroups within each sample that accumulate multiple 
types because of increased risk of infection, poor viral clearance due to immune com-
promise, or both. A simple 4 parameter model was attempted which modeled both the 
increased risk (2 parameters: fraction of the population at increased risk and a coeffi-
cient of increased exposure to viral types) and the immune compromise (2 parame-
ters: fraction of the population immune compromised and a coefficient of decreased 
ability to clear infection). The parameters were then adjusted to match the observed 
frequency of type infections and co-infections. While these models replicated the 
original data much better than simple Poisson random assortment, the model was 
shown to be unstable in that increased fidelity to observed type combination frequen-
cies often yielded unstable solutions with physically impossible parameter estimates 
(e.g. greater than 100% of the at risk population having no immune protection at all). 
Other than difficulties with the parameter estimates, it would have been difficult to 
convince an audience of experts to believe the model, and hence the model would 
compromise the credibility of our results. 

2.3 Randomized Matrix Based Statistical Model 

Rather than building more complex models to try and control for the confounding 
factors within each sample population, we were able to achieve our original goal of 
determining association between HPV types using a randomized matrix based ap-
proach adapted from ecological studies [4]. In this approach, we randomized the orig-
inal matrix of observed type frequency data while preserving different amounts of the 
original data structure (Figure 2).  Curve fits to this randomized data help define the 
level of statistical significance with which various types are observed to co-occur.  

Figure 2 shows an example of the data randomization procedure. In all of the pro-
cedures, column totals (representing the frequency of each variable in the population) 
are preserved. The simplest model is to swap 1’s and 0’s in the original binary matrix 
preserving column totals only, shown at the top right of Figure 2. This model was not 
pursued as it did not yield realistic results, as is shown in Figure 1. The next model 
preserves row and column totals for the data matrix as a whole, but not within any 
subset or “strata” of the matrix (middle figure), and was dubbed the “non-strata” 
model. Finally, we can preserve row and column totals not just for the matrix as a 
whole, but within various strata and sub-strata of the data matrix. We chose to ran-
domize the matrix while preserving two types of strata: “study-strata” where each 
strata represents a different study in the aggregate data and so called “k-strata” where 
each strata has a unique integer number of multiple co-occurring types. Stratification 
was performed, for instance, because the different prevalences of the 37 HPV geno-
types in the 6 different study populations may confound analysis with randomization 
across study populations. Finally, the most high fidelity model we employed was the 
“study-k strata” model, where we randomized the data by preserving the k-strata row 
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Observed Variable

Subject 1 2 3 4 5 6
Row
Sums

A 0
B 1 1
C 1 1 2
D 1 1 2
E 1 1 1 3
F 1 1 1 3
G 1 1 1 3

Column
Sums

4 2 2 2 1 3 14

Fixed Column Margin
Permutated Variable

Subject 1 2 3 4 5 6
Row
Sums

A’ 1 1
B’ 1 1 2
C’ 1 1 2
D’ 1 1 2
E’ 1 1 2
F’ 1 1 2
G’ 1 1 1 3

Column
Sums

4 2 2 2 1 3 14

Observed Data

Permutated Data

Fixed Column and Row Margins
Permutated Variable

Subject 1 2 3 4 5 6
Row
Sums

A” 0
B” 1 1
C” 1 1 2
D” 1 1 2
E” 1 1 1 3
F” 1 1 1 3
G” 1 1 1 3

Column
Sums

4 2 2 2 1 3 14

Fixed Margins with Stratification
Permutated Variable

Subject 1 2 3 4 5 6
Row
Sums

A’” 0
B’” 1 1
C’” 1 1 2
D’” 1 1 2
E’” 1 1 1 3
F’” 1 1 1 3
G’” 1 1 1 3

Column
Sums

4 2 2 2 1 3 14

 

Fig. 2. Matrix randomization procedure starting from the observed data 

and column totals within each of the contributing studies. Thus a total of 5 different 
models, with increasing levels of complexity and fidelity to the original dataset, were 
employed. 

For the matrix randomizations themselves, we used the Vegan package [5] in the R 
programming language [6]. For all but the most trivial model, we used the ‘permats-
wap’ function to preserve higher order data structure. We used the trial-swap method 
to avoid the potential for bias in other fixed column/row sum algorithms. While the 
number of randomization steps were set to 1x107 for the ‘thin’ parameter, the ‘burnin’ 
parameter was set to 5x107, as this value was found to maximize Bray-Curtis dissimi-
larity values, indicating thorough matrix randomization (data not shown). 

2.4 Analysis of the Randomized Matrices 

We generated 1000 randomized matrices for each of the 5 models, and these served as 
the raw material for the method of assessing statistical significance in the observed 
data, which we now describe. Co-occurrences of HPV types were counted using a 
Perl script (Active Perl 5.8). The core feature of the script is that it counts all occur-
rence of types {x1, x2, …xk}, where k varies from 1 to n (the total number of interact-
ing variables being studied), whether or not other types are present in a given sample. 
The speed of the counting is greatly enhanced by an adaptation of Knuth’s “n choose  
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k” algorithm [7] modified for this purpose. Due to resource limitations on the 
workstation being used, matrices were processed in batches of 200 at a time and the 
results were combined using a different Perl script. Resources also limited the number 
of type combinations that could be exported and stored in separate files (in our study 
> 1x1011 type combinations were possible), so that we only output the Monte Carlo 
data for k ≤ 4 types. Our computational studies of the data showed that we could see 
nothing statistically significant in k ≥ 5 anyway (data not shown). 

Processing the counts generated in Perl was done with a combination of the JMP 
9.0 software (SAS Institute, Cary NC) and Mathematica 8.0 (Wolfram Research, 
Champaign IL). First cubic equations were fit to the raw Monte Carlo data as a func-
tion of simple frequency based counts (these are counts derived from the frequencies 
of the {x1, x2, …xk} only, i.e. assuming independent assortment). These are shown in 
Figure 3. Cubic equations fit the best and were the most parsimonious. Note that a 
different curve must be fit for each value of k and for each type of model. The fits are 
fairly snug and become tighter as you increase the number of input matrices, but fray 
somewhat as the models become more sophisticated and constrained. 

Analyzing the Monte Carlo data, it was discovered that the number of times a giv-
en type combination {x1, x2, …xk} was observed in each Monte Carlo run fit very 
well to a Poisson distribution. This greatly simplified the remainder of the analysis, 
because now we had a distribution upon which to base our computations of statistical 
significance, and we had an estimate of the lone parameter needed to specify that 
distribution from the Monte Carlo runs. 
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Fig. 3. Curve fits to data from 1000 matrix randomizations. Each black dot represents a given 
type combination for 2, 3, and 4 types. A cubic equation (red) always fit best. Quadratic and 
quartic (green, blue in the upper right) were tried in each case but not used. 
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To save ourselves from computing the cumulative density function (cdf) for the 
Poisson distribution potentially billions of times, we again used a curve fitting tech-
nique as shown in Figure 4. Significance boundaries for evenly log spaced values of 
the mean parameter are computed and then curve fit so they could be interpolated. 
Notice that the left tail boundaries (the counts below which you know that a combina-
tion is under-represented in the data) bottom out at zero for a fairly high mean para-
meter. For example in Figure 4, the graph shows that if the mean for the type combi-
nation in the Monte Carlo runs is 16 observations per randomized matrix, then even 0 
observations in the real data does not meet the significance standard of p ≤ 10-4. An 
example of the curve which interpolates the points in Figure 4 is shown in equation 1. 
Although equation 1 looks complicated, it is a power law with only 3 fitted parame-
ters, and it fit as well as shown to all of the Poisson generated cdf values.  
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Fig. 4. Curve fits to pre-defined p-value boundaries given a Poisson distribution mean “x”.  
Y-axis values indicate the number of counts needed for an event to be significantly over (right 
tail) or under (left tail) represented with a p-value of 0.0001. 

3 Results 

We started with a binary matrix of data indicating that certain types or variables 
would co-occur at certain rates, and set out to determine if those rates were more or 
less than would happen independently, at random. We paired each of the billions of 
possible type combinations {x1, x2,…xk} with a simple frequency based count – 
roughly the counts expected only by multiplying the type frequencies together. The 
simple frequency based counts were transformed into Monte Carlo mean observed 
counts (as in Fig. 3), and those in turn were further transformed into p-values (Fig. 4). 
A typical result for a given model (non-strata, in this case) is shown in Fig. 5.  
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As one can see in Fig. 5, in our study we have several results that exceed a signi-
ficance boundary of 10-4, both over and under observed. Further analysis revealed that 
only one type combination exceeded 10-8 (56 and 66, shown), and none were under 
observed at that level. We also observed that with increasing model complexity, the 
statistical significance of the observed outliers decreases (data not shown). The results 
could signify potential synergy or antagonism among types and provide input to both 
policy makers and next generation vaccine designers. 

 

Fig. 5. Volcano plot for observed HPV multiple type data. Only 3 strata are shown for clarity 
(2, 3, and 4 type combinations). The model used to compute the p-value boundaries only pre-
served the row and column sums for the entire dataset and not for sub-strata (non-strata model). 

4 Discussion 

The method presented here works well with a large number of interacting variables 
including those at low frequency, and so could be a better alternative to popular data 
mining approaches like market basket analysis. In fact, market basket analysis was 
tried on this data, but most of the association rules did not have enough support or 
confidence to meet minimum thresholds. The method was applied to matrices of  
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binary association data (where each variable is either present or absent in each sub-
ject), but there is nothing which prevents the method from being adapted for non-
binary data. 

The strength of the curve fitting is in reducing the number of Monte Carlo runs, 
which can be computationally very expensive, especially if the input matrix is large. 
The interpolation methods mean that not all observed variable associations need to be 
observed in the Monte Carlo runs for the method to work.  

Another benefit of the method is in the power of the statistics themselves. A com-
mon rule of thumb for Monte Carlo analysis is that the p-values computed can be no 
better than the inverse of the number of Monte Carlo runs analyzed. For example, in 
the HPV multiple types analysis, we randomized our input matrix 1000 times for each 
of the 5 null models, potentially limiting p ≥ .001. But this limit assumes non-
parametric statistics when, in fact, we do estimate parameters with our approach.  
Because our mean observed values in the type-associations data collapse to a well 
defined curve, and because the Monte Carlo data fit a Poisson distribution for each 
type combination, p-values ≤ .001 can reasonably be computed. 

Besides the analytical strengths of the method outlined here, there are other bene-
fits to medical, social, or behavioral study which might employ it. Other than the 
technical difficulties (e.g. of parameter estimation, dimensionality, etc.) involved with 
mathematical or simulation based modeling, models can be based on hidden assump-
tions or could suggest conclusions about the population that would be difficult to 
justify unless they could be proved with complete rigor. More specifically, modeling 
confounding factors to explain the association of population variables could involve 
making assumptions about how different subsets of the population associate, assump-
tions which could be controversial, extremely difficult to prove, and ultimately would 
detract from the analysis. Such difficult discussions about the nature and accuracy of 
the proposed model can be avoided and still allow one to answer central research 
questions using this method. 

Disclaimer. The findings and conclusions in this report are those of the authors and 
do not necessarily represent the views of the CDC. 

References 

1. Mendez, F., Munoz, N., Posso, H., Molano, M., Moreno, V., van den Brule, A.J., Ronderos, 
M., Meijer, C., Munoz, A.: Cervical coinfection with human papillomavirus (HPV) types 
and possible implications for the prevention of cervical cancer by HPV vaccines. J. Infect. 
Dis. 192, 1158–1165 (2005) 

2. Chaturvedi, A.K., Myers, L., Hammons, A.F., Clark, R.A., Dunlap, K., Kissinger, P.J., Ha-
gensee, M.E.: Prevalence and clustering patterns of human papillomavirus genotypes in 
multiple infections. Cancer Epidemiol. Biomarkers Prev. 14, 2439–2445 (2005) 

3. Vaccarella, S., Franceschi, S., Snijders, P.J., Herrero, R., Meijer, C.J., Plummer, M.: Con-
current infection with multiple human papillomavirus types: pooled analysis of the IARC 
HPV Prevalence Surveys. Cancer Epidemiol. Biomarkers Prev. 19, 503–510 (2010) 



192 B.M. Gurbaxani, T.D. Querec, and E.R. Unger 

4. Connor, E.F., Simberloff, D.: The Assembly of Species Communities: Chance or Competi-
tion? Ecology 60, 1132–1140 (1979) 

5. Oksanen, J., Blanchet, F.G., Kindt, R., Legendre, P., Minchin, P.R., O’Hara, R.B., Simpson, 
G.L., Solymos, P., Stevens, M.H., Wagner, H.: Vegan: Community Ecology Package, R 
package version 2.0-1 (2011), http://CRAN.R-project.org/package=vegan  

6. R Core Team: R: A Language and Environment for Statistical Computing, Ver. 2.14.1. R 
Foundation for Statisctical Computing. Vienna, Austria (2011)  

7. Knuth, D.E.: Generating all combinations and partitions. The art of computer programming, 
vol. 4, Fascicule 3. Addison-Wesley, Upper Saddle River (2005) 



A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 193–200, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

How Do E-Patients Connect Online?  
A Study of Social Support Roles in Health Social 

Networking 

Katherine Y. Chuang and Christopher C. Yang 

Department of Information Science and Technology  
Drexel University 

{katychuang,chris.yang}@drexel.edu 

Abstract. E-patients use online support communities as a way to meet other pa-
tients who have experienced or are currently undergoing similar health issues. 
In these communities they either seek social support or provide social support. 
This study incorporates the blockmodeling research technique for graphically 
representing the community member interactions as social positions in order to 
provide a clear picture of the network’s social structure. This analysis views 
network data from six lenses to compare three different computer-mediated 
communication formats (forum information, journal informational, notes infor-
mational, forum nurturant, journal nurturant, notes nurturant).  Results show 
that forum users are more likely to only be in the position of receiving or offer-
ing support, while journal users are often straddling both roles. Notes users tend 
to be recipients of messages. 

Keywords: health informatics, social media, social support, computer-mediated 
communication, social network analysis, blockmodeling. 

1 Introduction 

Positional metrics in a social network structure refers to a person’s social position in a 
group; a concept that comes from sociology describing the sets of actors with similar 
ties to others, which can be found using structural equivalence [1-3]. This metric re-
fers to the extent to which nodes have a common set of linkages to other nodes. How-
ever, nodes do not need to have ties to others in the same cluster to be considered 
structurally equivalent. This perspective of looking for social positions using the 
structural equivalence measure is a type ‘positional analysis’. In the social psychology 
field, positioning theory suggests that people use actions and speech when interacting 
with others, which develops into social roles [4]. For example a teacher may say 
something to imply herself as knowledgeable. 

Structural equivalence is valuable in measuring online support group data because 
not all relationships are equal, and categorizing individuals into social roles helps us 
to better understand factors in social support exchanges [5]. There are very few stu-
dies that use positional analysis to study these behaviors. In fact, previous research 
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studying communication patterns of online communities limit measurement to dis-
tance between various actors such as centrality and density and location measures 
such as in degrees and out degrees [6, 7]. The position of users in a social network has 
only been studied in a face-to-face environment [8].  

Two nodes in a network structure are considered equivalent (aka same position) 
when they have the same ties or communicate with the same nodes. Position is the 
collection of individuals similarly embedded in networks of relations (actors in simi-
lar social activity, ties or interactions) and represented as a block in a blockmodel. 
The role shows patterns of relations, which obtain data between actors or between 
positions (association among relations). The positions are typically displayed in a 
reduced matrix, which can tangibly show the active clusters as different from the 
inactive clusters. In the following sections, an introduction to positional analysis in 
online support groups will be given, followed by the approach for producing block-
models, and finally the results are presented with a discussion of these findings.  

2 Social Support Networks 

Treating social support occurrences as a variable that may occur as a resource ex-
changed between users in a social network rather than as given allows study of the 
social network as the subject and social support as the object of study [9]. In addition 
to this perspective, researchers have measured social capital, which are resources 
characterized by norms of reciprocity and social trust; social influence, where though-
ts and actions are changed by actions or words of others; social undermining, a 
process by which others express negative affect or criticism or hinder one’s attain-
ment of goals, companionship, sharing leisure or other activities with network mem-
bers; and finally social support, which is aid and assistance exchanged through social 
relationships and interpersonal transactions.  

This study measures the transfer of social support, or the aid exchanged through in-
terpersonal interactions in an online community. Understanding how it is transferred 
through multiple computer-mediated communication (CMC) formats could help re-
veal insights to how the user interface design impacts interpersonal communication. 
These niche social networking websites are valuable resources because of the benefits 
of support groups, such as inter-patient discourse and self-decision-making, improved 
health, and the betterment of the general quality of life. Users who participate are 
often motivated by the sense of community and empowerment [10, 11]. 

When measuring relationships among actors, the network approach can be used to 
consider (1) supportive ties anywhere in the network, (2) content, strength and sym-
metry of ties within a network, (3) structure of social support, and (4) characteristics 
of either network or components of the network [12]. Positional analysis shows roles 
and positions based on actor’s structural similarities and patterns of relations in mul-
tiple relational networks [3]. This paper describes the approach for measuring user 
activity based on the actor’s patterns of communication with multiple individuals in 
the network. 
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3 Methods 

Three data samples were used in this study, one from each of the CMC formats (fo-
rum, journal, notes) in the Alcoholism community from a three-month period. Inac-
tive users who posted less than two messages in each format were removed from 
analysis. The remaining data samples include 102 active users in forum networks, 62 
active users in journal networks, 40 active users in notes informational network and 
52 active users in notes nurturant network. 

Blockmodeling is a process of identifying social positions within a social network 
by representing them in a matrix format or reduced graph. A block is a section of the 
matrix indicating a cluster of individuals from the network that has similar ties to 
others in the network. A block can indicate one of a few types of positions depending 
on the number of ‘choices’ available and the number present in the block [13]. The 
procedure for constructing a blockmodel begins by selecting a number of partitions to 
cluster the nodes in a social network. Related studies used four partitions [13-14].  

Once partitioned, a blockmodel is represented in a matrix, with values either frac-
tional value for a density table (a matrix with blocks of densities, fractional values 
between the range of 0 to 1) or binary values in an image graph (a matrix coded with 
0 or 1). The difference between these two is the value presented. The advantage of 
using an image matrix is that it provides a simpler view, whereas a density table al-
lows a more custom selection of nodes present in a reduced graph based on the densi-
ty criterion (δ).  A density table can be used to construct the image matrix, with a 
standard density threshold of δ = 0.5, however one can select a different threshold to 
account for the non-perfect nature of structural equivalence in networks [15]. The 
social network data rarely contains (perfectly) structurally equivalent actors, so the 
block models based on structural equivalence are rarely perfect oneblock or perfect 
zeroblocks. By using the threshold density, the observed block would be coded as one 
block if is greater than or equal to the threshold (alpha) or coded as zeroblock when 
less than the threshold.  Interpreting the blockmodels can be done for both density 
table and image graphs.  The advantage of using image matrices is to show the type of 
position each node belongs to, whereas the advantage of using a density table can 
show the strength of relationship ties between position blocks.  

Matrices can also be represented graphically in a reduced graph indicated by nodes 
and ties, to highlight the typology of positions [13]. These typologies can be identified 
as Transmitters, Receivers, or Ordinary nodes [3]. Positions can also be labeled as 
Primary, Broker/Liaisons, or syncopates, or isolates [13-14]. In the results, nodes are 
referred to as Transmitters, Receivers, Carriers, or Isolates. 

4 Results 

The following six subsections report the results for each of the six networks (forum 
informational, forum nurturant, journal informational, journal nurturant, notes  
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informational, notes nurturant). Each user in the six networks was clustered into four 
and eight partitions to compare the two selections and reported as image graphs. The 
rows in each image graph represent the senders and the columns represent target 
nodes. 

Table 1. Summary of Block model positions (4-partitions), informational network 

 Total Isolates Transmit Receiver Carriers 
Forum 102 29 21 51 1 
Journal 62 47 4 6 5 
Notes 40 24 2 14 0 

Table 2. Summary of Block model positions (4-partitions), nurturant network 

 Total Isolates Transmit Receiver Carriers 
Forum 77 44 21 9 3 
Journal 102 75 10 13 4 
Notes 52 32 18 3 0 

4.1 Forum Format 

The forum network encompasses 102 active users over a three-month period. In the 
informational network, two edges in the reduced graph (Figure 1) show communica-
tion activity in a chain direction (cluster 1 to 2, cluster 2 to 4). This shows that the 
distribution of users either post a lot of messages and to a small subset or do not post 
to the community (isolates). The users in cluster 3 and 4 are most likely to be reci-
pients of support, which suggests lack of history as a member of the community. In 
contrast, users in cluster 1 tend provide support, which would indicate the veterans of 
the community. Cluster 2 contains one user, who speaks with both new and old mem-
bers, which is indicated by its carrier position. This user is a gatekeeper helps keep the 
conversation going for the entire community. Cluster 1 may be more selective about 
who they would they would message and topics they would contribute to, since the 
forum is a public space. There are more individuals in receiving position than trans-
mitters, which make sense because the conversation in a group is in a one-to-many 
direction.  

In the nurturant network, two edges remain in a chain pattern (Figure 4). Cluster 3 
is a transmitter block connected to the carrier block (cluster 1), which is connected to 
the receiver block (cluster 2). The network clusters in this forum nurturant network 
have similar pattern to the forum informational network in the chaining sequence. The 
direction of communication here similarly suggests that some users are may be selec-
tive about thread topics they want to participate in about but also the pattern of com-
munication fits the idea that the CMC is a one-to-many space. Along with the idea 
that users here tend to provide support rather than ask for support, the triangular pat-
tern of out-degrees suggest that users are comfortable with reaching out to strangers 
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with this CMC. A cluster that is a carrier is more likely to be commenting than a  
receiver, who starts a thread. This finding is consistent with the idea that people who 
start a thread in the forum are seeking answers. Conversations show that information 
support and nurturant support is exchanged in one direction, which suggests that  
social positions are either ‘seeking information’ or ‘providing information’. 

4.2 Journal Format 

The journal network contained 62 active users for the three month time period. In the 
informational network, a tight circle of communication appeared among three clusters 
(Figure 2). Three edges remain with one group of users composing a majority of the 
messages, another that is mostly on the receiving end, and another that engages in 
back and forth exchanges (cluster 2). The triangular pattern rather than chain suggests 
that a user that comments on a friend’s journal will very likely comment on multiple 
friends’ journals. And the same group of ‘friends’ will comment on the same journals.  

The results in the journal nurturant network show that blocks are active in small 
groups, similar to the journal informational network because of the triangular struc-
ture. There is one transmitter block (cluster 1), one receiver block (cluster 3), and one 
carrier block (cluster 2). Cluster 2 has a self-loop, which again indicates a majority of 
users communicating explicitly within their group. There are 4 individuals in this 
cluster, which makes it a small subset. The journal nurturant network blockmodels 
support the idea that journals are for friends who have conversations in small groups. 
The reduced graph demonstrates that cross-group links stay in small groups. There is 
not much ‘reaching out’ to random members of the entire network. The journal net-
work is more densely interrelated than the forum network, which is consistent with 
the idea that friends read each other’s journals and use that space for conversations. 

4.3 Notes Format 

The notes informational network contained 40 active users in a three-month period 
that posted notes to at least two friends. There is only one active block (cluster 3) 
acting as a transmitter, which only contained only two individuals. The lack of com-
munication between clusters for this network is not evident. This lack of cross-
communication suggests that friends usually post a note in a one-to-one manner rather 
than one to many. In contrast to the journal and forum informational networks, groups 
in this notes informational network tend pair up with another group in a one-way 
communication with an equal amount of receiver and transmitter nodes. There are 
also a higher proportion of isolate clusters (clusters 2, 4). This ‘paired’ communica-
tion patterns show that users will transmit information to a specific neighboring clus-
ter. This communication tends to be unidirectional, suggesting the ‘checking in’ type 
of behavior that friends will use to maintain an intimate relationship. Users also tend 
to be grouped into the social role of either providing or seeking support, or neither. 
This evidence supports the idea of users maintaining relationships with periodic 
check-ins. 
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In contrast, the notes nurturant network had 52 users across the three-month period 
that posted to at least two different friends’ walls. The reduced model has two edges 
to show two different transmitting blocks (cluster 1, 2) connected to receiving blocks 
(cluster 3). This nurturant network is different from the nurturant informational net-
work in the number of receiving and transmitting blocks. When viewed as a whole, it 
most of the users will post to a specific group or receive notes from users of limited 
clusters. This supports the idea that friends are likely to communicate through the 
notes format in a targeted manner. There are more transmitter nodes in this network 
compared to the notes informational network, which can suggest that in this format 
more users tend to compose emotional expressions rather than informational support.  

 

 

Fig. 1. Forum Informational 

 

Fig. 2. Journal Informational 

 

Fig. 3. Notes Informational 

 

 

Fig. 4. Forum Nurturant 

 

Fig. 5. Journal Nurturant 

 

Fig. 6. Notes Nurturant 

 

5 Discussion 

This study measured the transfer of social support, or the aid exchanged through in-
terpersonal interactions in an online community. Understanding how supports are 
transferred through multiple CMC formats could help reveal insights to how the user 
interface design impacts interpersonal communication. Results show varying levels of 
behaviors through multiple CMC formats in regards to social support exchanged for 
each type [16]. Positioning theory suggests that these differences can result because of 
the social role that results through repeated use of particular combinations of actions 
and speech when interacting with others, which develops into social roles [4]. Addi-
tionally, these differences in individual characteristics in a social network structure 
can be attributed to the design of the community software [7]. 
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Forum users are more likely to only be one position of either receiving or offering 
support, while journal users are often straddling both roles. Notes users tend to be 
recipients of social support. The journal network is more densely interrelated than the 
forum network, which is consistent with the idea that friends read each other’s jour-
nals and use that space for conversations. Notes users post to a specific group, which 
indicates that friends are likely to communicate through the notes format in a targeted 
manner. This evidence supports the idea of users maintaining relationships with peri-
odic check-ins. Users of notes format tend to compose emotional expressions rather 
than informational support. Users who participate in this online support community 
seem to be motivated by the sense of community, a connection of two concepts sug-
gested by other research studies [10, 11]. Future work can analyze specific roles of 
certain individuals to compare users operating under different CMC formats, in order 
to validate whether roles are attributed to the CMC format or the individual’s  
personality.  

6 Conclusion 

This paper reports findings on blockmodeling to compare social positions of users 
across multiple computer-mediated communication formats of an online health sup-
port community. Positional analysis is a metric based on who each individual com-
municates with regularly rather than activeness in the community based on a mathe-
matical measure, ‘structural equivalence’ to find social positions within a group. 
Results show that different social positions exist for each of the CMC formats, how-
ever a user tends to be in a role of providing informational support in the forum for-
mat, mixed support types in the journal format and receiving emotional support in the 
notes format. The technique can be used in other communities but the findings are 
only for this community using this approach and data.  
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Abstract. Significant efforts have gone into the development of statis-
tical models for analyzing data in the form of networks, such as social
networks. Most existing work has focused on modeling static networks,
which represent either a single time snapshot or an aggregate view over
time. There has been recent interest in statistical modeling of dynamic
networks, which are observed at multiple points in time and offer a richer
representation of many complex phenomena. In this paper, we propose
a state-space model for dynamic networks that extends the well-known
stochastic blockmodel for static networks to the dynamic setting. We then
propose a procedure to fit the model using a modification of the extended
Kalman filter augmented with a local search. We apply the procedure to
analyze a dynamic social network of email communication.

Keywords: dynamic network, stochastic blockmodel, state-space model.

1 Introduction

Many complex physical, biological, and social phenomena are naturally repre-
sented by networks. Tremendous efforts have been dedicated to analyzing net-
work data, which has led to the development of many formal statistical models
for networks. Most research has focused on static networks, which either repre-
sent a single time snapshot of the phenomenon being investigated or an aggregate
view over time. As such, statistical models for static networks have a long history
in statistics and sociology among other fields [2]. However, most complex phe-
nomena, including social behavior, are time-varying, which has led researchers
to consider dynamic, time-evolving networks.

In this paper, we consider dynamic networks represented by a sequence of
snapshots of the network at discrete time steps. We characterize such networks
using a set of unobserved time-varying states from which the observed snapshots
are derived. We propose a state-space model for dynamic networks that combines
two types of statistical models: a static model for the individual snapshots and a
temporal model for the evolution of the states. The network snapshots are mod-
eled using the stochastic blockmodel [5], a simple parametric model commonly
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used in the analysis of static social networks. The state evolution is modeled by
a stochastic dynamic system. Using a Central Limit Theorem approximation, we
develop a near-optimal procedure for fitting the proposed model in the on-line
setting where only past and present network snapshots are available. The infer-
ence procedure involves a modification of the extended Kalman filter, which is
used for state tracking in many applications [3], augmented with a local search
strategy. We apply the proposed procedure to analyze a dynamic social network
of email communication and predict future email activity.

2 Related Work

Several statistical models for dynamic networks have previously been proposed
by extending a static model to the dynamic setting in a similar fashion to our
proposed model [2]. Two such models include temporal extensions of the expo-
nential random graph model [1] and latent space model [13]. More closely related
to the state-space model we propose are several temporal extensions of stochas-
tic blockmodels (SBMs). SBMs divide nodes in the network into multiple classes
and generate edges independently with probabilities θab dependent on the class
memberships a, b of the nodes [5]. Yang et al. [15] propose a dynamic SBM in-
volving a transition matrix that specifies the probability that a node in class i at
time t switches to class j at time t+1 for all i, j, t and fit the model using Gibbs
sampling and simulated annealing. Ho et al. [4] propose a temporal extension
of a mixed-membership version of the SBM using linear state-space models for
the class membership vectors of node clusters. One major difference between
[4, 15] and this paper is that we treat the edge probabilities θab as time-varying
states, while [4, 15] treat them as time-invariant parameters. In addition, our
model allows for a simpler inference procedure using a Central Limit Theorem
approximation. We demonstrate the importance of the time-varying states for
analysis of a dynamic social network in Section 5.

3 Static Stochastic Blockmodels

We first introduce notation and summarize the static stochastic blockmodel
(SSBM), which we use as the static model for the individual network snap-
shots. We represent a dynamic network by a time-indexed sequence of graphs,
with W t = [wt

ij ] denoting the adjacency matrix of the graph observed at time
step t. wt

ij = 1 if there is an edge from node i to node j at time t, and wt
ij = 0

otherwise. We assume that the graphs are directed, i.e. wt
ij 	= wt

ji in general, and

that there are no self-edges, i.e. wt
ii = 0. W (s) denotes the set of all snapshots

up to time s, {W s,W s−1, . . . ,W 1}. The notation i ∈ a indicates that node i
is a member of class a. |a| denotes the number of nodes in class a. The classes
of all nodes at time t is given by a vector ct with cti = a if i ∈ a at time t.
We denote the submatrix of W t corresponding to the relations between nodes
in class a and class b by W t

[a][b]. We denote the vectorized equivalent of a ma-
trix X , i.e. the vector obtained by simply stacking columns of X on top of one
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another, by x. Doubly-indexed subscripts such as xij denote entries of matrix
X , while singly-indexed subscripts such as xi denote entries of the vectorized
equivalent x.

Consider a snapshot at an arbitrary time step t. An SSBM is parameterized
by a k × k matrix Θt = [θtab], where θtab denotes the probability of forming
an edge between a node in class a and a node in class b, and k denotes the
number of classes. The SSBM decomposes the adjacency matrix into k2 blocks,
where each block is associated with relations between nodes in two classes a and
b. Each block corresponds to a submatrix W t

[a][b] of the adjacency matrix W t.

Thus, given the class membership vector ct, each entry of W t is an independent
realization of a Bernoulli random variable with a block-dependent parameter;

that is, wt
ij ∼ Bernoulli

(
θtctictj

)
.

SBMs are used in two settings:

1. The a priori blockmodeling setting, where class memberships are known or
assumed, and the objective is to estimate the matrix of edge probabilities Θt.

2. The a posteriori blockmodeling setting, where the objective is to simultane-
ously estimate Θt and the class membership vector ct.

Since each entry of W t is independent, the likelihood for the SBM is given by

f
(
W t;Φt

)
=

∏
i�=j

(
θtcicj

)wt
ij
(
1− θtcicj

)1−wt
ij

= exp

{
k∑

a=1

k∑
b=1

[
mt

ab log
(
θtab

)
+
(
nt
ab −mt

ab

)
log

(
1− θtab

)]}
, (1)

where mt
ab =

∑
i∈a

∑
j∈b w

t
ij denotes the number of observed edges in block

(a, b), and

nt
ab =

{
|a||b| a 	= b

|a|(|a| − 1) a = b
(2)

denotes the number of possible edges in block (a, b) [6]. The parameters are given
by Φt = Θt in the a priori setting, and Φt = {Θt, ct} in the a posteriori setting.
In the a priori setting, a sufficient statistic for estimating Θt is the matrix Y t

of block densities (ratio of observed edges to possible edges within a block) with
entries ytab = mt

ab/n
t
ab. Y

t also happens to be the maximum-likelihood estimate
of Θt, which can be shown [6] by setting the derivative of the logarithm of (1)
to 0.

Estimation in the a posteriori setting is more involved, and many methods
have been proposed, including Gibbs sampling [8], label-switching [6, 16], and
spectral clustering [12]. The label-switching methods use a heuristic for solving
the combinatorial optimization problem of maximizing the likelihood (1) over the
set of possible class memberships, which is too large to perform an exhaustive
search.
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4 Dynamic Stochastic Blockmodels

We propose a state-space model for dynamic networks that consists of a tem-
poral extension of the static stochastic blockmodel. First we present the model
and inference procedure for a priori blockmodeling, and then we discuss the ad-
ditional steps necessary for a posteriori blockmodeling. The inference procedure
is on-line, i.e. the state estimate at time t is formed using only observations from
time t and earlier.

4.1 A Priori Blockmodels

In the a priori SSBM setting, Y t is a sufficient statistic for estimating Θt as
discussed in Section 3. Thus in the a priori dynamic SBM setting, we can equiv-
alently treat Y t as the observation rather than W t. The entries of W t

[a][b] are

independent and identically distributed (iid) Bernoulli (θtab); thus by the Central
Limit Theorem, the sample mean ytab is approximately Gaussian with mean θtab
and variance (σt

ab)
2 = θtab(1−θtab)/n

t
ab, where n

t
ab was defined in (2). We assume

that ytab is indeed Gaussian for all (a, b) and posit the linear observation model

Y t = Θt + Zt,

where Zt is a zero-mean iid Gaussian noise matrix with variance (σt
ab)

2 for the
(a, b)th entry.

In the dynamic setting where past snapshots are available, the observations
would be given by the set Y (t). The set Θ(t) can then be viewed as states of a
dynamic system that is generating the noisy observation sequence. We complete
the model by specifying a model for the state evolution over time. Since θtab is
a probability and must be bounded between 0 and 1, we instead work with the
matrix Ψ t = [ψt

ab] where ψt
ab = log(θtab)− log(1− θtab), the logit of θtab. A simple

model for the state evolution is the random walk

ψt = ψt−1 + vt,

where ψt is the vector representation of the matrix Ψ t, and vt is a random
vector of zero-mean Gaussian entries, commonly referred to as process noise, with
covariance matrix Γ t. The entries of the process noise vector are not necessarily
independent or identically distributed (unlike the entries of Zt) to allow for states
to evolve in a correlated manner. The observation model can then be written in
terms of ψt as1

yt = h
(
ψt

)
+ zt, (3)

where the function h : Rk2 → R
k2

is defined by hi(x) = 1/(1 + e−xi), i.e. the
logistic function applied to each entry of x. We denote the covariance matrix of
zt by Σt, which is a diagonal matrix2 with entries given by (σt

ab)
2. A graphical

representation of the proposed model for the dynamic network is shown in Fig. 1.

1 Note that we have converted the block densities Y t and observation noise Zt to their
respective vector representations yt and zt.

2 The indices (a, b) for (σt
ab)

2 are converted into a single index i corresponding to the
vector representation zt.
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Logistic
SBM

. . .

Fig. 1. Graphical representation of the proposed model. The rectangular boxes denote
observed quantities, and the ovals denote unobserved quantities. The logistic SBM
refers to applying the logistic function to each entry of Ψ t to obtain Θt then generating
W t using Θt and ct.

To perform inference on this model, we assume the initial state is Gaussian
distributed, i.e. ψ0 ∼ N (

μ0, Γ 0
)
, and that {ψ0,v1, . . . ,vt, z1, . . . , zt} are mu-

tually independent. If (3) was linear in ψt, then the optimal estimate of ψt in
terms of minimum mean-squared error would be given by the Kalman filter [3].
Due to the non-linearity, we apply the extended Kalman filter (EKF), which
linearizes the dynamics about the predicted state and provides an near-optimal
estimate of ψt. The predicted state under the random walk model is simply
ψ̂t|t−1 = ψ̂t−1|t−1 with covariance Rt|t−1 = Rt−1|t−1+Γ t. Let J t denote the Ja-
cobian of h evaluated at the predicted state ψ̂t|t−1. The EKF update equations
are as follows [3]:

Near-optimal Kalman gain: Kt = Rt|t−1
(
J t
)T [

J tRt|t−1
(
J t
)T

+Σt
]−1

Posterior state estimate: ψ̂t|t = ψ̂t|t−1 +Kt
[
yt − h

(
ψ̂t|t−1

)]
Posterior estimate covariance: Rt|t =

(
I −KtJ t

)
Rt|t−1

The posterior state estimate ψ̂t|t provides a near-optimal fit to the model at
time t given the observed sequence W (t). How to choose the hyperparameters(
μ0, Γ 0, Σt, Γ t

)
in an optimal manner is beyond the scope of this paper and is

discussed in [14, chap. 5].

4.2 A Posteriori Blockmodels

In many applications, the class memberships ct are not known a priori and must
be estimated along with Ψ t. This can be done using label-switching methods
[6, 16], but rather than maximizing the likelihood, we maximize the posterior
state density given the entire sequence of observations W (t) up to time t to
account for the prior information. This is done by alternating between label-
switching and applying the EKF.
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The posterior state density is given by

f
(
ψt |W (t)

)
∝ f

(
W t |ψt,W (t−1)

)
f
(
ψt |W (t−1)

)
. (4)

By the conditional independence of current and past observations given the cur-
rent state, W (t−1) drops out of the first term in (4). It can thus be obtained
simply by substituting h(ψt) for θt in (1). The second term in (4) is equivalent
to f

(
ψt |y(t−1)

)
because the class memberships at all previous time steps have

already been estimated. By applying the Kalman filter to the linearized tem-
poral model [3], f

(
ψt |y(t−1)

) ∼ N (
ψ̂t|t−1, Rt|t−1

)
. Thus the logarithm of the

posterior density is given by

log f
(
ψt |W (t)

)
= c− 1

2

(
ψt − ψ̂t|t−1

)T (
Rt|t−1

)−1 (
ψt − ψ̂t|t−1

)

+

k∑
a=1

k∑
b=1

{
mt

ab log
[
h
(
ψt
ab

)]
+
(
nt
ab −mt

ab

)
log

[
1− h

(
ψt
ab

)]}
,

(5)

where c is a constant term independent of ψt that can be ignored3.
We use the log-posterior (5) as the objective function for label-switching. We

find that a simple local search (hill climbing) algorithm [11] initialized using the
estimated class memberships at the previous time step suffices, because only a
small fraction of nodes change classes between time steps in most applications.
At the initial time step, we employ the spectral clustering algorithm of Sussman
et al. [12] for the SSBM as the initialization.

5 Application to Enron Email Network

We demonstrate the proposed procedure on a dynamic social network con-
structed from the Enron corpus [9, 10], which consists of about 0.5 million email
messages between 184 Enron employees from 1998 to 2002. We place directed
edges between employees i and j at time t if i sends at least one email to j during
week t. Each time step corresponds to a 1-week interval. We make no distinction
between emails sent “to”, “cc”, or “bcc”. In addition to the email data, the roles
of most of the employees within the company (e.g. CEO, president, manager,
etc.) are available, which we use as classes for a priori blockmodeling. Employees
with unknown roles are placed in an “others” class.

5.1 State Tracking

We begin by examining the temporal variation of the states, which we refer to
as state tracking. Recall that the states Ψ t correspond to the logit of the edge
probabilities Θt. We first apply the a priori EKF to obtain the state estimates
ψ̂t|t and their variances (the diagonal of Rt|t). Applying the logistic function, we
can then obtain the estimated edge probabilities Θ̂t|t with confidence intervals.

3 At the initial time step, ψ̂1|0 = μ0 and R1|0 = Γ 0 + Γ 1.
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(a) Week 59: a normal week
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(b) Week 89: CEO Skilling resigns

Fig. 2. Estimated edge probability matrices for two selected weeks. Entry (i, j) denotes
the estimated probability of an edge from class i to class j. Classes are as follows: (1)
directors, (2) CEOs, (3) presidents, (4) vice-presidents, (5) managers, (6) traders, and
(7) others. Notice the increase in the probability of edges from CEOs during the week
of Skilling’s resignation.
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Fig. 3. A priori EKF estimated edge probabilities θ̂
t|t
ab (solid lines) with 95% confidence

intervals (shaded region) for selected a, b by week. An increase in edge probabilities
between Enron presidents (a) occurs prior to a similar increase between those in other
roles (b) suggesting insider knowledge.
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Fig. 4. Comparison of ROC curves for link prediction on Enron data. True positive
rate denotes the fraction of actual edges that are correctly predicted, and false positive
rate denotes the fraction of non-edges that are predicted to be edges. The convex com-
bination of either EKF with the EWMA outperforms the EWMA alone by accounting
for block-level characteristics.

Examining the temporal variation of Θ̂t|t reveals some interesting trends. For
example, a large increase in the probabilities of edges from CEOs is found at
week 89. This is the week in which CEO Jeffrey Skilling resigned and is confirmed
to be the cause of the increased probabilities by examining the content of the
emails. Fig. 2 shows a comparison of the matrix Θ̂t|t during a normal week and
during the week Skilling resigned.

Another interesting trend is highlighted in Fig. 3, where the temporal variation
of two selected edge probabilities over the entire data trace with 95% confidence
intervals is shown. Edge probabilities between Enron presidents show a steady
increase as Enron’s financial situation worsens, hinting at more frequent and
widespread insider discussions, while emails between others (not of one of the six
known roles) begin to increase only after Enron falls under federal investigation.

A key observation from this analysis is the importance of modeling the edge
probabilities as time-varying states, as opposed to time-invariant parameters as
in [4, 15]. Indeed the temporal variation of the edge probabilities is what reveals
the internal dynamics of this time-evolving social network. Furthermore, the
temporal model provides estimates with less uncertainty than the static SBM,
with 95% confidence intervals that are 24% narrower on average.

5.2 Dynamic Link Prediction

Next we turn to the task of dynamic link prediction, which differs from static
link prediction [7] because the link predictor must simultaneously predict the
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new edges that will be formed at time t+ 1, as well as the current edges (as of
time t) that will disappear at time t+1, from the observations W (t). The latter
task is not addressed by most static link prediction methods in the literature.

Since the SBM assumes stochastic equivalence between nodes in the same
class, the EKF alone is only a good predictor of the block densities Y t, not
the edges themselves. However, the EKF can be combined with a predictor
that operates on individual edges to form a link predictor. A simple individual-
level predictor is the exponentially-weighted moving average (EWMA) given by
Ŵ t+1 = λŴ t+(1−λ)W t. Using a convex combination of the EKF and EWMA
predictors, we obtain a better link predictor that incorporates both block-level
characteristics (through the EKF) and individual-level characteristics (through
the EWMA). This can be seen from the receiver operating characteristic (ROC)
curves in Fig. 4. The a posteriori EKF slightly outperforms the a priori EKF
because the a posteriori EKF finds a better fit to the dynamic SBM via a better
assignment of nodes to classes than the a priori (assumed) assignment.

6 Conclusion

This paper proposes a statistical model for dynamic networks that utilizes a set
of unobserved time-varying states to characterize the dynamics of the network.
The proposed model extends the well-known stochastic blockmodel for static
networks to the dynamic setting can be used for either a priori or a posteriori
blockmodeling. The main contribution of the paper is a near-optimal on-line in-
ference procedure for the proposed model using a modification of the extended
Kalman filter, augmented with a local search. We applied the proposed inference
procedure to the Enron email network and discovered some interesting trends
when we examined the estimated states. One such trend was a steady increase in
emails between Enron presidents as Enron’s financial situation worsened, while
emails between other employees remained at their baseline levels until Enron fell
under federal investigation. In addition, the proposed procedure showed promis-
ing results for predicting future email activity. We believe the proposed model
and inference procedure can be applied to reveal the internal dynamics of many
other dynamic networks.
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Abstract. Social media users have finite attention which limits the
number of incoming messages from friends they can process. Moreover,
they pay more attention to opinions and recommendations of some friends
more than others. In this paper, we propose LA-LDA, a latent topic
model which incorporates limited, non-uniformly divided attention in
the diffusion process by which opinions and information spread on the
social network. We show that our proposed model is able to learn more
accurate user models from users’ social network and item adoption be-
havior than models which do not take limited attention into account. We
analyze voting on news items on the social news aggregator Digg and
show that our proposed model is better able to predict held out votes
than alternative models. Our study demonstrates that psycho-socially
motivated models have better ability to describe and predict observed
behavior than models which only consider topics.

Keywords: social media, diffusion, link analysis, influence.

1 Introduction

Information overload has been drastically exacerbated by social media. On sites
such as Twitter, YouTube and Facebook, more videos and images are uploaded,
blog posts written, and new messages posted than people are able to process.
Social media sites attempt to mitigate this problem by allowing users to sub-
scribe to, or follow, updates from specific users only. However, as the number of
friends people follow grows, and the amount of information shared expands, the
information overload problem returns.

Though social media contributes to the information overload problem; how-
ever it also creates opportunities for solutions. We can apply statistical tech-
niques to social media data to learn user preferences and interests from obser-
vations of their behavior. The learned preferences could then be used to more
accurately filter and personalize streams of new information. Consider social
recommendation: when a user shares an item, e.g., by posting a link to a news
story on Digg or Twitter, he broadcasts it to all his followers. Those followers
may in turn share the item with their own followers, and so on, creating a cas-
cade through which information and ideas diffuse through the social network.

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 211–220, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



212 J.-H. Kang, K. Lerman, and L. Getoor

By analyzing these cascades, who shares what items and when, we can learn
what users are interested in and use this knowledge to filter and rank incoming
information.

The generic diffusion process described above ignores two important elements:
(i) users have finite attention, which limits their ability to process recommended
items, and (ii) users divide their attention non-uniformly over their friends and
interests. Attention is the psychological mechanism that integrates perceptual
and cognitive factors to select the small fraction of input to be processed in real
time [8,12]. Attention has been shown to be an important factor in explaining
online interactions [17,7]. Attentive acts, e.g., reading a tweet, browsing the web,
or responding to email, require mental effort, and since the brain’s capacity for
mental effort is limited, so is attention. Attention has been shown to impact
the popularity of memes [18,17], what people retweet [3,7] and the number of
meaningful conversations they can have [5]. Attention is important, because most
sites, including Digg and Twitter, display items from friends as a chronologically
sorted list, with the newest items at the top of the list. The more friends a user
follows, the longer the list, in average. A user scans the list, beginning at the
top, and if he finds an item interesting, he may share it with his followers. He
will continue scanning the list until he gets bored or distracted, which is likely to
happen before he had a chance to inspect all new items. While a user must divide
his limited attention among his friends, he does not divide it uniformly. Some
friends are closer or more influential [6,4]; therefore, their recommendations may
receive more attention, making them more likely to be adopted. Users may also
preferentially pay more attention to each friend depending on topic.

In next section we describe a diffusion mechanism that takes into considera-
tion the limited, non-uniformly divided attention of social media users. We use
this mechanism to motivate LA-LDA, a probabilistic topic model we introduce.
Next, we analyze voting on news items on the social news aggregator Digg and
show that our model is better able to predict held out votes than alternative
models that do not take limited attention into account. Our study demonstrates
that psycho-socially motivated models are better able to describe and predict
observed user behavior in social media, and may lead to better tools for solving
the information overload problem.

2 LA-LDA

Social Recommendation Setting. We begin by describing the social rec-
ommendation scenario we are modeling. We assume an idealized social media
setting, with U users who recommend to each other and adopt items A. Users
have interests X , and items have topics Z, with users more likely to adopt items
whose topics match their interests. In addition, each user u has Nfrds(u) friends
and can see the items friends adopted.

The social recommendation model we propose is dynamic, and describes a
number of user actions. A user u can share an item i at time t. An item could
be a link to an online resource that a user shares by tweeting it on Twitter
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or submitting for it on Digg. We assume that when an item is shared by u,
the recommendation is broadcast of all of u’s followers. A user u can share a
recommended item i at time t, for example, by retweeting the link on Twitter
or voting for it on Digg.

We also introduce the notion of a seed, the user who introduced the item into
the social network. For any item i, there is a set of seed users whose adoptions
diffuse through the social network along follower links, based on users’ interests.

Finally, what sets our model apart from previous models for social recommen-
dations is that we also model user’s attention. Users have limited attention and
may not attend to all the items their friends recommend. After attending to an
item, they may decide to adopt and share it. Once an item is shared, the limited
attention diffusion process continues to unfold.

In summary, in the context of social recommendation, limited attention im-
plies that users may process all items their friends recommend. How they limit
their attention depends on both their interests and their social network.

Probabilistic Model. We now introduce a topic model LA-LDA that captures
the salient elements, including the limited attention of users, of social recommen-
dation. Our model consists of four key components which describe user’s interests
(θ(u)), item’s topics (ψ(i)), user’s attention to friends on different interests (τ(u)),
and user’s limited attention (φ(u)). We assume there are Nu users, Ni items, and
each user u follows Nfrds(u) friends. Moreover, each user has Nx interests, and
each item has Nz topics.

The LA-LDA model is presented in graphical form in Figure 1(a). There
are four parts to the model representation: user level (θ, τ , φ), item level (ψ),
interest × topic level (π), and global hyperparameters (α, β, ρ, and η). Each
adoption of an item i by a user u has an associated item topic z, and user
interest x; Y denotes the friend(s) whose recommendations for i were adopted by
u. Variables A and Y are observed, while X and Z are hidden. User u’s interest
profile θ(u) is a distribution over Nx interests. Similarly, item i’s topic profile
ψ(i) is a distribution over Nz topics. Each user pays attention to different friends
depending on interests, so that for user u and interest x, there is an interest-
specific distribution τ(u,x) over frds(u). The distribution of user u’s attention
over both Nx interests and frds(u) is captured by φ(u). Finally, each interest
x and topic z pair has an adoption probability π(x,z) for items. The generative
process for item adoption through a social network is shown in Figure 1(b).

Inference. The inference procedure for our model follows the derivation of the
equations for collapsed Gibbs sampling, since we cannot compute posterior dis-
tribution directly because of the summation in the denominator. By constructing
a Markov chain, we can sample sequentially until the sampled parameters ap-
proach the target posterior distributions. In particular, we sample all variables
from their distribution by conditioning on the currently assigned values of all
other variables. To apply this algorithm, we need the full conditional distribution
and it can be obtained by a probabilistic argument.
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For each user u

Generate θ(u) ∼ Dirichlet(α)
For each interest x

Generate τ (u, x) ∼ Dirichlet(ρ)
For each item i

Generate ψ(i) ∼ Dirichlet(β)
For each interest x

For each topic z

Generate π(x, z) ∼ Dirichlet(η)
For each user u

For each adopted item i

Choose interest x ∼ Multinomial(θ(u))
Choose friend to pay attention to y

∼ Multinomial(τ (u, x))
Choose topic z ∼ Multinomial(ψ(i))
Choose item i ∼ Multinomial(π(x, z))

(a) (b)

Fig. 1. The LA-LDA model (user interest profiles(θ), interest-specific attention
profiles(τ ), item topic profiles(ψ), and adoption probabilities(π))

The Gibbs sampling formulas for the variables are:

P (Z(u,v) = k|Z−(u,v), X, Y,Au) ∝
nk
−(u,v) + β

n
(·)
−(u,v) + β ×Nz

nx,k
−(u,v) + η

nx,k
−(·,·) + η ×Ni

P (X(u,v) = j|X−(u,v), Y, Z,Au) ∝
nj
−(u,·) + α

n
(·)
−(u,·) + α×Nx

ny
−(u,j) + ρ

n
(·)
−(u,j) + ρ×N(frds(u))

nj,z
−(u,v) + η

nj,z
−(·,·) + η ×Ni

(1)

where nk
−(u,v) is the number of times topic k is assigned on item (u, v) excluding

the current assignment of Z(u,v), n
x,k
−(u,v) is the number of adoptions of item (u, v)

under item topic assignment k and user interest assignment of x, excluding the cur-
rent item topic assignment of Z(u,v), Au is the set of items adopted by user u, and
v ranges over the items in Au. (u, v) denotes the index of the vth item adopted by
user u. The first ratio expresses the probability of topic k for item (u, v), and the
second ratio expresses the probability of item (u, v)’s adoptionunder the item topic
assignment k and user interest assignment x. In the second equation, nj

−(u,·) is the
number of times user u pays attention to interest j excluding the current assign-
ment ofX(u,v) andn

y
−(u,j) is the number of times userupays attention to friend y on

interest x excluding the current assignment ofX(u,v). The first ratio expresses the
probability of user u paying attention to interest j and the second ratio expresses
the probability that user u pays attention to friend y on interest j. Our model al-
lows the algorithm learn each user’s interests by taking into account the limited
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attention on friends for certain interests from local perspective, while adopting is
given by user’s interest and item’s topic assignment from global perspective. To
make themodel simple we use symmetric Dirichlet priors.We estimate θ,ψ, π, and
φ with sampled values in the standard manner.

3 Evaluation on Synthetic Data

Our first set of experiments illustrate the properties of the LA-LDA model used
in conjunction with synthetic data. We used social network links among top
5,000 most active users in 2009 dataset, who are followed by in average 81.8
other users (max 984 and median 11). We begin generating synthetic data by
creating Ni items and Nu users according to the generative model.

We model the propagation of items through the social network over a period
of Nday days. We first choose a set of seeders (S%) from Nu users. Seeders
will be able to introduce new items into the network. We introduce a special
source node, which contains all of the items. Seeders will have the source node
as one of their friends. Every user u is assigned a fixed attention budget Vu,
which determines the total number of items from friends that u can attend to
in a day. For simplicity, we represent Vu as a function of a global attention
limit parameter vg and the number of friends user has. This is motivated by the
observation that, at least on Digg, user activity is correlated with the number
of friends they follow (the correlation coefficient is 0.1626–0.1701). Intuitively,
the number of items a user adopts is some fraction of the number of stories to
which a user attends; here, to simplify matters, we assume that user’s attention
budget is simply proportional to the number of friends she follows.

function Generate Synthetic Data
for day = 1→ Nday do

for u = 1→ Nu do
for attention = 1→ Vu do

choose interest x ∼Mult(θ(u))
choose friend y ∼Mult(τ(u,x))
choose a item i from y
choose topic z ∼Mult(ψ(i))
Adopt and share item with probability π(x,z)

end for
end for

end for
end function

Synthetic cascades are generated as follows. Each day, every user within her
allotted attention budget, will check to see whether her friends have any items
that match her interests. Initially, when the cascade starts, the source node is
the only friend, which has items, so only seed nodes will be able to adopt and
share items. However, as time progresses, and items begin flowing through the
network. Eventually users will exhaust their attention budget, without being able
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to attend to all the items that their friends shared with them. When user chooses
to attend to an item i that has been shared by a friend y, they choose without
replacement, so that an item will only be attended to once from a particular
friend y. However, we do allow a user to attend the same item from different
friends. Once an item has been chosen, the user will adopt (and share) the item
with probability πx,z.

By varying parameters (S and vg) and hyperparameters (α, β, η, and ρ) we
can create different synthetic datasets and we investigate how well we are able
to recover the user interests from the generated data using LA-LDA (or LDA)
model. We evaluate the performance of models by measuring the similarity of
the learned and the actual distributions by the average deviation between the
Jensen-Shannon divergence of their vectors. The average deviation is small when
two vectors are similar without considering the indexing of the interests.
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Fig. 2. The average deviation of user interest (θ) and item topic (ψ) with different
limited attention values (ρ and α) on synthetic. The top two figures show average
deviation between learned and actual θ when (a) α=0.05 and ρ=0.05, 0.1, 0.5, and 1.0
and (b) ρ=0.05 and α=0.05, 0.1, 0.5, and 1.0. The bottom two figures show average
deviation between learned and actual ψ when (c) α = 0.05 and (d) ρ = 0.05.

For comparison, we learned two different LDA models, one for user interests
and one for item topics. We learn the LDA for interest distributions of users
θ by viewing a user as a document and items as terms in a document, and we
learn the LDA for topic distributions of items ψ by setting item as a document
and users as terms in a document. We also ran LA-LDA to learn both θ and ψ
in accordance with that model. For generating the synthetic data, we set vg=2,
β=0.1, η=0.1 and S=30%) and varied α (0.05, 0.1, 0.5, and 1.0) and ρ (0.05,
0.1, 0.5, and 1.0). We applied the same hyperparameters used to generate the
synthetic data in the models.

The average deviation between learned and actual interests and topics of items
in the synthetic datasets are shown in Fig. 2. With large values of α, users al-
locate their attention uniformly over interests, so users are more likely to adopt
items on a variety of interests. Because of this adoption tendency, it is hard to
distinguish their interests. For small values of α, users pay attention to a limited
number of interests and more can be learned from their adoption behavior. That
is why both LDA and LA-LDA perform better for small α values. Similarly, large
values of ρ cause users to pay attention to their friends uniformly, while small
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values focuses users’ attention to a smaller subset of their friends. With large
ρ values, average deviations of both models are high, whereas for lower values
both models perform better. In all four cases, LA-LDA is superior to LDA in
learning interests distribution of users and topics distribution of items for all α
and ρ values.

4 Evaluation on Digg

We evaluate LA-LDA on real-world data from the social news aggregator Digg,
which allows users to submit links to news stories and other users to vote for (or
“digg”) stories they find interesting. Digg also allows users to follow the activity
of other users to see the stories they submitted or dugg recently. When a user
votes for a story, this recommendation is broadcast to all his followers. At the
time data was collected, users were submitting many thousands of stories, from
which Digg selected a handful to promote to its popular front page.

We evaluated two datasets The 2009 dataset [9] contains information about
the voting history of 70K active users (with 1.7M social links) on 3.5K stories
promoted to Digg front page in June, and contains 2.1M votes. At the time, Digg
assigned stories to one of eight topics (Entertainment, Lifestyle, Science, Tech-
nology, World & Business, Sports, Offbeat, and Gaming). The 2010 dataset [15]
contains information about voting histories of 12K users (with 1.3M social links)
over a 6 months period (Jul – Dec). It includes 48K stories with 1.9M votes. At
the time data was collected, Digg assigned stories to 10 topics, replacing the
“World & Business” topic with “World News,” “Business,” and “Politics”.

Before a story is promoted to the front page, it is visible on the upcoming
stories queue and to the submitter’s followers. With each new vote, the story be-
comes visible to that voter’s followers. We examine only the votes that the story
accrued before promotion to the front page, during which time it propagated
mainly via friends’ recommendations. In the 2009 dataset, 28K users voted for
3K stories and in the 2010 dataset, 4K users voted for 36K stories before promo-
tion. We focused the data further by selecting those users who voted at least 10
times, resulting in 2,390 users (who voted for 3,553 stories) in the 2009 dataset
and 2,330 users (who voted on 22,483 stories) in the 2010 dataset.
LA-LDA has six parameters: the number of interests (Nx) and topics (Nz)

and hyperparameters α, β, η, and ρ. The choice of hyperparameters can have
implications inference results. While our algorithm can be extended to learn
hyperparameters, here we fix them (0.1) and focus on the consequences of varying
the number of topics and interests (from 5 to 800). We estimate the performance
of model by computing the likelihood of the training set given the model for
different combinations of parameters. We took samples at a lag of 100 iterations
after discarding the first 1000 iterations and both algorithms stabilize within
2000 iterations. The best performance is obtained for Nx = 10 interests and
Nz = 200 topics in the 2009 dataset and Nx = 30 interests and Nz = 200 topics
in the 2010 dataset for both ITM and LA-LDA. LDA results in best performance
for 200 interests in the 2009 and 500 interests in the 2010 dataset.
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Evaluation of Learned User Interests. The topics assigned to stories by
Digg provide useful evidence for evaluating topic models. We represent user u’s
preferences by constructing an empirical interest vector that gives the fraction of
votes made by u on each topic. The empirical interest vector serves as gold stan-
dard for evaluating user interests learned by different topic models. We measure
the similarity of the distributions using average Jensen-Shannon divergence. In
both datasets, LA-LDA (2009 dataset: 15.11 & 2010 dataset: 28.71) outperforms
ITM [11] (36.38 & 36.01) and LDA [1] (37.72 & 55.43) models by learning user
interests that are closer to the gold standard.

Evaluation on Vote Prediction. We evaluate our proposed topic models by
measuring how well they allow us to predict individual votes. There are 257K
pre-promotion votes in the 2009 dataset and 1.5M votes in the 2010 dataset,
with 72.34 and 68.20 average votes per story, respectively. For our evaluation,
we randomly split the data into training and test sets, and performed five-fold
cross validation. To generate the test set, we use the held-out votes (positive
examples) and augment it with stories that friends of users shared but that were
not adopted by user. Depending on a user’s and their friends’ activities, there
are different numbers of positive (Nu

pos) in the test set. The average percentage
of Nu

pos in the test set is 0.73% (max 18%, min 0.02%, and median 0.13%),
suggesting that friends share many stories that users do not end up not voting
for. This makes the prediction task extremely challenging, with less than one in
a hundred chance of successfully predicting votes if stories are picked randomly.

We train the models on the data in the training set. Then, for each story i in
the test set, we compute the probability user u votes for it, given training data
D. For LDA, the probability of the vote on i is the probability of adopting ai:

P (ai|D) =
∫
θ

∑
x

P (ai|x)P (x|θ)P (θ|D) dθ (2)

For ITM, the probability that user u votes for story i is obtained by integrating
over the posterior Dirichlet distributions of θ and ψ:

P (ai|D) =
∫
ψ

∫
θ

∑
x,z

P (ai|z, x)P (z|ψ)P (x|θ)P (ψ|D)P (θ|D) dθdψ (3)

Finally, in the LA-LDA model, the probability user u votes for story i is:

P (ai|D) =
∫
ψ

∫
φ

∑
x,y,z

P (ai|x, z)P (z|ψ)P (x, y|φ)P (ψ|D)P (φ|D) dφdψ (4)

where the probability of a user’s vote is decided by the distribution of the user’s
limited attention over friends and interests φ and story’s topic profile ψ. We
evaluate performance of the models on the prediction task using average preci-
sion. Average precision at Nu

pos for each user is
∑

k=1,n Prec(k)/(Nuser
pos ), where

Prec(k) is the precision at cut-off k in the list of votes ordered by their likelihood.
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We divide users into categories based on their activity in the training set.
The first category includes all users and the remaining categories include users
who voted for at least 7.5%, 15%, and 25% of the stories in the training set.
While LA-LDA outperforms baseline methods in all cases, its comparative ad-
vantage improves with user activity. When there is little information about user
interests, the precision of all methods is ranges from 1%–3%. As the amount
of information about user interests, as expressed through the votes they make,
grows, performance of all models improves, but that of LA-LDA improves much
faster. LA-LDA correctly predicts more than 30% of the votes made by the most
active users, as compared to 11% of the randomly guess.

Average 2009 Data 2010 Data
Precision All users ≥7.5% ≥15% ≥25% All users ≥7.5% ≥15% ≥25%

random 0.0192 0.0477 0.0617 0.1092 0.0111 0.03619 0.0557 0.1054

LDA 0.0209 0.0440 0.0621 0.1107 0.0182 0.0415 0.0562 0.1117

ITM 0.0220 0.1100 0.1526 0.2693 0.0244 0.1363 0.1763 0.2370

LA-LDA 0.0224 0.1164 0.1677 0.3204 0.0376 0.1368 0.1881 0.3154

Submitter 0.0379 0.0873 0.1138 0.1517 0.0283 0.0483 0.0746 0.1257

Max 0.0789 0.0964 0.1240 0.1707 0.0702 0.0733 0.1080 0.1616

ITM+Submitter 0.0241 0.0904 0.1311 0.1889 0.0381 0.0845 0.1121 0.1816

ITM+Max 0.0257 0.0977 0.1471 0.2365 0.0482 0.1243 0.1645 0.2436

One may ask whether a simple attention allocation heuristic could predict
votes as well as LA-LDA, but at a reduced computational cost. We answer
this question by presenting results of four experiments studying the effect of the
influence heuristic on the prediction task. In the first experiment, predicted votes
for each user are sorted based the influence of the submitter, the first user to
post the story on Digg. In the second experiment, they are sorted based on the
influence of the most influential (max ) voter. The third experiment investigates
the effect of including either influence heuristic into the ITM model. In this
case, the vote probability given by Eq. 3 is multiplied by relative influence (with
respect to the most influential user in the network) of the submitter or max
voter. When there is little information to learn user interests, using a simple
heuristic that a user votes for a story if a very influential user recommended
it, works well to predict votes, three to four times better than random guess.
However, as LA-LDA receives more data about user interests, it is able to learn
a model that outperforms the simpler influence-based models.

5 Conclusion

Traditional topic models have been extended to a networked setting to model
hyperlinks between documents [10], and the varying vocabularies and styles of
different authors [13]. Collaborative filtering methods examine item recommen-
dations made by many users to discover their preferences and recommend new
items that were liked by similar users ([14],[2]) and improve the explanatory
power of recommendations by extending LDA [16].
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We introduced LA-LDA, a novel hidden topic model that takes into account
social media users’ limited attention. Our work demonstrates the importance of
modeling psychological factors, such as attention, in social media analysis. These
results may apply beyond social media and point to the fundamental role that
psychosocial and cognitive factors play in social communication. People do not
have infinite time and patience to read all status updates or scientific articles on
topics they are interested in, see all the movies or read all the books. Attention
acts as an “information bottleneck,” selecting a small fraction of available input
for further processing. Since human attention is finite, the mechanisms that guide
it become ever more important. Uncovering the factors that guide attention will
be the focus of our future work.
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Abstract. We introduce the Networked Resource Game, a graphical
game where players’ actions are a set of resources that they can apply
over links in a graph to form partnerships that yield rewards. This in-
troduces a new constraint on actions over multiple links. We investigate
several network formation algorithms and find bilateral coalition-proof
equilibria for these games. We analyze the outcomes in terms of social
welfare and inequality, as measured by the Gini coefficient, and show
how graph formation affects these aspects of a networked economy.

1 Introduction

Graphical games that model social phenomena have been an emerging research
area applied to group consensus making, networked bargaining and trading
strategies. Here, we investigate the interactions of a society where actions are
resource-bounded, i.e., agents have limits on how they are able to act across their
network. We model the notion that people have a finite number of resources and
their network affects how those resources can be coupled with others’ resources
in order to produce rewards. One example of this is in professional networks
where agents need to form partnerships and the payoffs of the partnerships are
a function of the capabilities that each bring to the table.

In this paper, we introduce the Networked Resource Game, and study how
the structure of the network and its dynamics affect social welfare and inequal-
ity, measured by the Gini coefficient, of the resulting equilibria. For network
formation, we utilize Erdos-Renyi [13] and preferential attachment [1] models
and introduce several new algorithms as well. We introduce an algorithm to find
bilateral coalition-proof equilibria as Nash equilibria do not lead to reasonable
outcomes in this domain. In this context, we study how the various algorithms
affect social welfare and inequality and the impact of network properties on
performance.

2 Related Work

Graphical games [9] provide compact representation of multi-agent interaction
when players’ payoffs depend only on actions of agents in their neighborhood.
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It is known that finding Nash equilibria for graphical games is difficult even for
restricted structures [4]. Local heuristic techniques are commonly employed [7,3].
A seminal work in using agent-based simulation to study human interaction
was Axelrod’s tournament for Prisoner’s Dilemma [2]. Prisoner’s Dilemma has
also been studied in a graphical setting with simulated agents [11]. Dynamic
networked games based on the Ultimatum Game have also been investigated [10]
Research on identification and development of networks includes analyzing event-
driven growth [14] and inferring social situations by interaction geometry [6].
Other work has described algorithmic methods to discover temporal patterns
in networked interaction data [8]. Researchers have formulated efficient solution
methods for games with special structures, such as limited degree of interactions
between players linked in a network, or limited influence of their action choices
on overall payoffs for all players [12,15]. In terms of these work, our model takes
the networked interaction into a completely different domain, as we focus on
the influence of the structure and topology of the network, on the dynamics of
resource allocation in the network.

3 Networked Resource Game Model

The Networked Resource Game is characterized by a set of N players {pi}Ni=1,
a card distribution C, a graph G and a reward function R. Each player pi has
a set of cards Ci = {ci,1, . . . , ci,NC

i
} where NC

i is the number of cards for that
player. The cards represent a skill or resource that the player can play on a
link. Each card has a type which comes from a predetermined type set T , i.e.,
ci,j ∈ T ∀i, j. For simplicity, given a discrete type set, we can think of the type
as a color and that each card has a color. The graph is a set of edges over N
nodes, i.e., G = {eij} where eij refers to a link between players pi and pj . It is
possible that some players have no links associated with them.

The graph specifies the links over which players may play their cards. Here, we
include the restriction that a player may play at most one card on a link. Thus,
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Fig. 1. The Networked Resource Game
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the number of cards indicate a players ability to have multiple simultaneous
partnerships. It is possible that a player has more links than cards and also
more cards than links. Based on what cards are played on a link, each player
gets a reward specified by the function R(a, ā) which is the reward to a player
for performing action a on a link where the other player performed action ā. The
action space for player pi on link eij is Aij = Ci ∪ 0, where 0 indicates that the
player chose not to play one of their cards on that link.

The reward function has (|T |+ 1)2 inputs representing every combination of
actions, i.e., all card types and not playing a card, for each player. The Networked
Resource Game is similar to a standard graphical game, however, the action
space has restrictions over multiple links whereas in standard graphical games,
actions on link are independent. Here, we have the restriction that ∪jaij ⊂ Ci

where aij is player pi’s action on link eij . This states that a player cannot play
more cards than they have, which introduces a coupling over links.

An illustration of the game is shown in Figure 1. It shows a game involving
three card types (green, red and yellow). One can imagine that these cards
represent assets of value in an economy that yield different outcomes to each
contributor in partnerships. For example, green could represent capital, red could
represent skilled labor and yellow could represent unskilled labor.

4 Network Formation and Finding Equilibria

Network Formation. Here, we describe the algorithms that we use to create
our social network graphs and find equilibria for a given graph. Network forma-
tion is determined by various growth processes that describe how a link is added
to an existing graph. We describe four such models:

– Erdos-Renyi (ER): This is a baseline process where we add a link chosen
uniformly from those links that do not already exist in the graph.

– Preferential Attachment (PA): If the input graph has zero or one link,
we use the ER process. Thus, the network is seeded with two random links.
After this, to add a link, we choose a node randomly and consider the links
it could add to the graph, i.e., the set of links connected to the chosen node
that are not already in the graph. Each such link is given a weight equal to
the degree of the target node it connects to, and a link is chosen in proportion
to these weights. Preferential attachment models have been proposed as a
model that reflects how social networks are formed, particularly online.

– Most Free Cards (MFC): Each node is given an MFC score: the number
of cards it has minus the number of links it has, i.e., a measure of the number
of free cards for that player. The process selects a node uniformly from those
that have the highest MFC score. This node then chooses a link uniformly
from other nodes that have the highest MFC score. When the MFC scores
are all zero, the algorithm becomes ER.
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– Poor-to-Rich Chain (PRC): We first associate each player with a wealth
calculated as the sum of the value of their cards, where the value of each
card is the maximum reward obtainable from applying that card:

wi =
∑
c∈Ci

max
a∈T∪0

R(c, a)

We first create a chain, where agents are ordered by wealth with ties broken
randomly. Then, a player chosen uniformly from those with the highest MFC
score adds a link. The target node is the closest node in the chain with a free
card, i.e., an MFC score greater than zero. Again, ties are broken randomly.
When all MFC scores are zero, the algorithm becomes ER.

The various processes described above capture various degrees of control that
players may have over the network on which they play. In the ER and PA models,
players have no control over links. One may consider PA as player driven, but the
game properties (card, rewards) do not affect the formation of the links so the
processes are not strategic. The MFC model is a decentralized strategic model
where agents have partial information about the state of the world, namely the
number of cards and links for each player. The PRC model is a centralized
model that takes game parameters into account when making the graph and
incorporates a social structure onto the world where people with similar wealth
are more likely to be connected to each other.

Finding Equilibria. Given a game structure (cards, rewards, and a graph),
we would like to determine an appropriate outcome. Nash equilibria are often
considered as a solution concept for games and graphical games as well, however,
it has issues in the context of the Networked Resource Game. Consider the simple
example of four players in a fully connected graph where each player has one
card. Two players have a single red card and two players have a single green
card. Let the rewards for having two cards with same color on a link be 100 for
each player, two cards with different colors on the same link be 10, and all links
with one or zero links be worth nothing. Consider the situation where we have
two red-green links. Each player receives 10 and has no incentive to deviate, i.e,
move their one card to another link, because that would cause a loss of 10, even
though each player has a link to a player with the same color card.

Thus, in the Networked Resource Game, Nash equilibria lead to artificially
poorer results than one would expect if one was playing this game assuming
players could communicate over the links that they have. Thus, we consider
equilibria where players can make bilateral deviations. An equilibrium in this
context is a state where no player would choose to make a unilateral deviation
and no two players would choose to make a bilateral deviation. We use the
procedure below to discover such equilibria for a given game structure.

Each player first assigns cards randomly to available links. We then perform
action updates in a series of rounds. In each round, we order the set of links. For
each link, the players iterate back and forth on card choices for the link. On the
first iteration, the first player assumes that the other player plays one of their
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cards, chosen from all cards that player has, i.e., not necessarily the card being
played on the link currently. The first player then plays their best response on all
links given the cards that are played on all the links that they have. In the second
iteration and all following iterations, the acting player chooses their best response
to the cards that are being played on their link. This procedure continues until
an equilibrium is reached for that link or we reach a preset limit of interactions.
We continue this procedure for all links in each round. The procedure terminates,
when at the end of a round, the joint actions are the same as the joint actions
in the previous round. The procedure continues for a preset number of rounds.
Finding equilibria in graphical games is a challenging problem. The algorithm
presented is sound in that if it terminates before reaching the preset number of
rounds, we know that the resulting joint action is an equilibrium for the game,
however, we may not find all equilibria.

Abstract algorithm FINDING-EQUILIBRIA for computing bilateral coalition-
proof equilibria

Algorithm FINDING-EQUILIBRIA
Inputs: one game structure(cards,rewards and a graph)

Outputs: bilateral coalition-proof equilibria

Each player first assigns cards randomly to available links

equilibria ← 0

for round ← 1 to n1

do order the set of links
num ← 1

repeat
(1)one player Pi assumes that the other player Pj

which links with Pi plays one of its cards

(2)Pi plays their best response on all links given the

cards that are played on all the links that they have

(3)Pj chooses their best response to the cards

that are being played on their link

(4)num ← num+ 1
until an equilibrium is reached for that link

or num = n2
if the joint actions = joint actions in the previous round
then return equilibria
else return -1

5 Experiments

We considered societies of 12 players. In each scenario, each player was given
a number of cards chosen uniformly from one to five: |Ci| ∼ U(1, 5). We had
three card types: green, red, and yellow. Card colors were selected indepen-
dently for each card using the following probabilities: P ([green red yellow]) =
[0.20 0.40 0.40]. There were two methods for selecting reward functions. In the
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baseline method, each reward for links with two cards on them were chosen
randomly: R(c1, c2) ∼ U(1, 1000) for c1, c2 ∈ T . Links with one or zero cards
gave zero reward to both players. In the alternate method, the reward for a
green-green link is replaced with 100 times the value of the maximum reward
of all the rewards in the baseline method. The latter is to investigate a society
where there is a significantly outlying reward available to a small number of peo-
ple if they make the right connections. It is for this reason that the green cards
occur at lower likelihood than the others. For a given game card and reward
structure, we would run our various network formation algorithms and generate
graphs of increasing size. Each network formation algorithm was run 10 times,
thus generating 10 graphs with the same number of edges for each process. For
each game structure (cards, rewards and graph) that resulted, we would find the
set of equilibria. For each graph, the equilibrium-finding algorithm was run 40
times and each run was ended if the algorithm didn’t terminate in 15 rounds.

For any single equilibrium, we calculated the social welfare as the sum of all
the rewards to all players and the Gini coefficient, a measure of income dispar-
ity [5,16]. The Gini coefficient measures the gap in the cumulative distribution
function (CDF) of total share of wealth as a function of percentile income be-
tween a uniformly wealthy society which would have a linear CDF and the CDF
of the society being investigated. Larger Gini coefficients indicate greater income
disparity. For each game structure, we calculated an associated social welfare
with the weighted average of social welfares of equilibria of that game structure,
where weights were the number of times the equilibrium was discovered. We
calculated associated Gini coefficients for each game structure similarly.

The Gini coefficient is normalized between zero (everyone has equal wealth)
and one (one person has all the wealth), but social welfare for each game is a
function of the reward matrix. We first solve the following integer program:

max
∑

(c1,c2)∈C2

nc1,c2 (R(c1, c2) +R(c2, c1))

such that
∑
c̃∈T

nc,c̃ ≤ nc ∀c ∈ T, nc,c̃ ≥ 0, ∀c, c̃

This considers all possible combinations of cards on a link (c1, c2) ∈ C2 and
maximizes the reward obtained for having a particular number of card combina-
tions on the graph (nc1,c2) with the rewards obtained for that card combination
(R(c1, c2) +R(c2, c1)), such that the number of card combinations of the graph
does not violate the card constraints, i.e., the number of cards of a particular
type (nc) and non-negativity of the number of combinations. This yields an up-
per bound on the social welfare because it allows multiple links between players
and links between cards of the same player. We use this to normalize social
welfares across different card and reward structures.

6 Results

Figure 2 shows how social welfare changes as a function of network forma-
tion algorithm and graph size. We did not show the error bars for clarity in
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presentation but we discuss significance below. We see that social welfare im-
proves as the society gets more connected for all algorithms. MFC and PRC
are significantly better than ER and PA. ER is slightly better than PA but the
result is not statistically significant. These results hold in both reward scenarios.
For baseline rewards, MFC and PRC both reach about 0.9 efficiency in social
welfare at about 18 links and do not improve much beyond that. We also see the
impact of network structure as the 28-link ER and PA graphs are less efficient
that MFC and PRC graphs that are half the size. We noticed that ER and PA
graphs are not easy to reach equilibria when the graph is larger than 30 links.
For alternate rewards, the efficiency is significantly smaller than the baseline
word, this could be the result of two factors: there are green-green links that are
not being formed, and our normalization could be overcounting the number of
potential green-green links.

Figure 3(a) shows how Gini coefficients change as a function of network forma-
tion algorithm and graph size. Inequality decreases as the network sizes increase.
For the baseline reward structure, MFC, PRC and ER are significantly better
than PA. The key change is that ER has jumped from the PA equivalence class to
the MFC/PRC equivalence class. We note that the Gini coefficient is relatively
flat after about 18 links. For the alternate reward structure, all the algorithms
are in the same equivalence class. This is because once a few green-green links
are formed, it is difficult to change the inequality of the world.

We then investigated the number of wasted cards in equilibrium, i.e., the num-
ber of cards that did not yield any reward to the player holding it. Figure 3(b)
shows the number of wasted cards as a percentage of the total number of cards
in a society. We see that wasted cards explains a lot of the phenomena in social
welfare. The MFC and PRC algorithm, which has an MFC component, waste
the fewest cards because that is part of their process. The others form links that
are not as useful in allowing players to use their cards. ER performs slightly
better that PA because it does not overload particular users with large numbers
of links. Thus as fewer cards are wasted, social welfare improves. This similarly
explains the Gini coefficient because as more cards are used, we have fewer users
with low or no rewards. Nevertheless, it is interesting to note that while ER

BASELINE REWARDS ALTERNATE REWARDS

Fig. 2. Social Welfare by Algorithm and Graph Size
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Fig. 3. (a) Gini Coefficient and (b) Wasted Card Percentage by Algorithm, Graph Size

wastes more cards than MFC and PRC, it does not perform worse in terms of
inequality. This remains an open question. Interestingly, with half the possible
links (33), we still have about 10% of cards being wasted.

Fig. 4. Social Welfare and Gini Coefficient by Average and Variance of Degree for
Baseline Rewards

We also looked at the impact of network properties on outcomes. Figure 5
shows social welfare and Gini coefficient as a function of the average and vari-
ance of the degrees of the nodes in the graph. Clearly, this will depend on the card
and reward structure. In our case, both average and variance of degree showed
similar curves in increasing social welfare and decreasing inequality. The inequal-
ity curves are similar in both reward structures and the social welfare curves are
close to the best performing algorithms as a function of graph size. One poten-
tial future direction is using these properties as part of the network formation
process because they may be more easily estimated than the requirements of the
processes we presented. We also plan on investigating games where more than
two players can collaborate. It is also a challenge to investigate appropriate out-
comes for graphs as the scale of the society grows as equilibrium discovery will
become more computationally demanding. We believe the Networked Resource
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Fig. 5. Social Welfare and Gini Coefficient by Average and Variance of Degree for
Alternate Rewards

Game is a good starting point for modeling and investigating the complexities
and design of economies of resource-bounded and socially networked agents.
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Abstract. Many social networks in our daily life are bipartite networks
that are built on reciprocity. How can we recommend users/friends to
a user, so that the user is interested in and attractive to recommended
users? In this research, we propose a new collaborative filtering model
to improve user recommendations in reciprocal and bipartite social net-
works. The model considers a user’s “taste” in picking others and “at-
tractiveness” in being picked by others. A case study of an online dating
network shows that the new model outperforms a baseline collaborative
filtering model on recommending both initial contacts and reciprocal
contacts.

Keywords: bipartite social network, reciprocity, online dating, user rec-
ommendation.

1 Introduction

Nowadays, online social networking and social media websites attract billions of
people [1]. These services not only change how people search and spread infor-
mation, but also have great impact on the way people get to know and interact
with each other. Along with their popularity and importance, the business values
of these websites are also well recognized. To improve users online experience
and boost their levels of activities or engagement, most of these websites deploy
recommender systems to help users find friends or other users of interest.

In the literature, many approaches for friend/user recommendation in social
networks utilize network structures. One popular idea along this direction is that
the more common neighbors two users share, the more likely the two users will
be connected [2]. In addition, other approaches based on network structural fea-
tures, such as the social balance in triad [3] and the multi-relational perspective
of social networks [4], have also been used for link prediction, including networks
with reciprocity [5]. However, these approaches do not directly apply to bipartite
social networks, in which there are two types of nodes and an edge only exists
between two nodes of different types. For example, in a heterosexual dating net-
work, only a male user can be connected to a female user. No matter how many
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Fig. 1. An example bipartite dating network

female common neighbors two male users share, there will be no edge between
the two male users.

Collaborative filtering (CF) has been used for recommendation in bipartite
networks that include both people and items [6], such as the consumer-product
network in Amazon.com. Recommendations are based on the similarity between
people or items. However, links in a consumer-product network are built in a
parasocial or unilateral way, because products can only be passively chosen by
people in sale transactions. By contrast, social networks consist of autonomous
people. Many social networks (e.g., Facebook and LinkedIn) are based on reci-
procity: a link between two users can only be established if both users agree to
be connected to each other. People in these reciprocal networks actively make
decisions to initiate or accept connections based on their own preferences. Lit-
tle research has tackled the problem of recommendation in bipartite reciprocal
social networks. [7] recognized the importance of reciprocity in online dating
recommendation and used data mining techniques for dating link prediction.

In this research, we propose a simple yet effective CF model to improve user
recommendation in reciprocal bipartite social networks. We evaluate the new
approach using metrics that reflect the effectiveness of recommending both uni-
lateral and bilateral connections.

The social network in an online dating website is used as a case study. In
addition to being a typical bipartite social network with strong reciprocity, on-
line dating is chosen for two other reasons: First, online dating websites are
very popular. In the U.S., 37% of all single Internet users looking for a partner
have visited an online dating website [8]. In 2011, it was estimated that the
online dating business is worth more than 2 billion British pounds [9]. Second,
user/partner recommendation is especially important in online dating. While
Facebook or LinkedIn users can directly search the names of their acquaintance,
users of online dating websites usually do not know many people in the social
network and rely more on recommender systems to find potential partners. Thus
by improving user recommendation, an online dating website could potentially
attract more users, improve their satisfaction, and generate more revenues.

2 The Proposed Approach

In a consumer-product network, products picked by a consumer collectively re-
flect the consumer’s preference. Similarly, looking at whom a user approaches
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through initial contacts in a dating network, we can infer the user’s personal
taste in dating partners (i.e., what type of partners she/he is interested in).
In addition to taste, another important factor in providing recommendations
for dating is attractiveness, which measures a user’s characteristics that make
her/him attractive to others. For example, Mike (a male user) can certainly ap-
proach all the female users that match his taste, but sending out these initial
contacts do not necessarily mean Mike will be happy at the end of the day. Mike
would like to approach female users that he likes, and get responses from these
females. It is Mike’s taste that affects whom he may approach through initial
contacts, and his attractiveness that determines whether he can get responses
or not.

Taste and attractiveness are like two sides of the same coin in a dating rela-
tionship. For example, if Mike (male) and Mary (female) are in a relationship,
it means Mary’s attractiveness matches Mike’s taste and vice versa. In other
words, reciprocity in a dating network means that there is a match of both taste
and attractiveness between two users. Leveraging reciprocity in online dating,
our research tries to improve dating partner recommendations by boosting a
user’s chance of getting responses.

2.1 The Dataset

The dataset used in this study comes from a popular online dating website. It
includes profiles and dating activities of 15,131 users in a U.S. city during a time
span of 196 days. We can represent user activities in the dataset as a bipartite
dating network, in which each user is represented as a node. Because the dataset
only contains information of heterosexual dating, an edge in the dating network
always connects a male and a female.

In this website, if user A is interested in user B, she/he could approach user
B by sending B a message. We refer to this as an initial contact from A to B.
If user B is also interested in A, she/he could respond by sending a responding
message back to A, which constitutes a reciprocal contact between the two users.
Figure 1 shows an example bipartite contact network among female and male
users. The dataset contains more than 180,000 initial contacts, 70% of which
are initiated by male users. Among all initial contacts, 24% of them eventually
became reciprocal contacts.

2.2 The Baseline CF Model

Before introducing our approaches, we briefly describe the baseline CF model.
The classic model has three components. The first component represents users’
dating activities in an N ×M contact matrix C. Among all users U , we define
users we would like to provide recommendation to as service users S, where
S ⊆ U . N = |S| is the number of service users, and M = |U | is the total number
of users (N ≤M). The model separates service users from all users because this
approach, as many CF approaches, relies on historical activities and works best
for users with enough online activities. In the binary matrix C, ci,j = 1 if user
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(a) Baseline CF
model

(b) Reciprocity-
only model

(c) The hybird model

Fig. 2. Contact matrices for the dating network in Figure 1. Only consider male users
as service users.

i approached user j through initial contacts. It does not matter whether user j
responded to user i or not. If user i did not sent any initial contacts to j, then
ci,j = 0. Thus, a row in the matrix represents a service user’s all activities in
initiating contacts and could reflect his/her taste. Considering only male users
as service users, Figure 2a shows the contact matrix for the dating network in
Figure 1.

The second component quantifies the similarity sp,q between service users p
and q. In other words, the similarity between two row vectors p and q in C are
measured. In this study, we use cosine similarity as the measure. High similarity
between two row vectors in the matrix indicates that the two corresponding
service users have similar tastes (i.e., approached similar users). Users of opposite
genders will have a similarity score of zero because they do not approach any
common users and their row vectors cannot have value 1 at the same column.

The third component finds potential dating partners based on user similarity
scores and the contact matrix. To provide recommendations for service user p,
the model iterates through each target user t (t ∈ U and t 	= p), with whom
user p has not interacted with, and calculates a success score between p and t as
Ep,t =

∑M
k=1 sp,k×ck,t. The higher the Ep,t score is, the more likely user t will be

recommended to user p. The model basically says that if user t is approached by
users whose tastes are similar to those of user p, then user t could be a potential
partner for user p.

2.3 The Reciprocity-Only Model

This model extends the baseline CF model simply by considering only reciprocal
contacts, which reflect both parties’ taste (or attractiveness). In its binary matrix
C, ci,j = 1 if and only if there is a reciprocal contact between user i and user j
(it does not matter who initiates the contact); ci,j = 0 otherwise, even if there is
an initial contact between i and j. This matrix can never have more 1s than the
matrix of the baseline CF model. As a result, a row in the contact matrix could
reflect the corresponding service user’s taste and attractiveness. An example of
the contact matrix is shown in Figure 2b. Similarity between service users is
calculated in the same way as the baseline CF model. High similarity between
two rows in the matrix means that the two corresponding service users have
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similar tastes (i.e., approached similar users) and attractiveness (i.e., responded
by similar users). The success score for recommending user t to user i is still
calculated in the same way as the baseline CF model. According to this model,
if user t is interested in and attractive to users whose tastes and attractiveness
are similar to user p, then user t could be recommended to user p.

2.4 The Hybrid Model

While the reciprocity-only model captures users’ tastes as well as attractiveness,
it has 2 limitations: (1) It loses information on users’ tastes and attractiveness
when an initial contact is not responded. For the example in Figure 1, M1 will
have an empty row vector and we cannot track his taste. (2) It fails to leverage
users’ preference reflected by un-responded contacts. For instance, when F2 chose
not to respond to M1’s initial contact, it suggests M1’s attractiveness does not
match F2’s taste. Then for users whose attractiveness is similar to M1, F2 may
not be a good candidate. The 2 limitations also have implications for calculating
the similarity between service users. For example, M3 and M4 have common
taste and attractiveness (albeit in a discouraging way) because both approached
F3 yet both failed to get responses. Such similarity between M3 and M4 is not
captured by the reciprocity-only model.

Thus we propose a hybrid model that considers both initial and responding
contacts. While theN×M contact matrix C is essentially a 3 dimensional matrix,
for the purpose of simplicity, we still denote it with a 2 dimensional one, whose
elements are vectors. Formally, ci,j is a 1 × 2 vector, i.e., ci,j =< ci,j,1, ci,j,2 >.
ci,j,1 = 1 if user i has sent a message (initial or responding) to user j (meaning
i’s taste matches j’s attractiveness); ci,j,1 = 0 if user i is not interested in j.
Similarly, ci,j,2 = 1 if user j has approached user i (meaning i’s attractiveness
matches j’s taste); ci,j,2 = 0 if user j is not interested in i. Similar to the
reciprocity-only model, we do not differentiate between initial and responding
messages and it does not matter who initiates the contact. An example contact
matrix for this hybrid model is shown in Figure 2c. Note that in the figure, if
user M3 does not respond to F4’s message, then c3,4 =< 0, 1 >.

Then how do we calculate the similarity between two service users (i.e., two
row vectors in the matrix)? We would like to measure such similarity based on
three factors: (1) two users are interested in similar users; (2) two users attract
similar users; and (3) two users reject or are rejected by similar users. Thus we

denote the similarity between service users p and q as sp,q =
∑M

k=1 f(cp,k, cq,k).
It is basically the aggregation of users p’s and q’s interaction with all other
users. Considering similarities in both taste and attractiveness, we would like
the function f(cp,k, cq,k) to meet the following criteria: f(< 1, 1 >,< 1, 1 >
) = f(< 1, 0 >,< 1, 0 >) = f(< 0, 1 >,< 0, 1 >) > f(< 1, 1 >,< 1, 0 >) =
f(< 1, 1 >,< 0, 1 >) > f(otherwise). In other words, users who share similar
taste and attractiveness should have higher similarity scores than those with
only similar taste (or attractiveness). Users whose taste and attractiveness are
both different will have the lowest similarity score. Thus we pick f(cp,k, cq,k)
as defined in Equation 1, where ⊕ represents exclusive OR operation. dgr(i) is
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the degree centrality of user i in the undirected and unweighted dating network.
Dividing by dgr(p) + dgr(q) normalizes the similarity function.

f(< cp,k,1, cp,k,2 >,< cq,k,1, cq,k,2 >) =

[(cp,k,1⊕cq,k,1)+(cp,k,2⊕cq,k,2)]∗[(cp,k,1+cp,k,2)∩(cq,k,1+cq,k,2)]
dgr(p)+dgr(q) (1)

To rank potential dating partners, we add a penalty factor when calculating the
success score of recommending user t to p using Ep,t =

∑M
k=1 sp,k × g(ck,t). The

introduction of function g(ck,t) (defined in Equation 2) is meant to reward a
match of both taste and attractiveness while penalizing a partial match of either
taste or attractiveness. In other words, potential partners who match the taste
and attractiveness of a user similar to a service user will get high success scores.
This is because these potential partners may be interested in and draw interests
from the service user. Meanwhile, potential partners who match only the taste
or attractiveness of users similar to a service user will get lower scores (by s) for
potentially unilateral interests between them and the service user.

g(ck,t) =

⎧⎪⎨
⎪⎩
1, if ck,t =< 1, 1 >;

1− s, (0 < s < 1) if ck,t =< 1, 0 > or < 0, 1 >;

0, otherwise.

(2)

In sum, the hybrid model extends the baseline CF model in two ways. First, it
considers both taste and attractiveness when calculating the similarity between
service users. Users with similar taste and attractiveness will have higher similar-
ity scores than those who only share common taste or attractiveness. Second, it
considers the match of both taste and attractiveness when recommending dat-
ing partners. Those who match both a service user’s taste and attractiveness
are more likely to be recommended than those who may only ignite unilateral
interests.

3 Evaluation and Discussions

We use two sets of metrics to evaluate the performance of our model. The first
set is based on initial contacts (IC ): IC Precision@K measures how many of
the recommended K users were approached by the service user); IC Recall@K
evaluates among all users approached by the service user, how many can be
ranked within top K. The second set of metrics focuses on reciprocity–whether an
initial contact is responded. Reciprocal-contact (RC ) Precision@K evaluates how
many of the recommended K users become a service user’s reciprocal contacts;
RC Recall@K measures among all users that responded to the service user’s
initial contact, how many can be ranked within top K by the recommender.

For the experiment, user activities from day 1 to day 100 are for training and
those from day 101 to day 196 are for testing. We pick users who have sent 5
or more messages in both training and testing periods as service users in this
case study. This step reduces N to 1,597. Figure 3 compares performance of the
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(a) IC Recall@K (b) IC Precision@K

(c) RC Recall@K (d) RC Precision@K

Fig. 3. Compare the performance of 3 models (the hybrid model with s = 0.6)

3 models on the four metrics. Overall, the hybrid model (with s = 0.6) has the
dominant performance and the reciprocity-only model is the worst.

The performance of the reciprocity-only model on IC-based metrics is not
surprising, because the model does not take advantage of all the information
about users’ tastes. However, it also fails to improve on RC-based metrics, as we
expect the model can increase the chance that a service user gets responses from
a potential partner. The performance of the reciprocity-only model illustrates
that only considering reciprocal contacts is not enough for providing effective
partner recommendations. A user’s taste, even when it is unilateral, can still be
valuable for recommending partners, no matter whether the goal is to recommend
unilateral or reciprocal contacts.

The hybrid model with s = 0.6 dominates the baseline CF model, as well as
the reciprocity-only model. On one hand, it outperforms the baseline on RC-
based metrics: the hybrid model offers average improvements of 17.41% on RC
precisions and 18.32% on RC recalls. The improvement is more obvious when K
value is low, which is desirable as a recommender usually cannot make too many
recommendations. On the other hand, the model’s performance on IC-based
metrics is as good as that of the baseline: the improvements on IC precisions
and recalls are 0.26% and 1.03% respectively.
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For the hybrid model, we try different values for the penalty factor s, ranging
from 0.1 to 0.9. When the s value is low, the model gets slightly better IC-
based metrics, albeit at the cost of lower RC-based metrics. Similarly, increasing
s will lead to better RC-based metrics and worse IC-based performance. This
makes sense because a recommender with higher s value will tend to recommend
more partners with matches in both taste and attractiveness, leading to higher
possibilities of forming reciprocal connections, and vice versa. For this specific
dataset, we pick s = 0.6 as it provides the most balanced performance on both
IC and RC-based metrics.

The hybrid model aims at recommending dating partners who are attractive to
and interested in a service user. The results show that the model can accomplish
this job. More specifically, if a service user approaches a partner recommended
by the hybrid model, he/she will have a better chance of getting responses. In
addition, this performance is achieved without compromising the model’s ability
to recommend partners that a user is unilaterally interested in (measured by
IC-based metrics).

The hybrid model’s better performance should be attributed to its consider-
ation of one’s taste as well as attractiveness. Based solely on taste, the base-
line CF model cannot capture a service user’s attractiveness and thus have bad
performance on RC-based metrics. The reciprocity-only model only considers
reciprocal contacts between two users but has two limitations: First, it loses
information of user’s taste because a large number of unresponded initial con-
tacts are ignored. Second, although it does explicitly utilize one’s attractiveness,
it only captures one’s partial attractiveness. In other words, a users attractive-
ness is reflected only when someone she/he approached is attracted by her/him.
However, an initial contact that does not get any response also carries informa-
tion of a users attractiveness (or strictly speaking, non-attractiveness to certain
users). The new hybrid model does not waste such information on a users taste
and attractiveness. Thus it could dominate the baseline and the reciprocity-only
models in recommending potential partners.

4 Conclusions and Future Work

In this research, we propose a new CF model to improve user recommendation
in bipartite social networks, where the formation of links depends on reciprocity.
This model leverages users’ historical activities in approaching others and getting
responses. Different from traditional CF approaches, the new model focuses on
users’ taste and attractiveness in establishing bilateral connections. The model
proposes new ways to calculate user similarity and to rank potential connections
based on the match of both taste and attractiveness.

Using an online dating network as a case study, we illustrate that the new
model can outperform the baseline CF model on recommending both unilateral
and reciprocal contacts. In other words, the new model can recommend partners
that matches a user’s taste and attractiveness. The implications of this research
are not limited to online dating only. It can also be incorporated into existing
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recommenders for other reciprocal bipartite networks, such as college admission
network (high school students and universities as nodes), job-hunting network
(applicants and employers as nodes), and so on.

There are also many possible directions for future research. We would like to
further validate the effectiveness and robustness of the hybrid model through sen-
sitivity analysis (e.g., change the pool of users, the testing/training periods, etc). It
is also interesting to compare our approach to othermodel-basedCF techniques. A
unique challenge for recommending partners in a dating network is to find whether
a user is still actively seeking partners.Once a user finds a goodmatch and starts an
offline relationship, she/hemaynot be active anymore.Recommending such a user
to others will mostly likely be unsuccessful. Thus we are interested in identifying
inactive users and filtering them out in the recommendation.
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Abstract. In this paper, we investigate whether the social roles of dia-
logue participants can be recognized through the social actions performed
by the participant in their interactions with others in the group. Specifi-
cally we focus on determining if a participant is the leader of the group.
We decompose the problem into identifying the social goals for partic-
ipant discourse segments. These social goals are represented through a
set of eleven psychologically-motivated social acts. We then model lead-
ership using a sociological-inspired model called social rank which takes
into account the social capital accumulated by the participant over the
course of a single dialogue. We explore these models in task-oriented di-
alogues communicated in English, Arabic, and Chinese and show that
the incorporation of social rank can improve precision of detecting the
leader by 14% in English, 8% in Arabic, and 4% in Chinese.

1 Introduction

Leaders in task-oriented groups provide guidance, push for success, and facilitate
discussion. The group affords a leader power granting the leader influence and
status within and over the group. Identification of group leaders and leadership
qualities is an important first-step in understanding the power structure of a
group.

Much attention has been given to pure network-based approaches (e.g. PageR-
ank [1]) to determining the power and influence an individual wields within an
online community [2, 3]. Recently, work in natural language processing has begun
addressing the question of power in dialogue through analysis of the messages
exchanged between individuals [4–7].

In this paper we examine a method for determining who the leader of a group
is using the interactions contained within a single dialogue. We determine the
leader through examination of the social actions performed by the dialogue par-
ticipants as evidenced through the linguistic expressions they employ. Using
these social actions, we rank participants using a metric we call Social Rank
which is roughly based on the sociological theories of social capital and group
stratification. We define Social Rank as the honor and prestige afforded to an
individual by others in the group which increases their status and power within
and over the group. We explore how Social Rank can improve over baseline and
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machine learning approaches for determining the leader in dialogues communi-
cated in English, Arabic, and Chinese.

2 Sociological Roots of Social Capital and Social Rank

The social rank of an individual is the honor and prestige afforded them by
others in the group. We base our idea of social rank on the theories of group
stratification formulated by Max Weber [8]. Weber’s Three-component theory
of stratification examines how wealth, power, and prestige work together in de-
termining the social power of an individual [8]. Weber defines wealth as the
economic resources available to an individual. Prestige is defined as the respect
a person is afforded by their status or position. The final aspect of Weber’s the-
ory is power. Power can come via a variety of ways. Realizations of power come
in two main types, formal power (power given to an individual by an authority)
and informal power (power based on an individual’s characteristics, e.g. exper-
tise, skills; [9]). In the case of identifying the leader, we are looking for power
over the task and discussion of the group.

One way in which social wealth and prestige can be determined is through an
individual’s social capital. Social capital originates from the field of Sociology. A
variety of definitions for social capital can be found in literature. The definition
of particular interest to task-oriented discourse and leadership revolves around
the role that cooperation and trust play in the collective results of the group.
We base our definition of social capital on Coleman [10], who describes social
capital as an employable resource of individuals. He states that social capital
is gained through the changing relations of individuals and in particular those
changes that cause action. Coleman describes three forms of social capital: (1)
Obligation, (2) Information, and (3) Norms and Effective Sanctions.

Obligation based social capital is gained by performing an action for another
where there is an expectation and trust that the other person will repay the
action. An individual is able to collect on the social capital they gained at some
point in the future, i.e. “call in a favor.” Information based social capital arises
when one uses their network to gain information, or expert knowledge, about
a topic. For example, someone interested in technology, but who does not have
the time to keep up with the latest trends, might use their friends to gain in-
formation. Unlike the obligation form of social capital, information-based social
capital has no expectation of being repaid in the future. Coleman’s final form
of social capital relates to the social norms and effective sanctions that govern
an individual’s actions. One of the more powerful forms of norms arises when
individuals act in the interest of the group instead of their own self-interest. The
rewards for adhering to this norm are often increased status, honor, and social
support. In the case of task-oriented groups this may be an increase in power or
even leadership.
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3 Computational Model of Social Capital and Social
Rank for Dialogue

An individual’s desire to reach their goals drives their predisposition to belong
to a group. A negotiation is performed between group members over the social
identity they assume within the group, which in the process transforms individ-
ual collaborators into a collective and cooperative group [11]. Based on these
social identities, individuals communicate and make social contacts within their
negotiated role. The social contacts affect individual and group productivity [12].
Furthermore, individuals build social capital based on the amount and type of
contact they make whilst in the group.

3.1 Social Actions

While the social contacts made by individuals in social networks are often explicit
through friending, liking, disliking, etc., in dialogue they are more likely to be
manifested through linguistic expressions of social intentions. We label the social
intentions of an utterance using social acts. Social acts are pragmatic speech acts
that signal a dialogue participant’s social intentions.

For calculation of social capital and social rank we have defined three cate-
gories of social acts: Cooperation, Support, and Hostility. Cooperation and sup-
port are designed to roughly capture the three forms of social capital discussed in
section 2. Cooperation is captured through the social acts of agreement, offering
gratitude, mediation, and solidarity. Support is captured through agreement,
group affordance, solidarity, and supportive behavior [13]. Finally, hostility is
used to capture the lack of prestige, social wealth, and power and individual has
within the group. Hostility is captured through social actions of undermining,
disrespect, relationship conflict, task conflict, and challenges of credibility. We
use the same definitions of and methodology for identification of these social acts
in text as [14, 15].

3.2 Social Capital

Based on Coleman’s [10] work, we have defined a measure of social capital based
on the actions performed by individuals in a single dialogue. In particular, we
posit that individuals who have higher levels of interactivity, cooperation, and
support will have higher amounts of social capital. Furthermore, an individual’s
social capital is increased by the capital they can collect from others due to
obligations, support, etc. More formally, we calculate social capital (SCap) for
an individual Pi as:

SCap(Pi) = α · I(Pi) + β · C(Pi) +
δ ·∑Pj∈A(Pi)

(S(Pj , Pi) · SCap(Pj))

N − 1
(1)

where N is the total number of dialogue participants; I(Pi) is the level of inter-
activity participant Pi had with the group; C(Pi) is the amount of cooperation
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Pi had toward the group; S(PJ , Pi) is the amount of support participant Pj

showed toward participant Pi; and A(Pi) is the set of participants who made
more affordances than detractions to Pi. The α, β, and δ parameters control the
effect of the individual components (interactivity, cooperation, and support) on
the social capital.

Increased interaction is one mechanism to build prestige and is needed to
gain obligation and information based social capital. Moreover, we posit that
a leader should have more interaction with group as they need to control the
group toward their outcome. I(Pi) is the interactivity of Pi which captures the
breadth of a participant’s interaction with the group and is calculated as:

I(Pi) =

∑
Pj �=Pi

Reply(Pi, Pj)

N
(2)

where Reply(Pi, Pj) means that there exists a turn (t) in which participant Pi

was the speaker and Pi was directing their message toward PJ (the target).
While groups require a small level of conflict to be there most productive

[16], it is generally agreed that cooperative groups are more likely to reach their
goals than non-cooperative ones [17]. As such, we posit that a leader is someone
who shows more signs of being cooperative than not. C(Pi) is the amount of
cooperation Pi shows towards other group members and is calculated as:

C(Pi) =

∑T
t=1(Speaker(Pi, t) · Caction(t)

TPi

(3)

where Speaker(Pi, t) returns 1 if Pi is the speaker of turn t, Caction(t) is the
number of social acts indicative of cooperation at turn t, T is the total number
of turns in the dialogue, and Tpi is the total number of turns by Pi the dialogue.

The affordance of power, or support of power, by group members to an in-
dividual is a sign of that individual’s power. Moreover, with these affordances
comes social capital with which an individual can borrow against. We capture
these affordances through signs of support from a participant Pj to Pi for par-
ticipants in the set A(Pi). A participant Pj belongs to set A(Pi) when the total
number of times Pj employs a positive (cooperative or supportive) social act
is more than they employ a negative (hostile) social act toward Pi, where co-
operative, supportive, and hostile are defined in section 3. In other words, the
participants in set A are those for whom Pi can gain social capital.

S(Pj , Pi) is the amount of support a participant Pj ( in set A(PI)) shows
towrd Pi and is calculated as:

S(Pj , Pi) =

∑T
t=1(Speaker(Pj , t) · Target(Pi, t) · Saction(t))

TPj

(4)

where Target(Pi, t) returns 1 if Pi is the target (i.e. who the utterance was
directed toward) for turn t and Saction(t) is the number of social acts indicative
of support at turn t.

Calculating social capital is done using an iterative algorithm, similar to that
used for PageRank [1] which is shown in figure 1.
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Iterative Method for Calculating Social Capital

1: Initialize SCap for each Person Pi at turn t = 0 to α · I(Pi) + β · C(Pi)
2: k = 0
3: do
4: k = k + 1

5: SCap(Pi; t = k) = α · I(Pi)+ β ·C(Pi)+
δ·∑

Pj∈A(Pi)
(S(Pj,Pj)·SCap(Pi;t=k))

N−1

6: until
(∑

Pi
SCap(Pi; t = k)−∑

Pi
(Pi; t = k − 1)

)
< ε

Fig. 1. The iterative method for calculating social capital

The calculation of social capital begins with each participant Pi in the dialogue
having an initial value equal to their interactivity and cooperation with the
group. The algorithm then performs a number of iterations updating the social
capital value for each Pi based on the social capital of the other participants in
set A(Pi). The process completes when the total social capital for the group at
iteration k changes less than ε from the total social capital at iteration k − 1.

3.3 Social Rank

Joining social capital with the concepts of Weber [8], we define social rank as a
metric for determining power, prestige, and status within in a group. Within the
confines of virtual online groups (excluding those taking part in a game, such as
World of Warcraft), economic resources, as are traditionally discussed within the
context of social rank and social class, are often of little consequence. Instead,
it is the social capital of an individual that defines their wealth. An individual’s
social capital facilitates their ability to affect change or action that makes them
wealthy in online settings. Thus, we formally define social rank (SRank) for a
participant Pi as:

SRank(Pi) = λ · SCap(Pi)−
γ ·∑Pj /∈A(Pi)

(H(Pj , Pi) · SCap(Pj))

N − 1
(5)

We define the negative argument of the social rank calculation as the social
detraction for participant Pi. We hypothesize that an individual who does not
follow their negotiated social identity creates conflict and hostility within in the
group. λ and γ are free parameters, which adjust the amount that the individual’s
social capital and social detraction play in determining their social rank.

Social detraction measures the amount of an individual’s disregard or deviance
from their agreed upon social identity throw the reactions of others in the group.
The main component of the social detraction is H(Pj , Pi) which is a measure
of hostility, or conflict, toward Pi as exhibited by another participant Pj and is
calculated as:

H(Pj , Pi) =

∑T
t=1 (Speaker(Pj , t) · Target(Pi, t) ·Haction(t))

TPj

(6)
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where Haction(t) is the number of social acts indicative of hostility at turn t.
The group of participants who contribute to the social detraction of Pi are those
who are not in the set A(Pi), i.e. those participants whose showed more negative
actions than positive actions toward Pi.

4 Experimental Results

For evaluation, we gathered dialogues communicate in each language from
Wikipedia discussions, web forums, blog comments, and chat transcripts. The
number of dialogues used for training and testing are shown in table 1. The aver-
age number of participants across the entire dataset was 7.8 for English, 16.7 for
Arabic, and 8.3 for Chinese with an average of 40.8 turns in English, 29.0 turns
in Arabic, and 23.6 turns in Chinese. The training data consisted of dialogues
in which a leader may not have been present. The testing data consisted only of
dialogues in which there was a leader present.

Table 1. Number of dialogues used for training/development and used for testing per
language

Language # Training Dialogues # Testing Dialogues

English 83 75
Arabic 135 25
Chinese 353 75

We set the parameters to equally weight each factor in the social capital (as
α = 0.33, β = 0.33, and δ = 0.33) and social rank (λ = 0.5 and γ = 0.5)
equations. We believe that these default set of parameters should provide decent
performance on a wider range of data genres. However, in the future we will
explore tuning the parameters to different genres (chat, forum, blog, etc.) of
data using a development set and grid search.

We compared social rank against a random baseline model (randomly picking
one participant as the leader) and a motif model which discovers patterns of
social acts that are indicative of leadership. The motif model was used in [4]
to capture pursuits of power in dialogue. The motif model determines whether
or not a participant is exhibiting leadership qualities. The participant which
the motif model has the highest confidence of exhibiting leadership qualities was
then determined to be the leader of the dialogue. A motif model was constructed
for each of the languages using a set of Yes/No annotations over the training
data which was multiply annotated. The training data consisted of a total of 425
participants in English dialogues, 1,387 participants in Arabic, and 3,136 partici-
pants in Chinese with Yes/No annotations. The inter-annotator agreement rates
were 72.8% for English, 83.4% for Arabic, and 88.0% for Chinese. The testing
data consisted of an average of 8.3 participants in English, 4.2 participants in
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Arabic, and 11.1 participants in Chinese (these averages differ than those found
in the entire dataset).

We also examined the performance when incorporating the confidence score
of the motif model into the social rank calculation. The equation for social rank
(SRank) after incorporating the motif model is as follows:

SRank(Pi) = TL(Pi) ·
(
λ · SCap(Pi)−

γ ·∑Pj∈D(Pi)
(H(Pj, Pi) · SCap(Pj))

N − 1

)
(7)

where TL(Pi) is the confidence that participant Pi exhibits leadership using
the motif model. Table 2 lists the accuracy for determining the one leader in
the dialogue for the random baseline, the motif model, social rank, and the
combination of social rank and the motif model.

Table 2. Comparison of accuracy results in determining the leader of a dialogue be-
tween using and not using social rank

Random Motif Social Rank Motif + Social Rank

English 12% 26% 38% 40%
Arabic 24% 48% 52% 56%
Chinese 9% 48% 48% 52%

As illustrated in Table 2, social rank increased the accuracy in determining
the leader by 26% over baseline and 12% over the motif model for English, 28%
over baseline and 4% over the motif model for Arabic, and 39% over baseline for
Chinese. Chinese was the only language which social rank did not improve the
accuracy over the motif model. This most likely due to the large size of training
data used that existed to train the motif model which resulted in the model
generating better confidence scores. The incorporation of the confidence that
a participant was exhibiting leadership qualities generated by the motif model
into social rank resulted in improved accuracy for all three languages. English
improved by 2%, Arabic by 4%, and Chinese by 4% of social rank alone.

5 Conclusion

In this paper we presented a computational model for determining the group
leader in a dialogue using the sociological theories of social capital and social
rank. We evaluated social rank on dialogues communicated in English, Arabic,
and Chinese. We showed that the social rank can drastically increase perfor-
mance over baseline (up to 39% for Chinese) and provides better accuracies
than a machine learning classifier. The incorporation of the classifier into the
social rank computation further boosted accuracies by 2% to 4%.
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Abstract. Social Network Analysis has been historically applied to sin-
gle networks, e.g., interaction networks between co-workers. However, the
advent of on-line social network sites has emphasized the stratified struc-
ture of our social experience. Individuals usually spread their identities
over multiple services, e.g., Facebook, Twitter, LinkedIn and Foursquare.
As a result, the analysis of on-line social networks requires a wider scope
and, more technically speaking, models for the representation of this
fragmented scenario. The recent introduction of more realistic layered
models has however determined new research problems related to the
extension of traditional single-layer network measures. In this paper we
take a step forward over existing approaches by defining a new concept of
geodesic distance that includes heterogeneous networks and connections
with very limited assumptions regarding the strength of the connections.
This is achieved by exploiting the concept of Pareto efficiency to define
a simple and at the same time powerful measure that we call Pareto
distance, of which geodesic distance is a particular case when a single
layer (or network) is analyzed. The limited assumptions on the nature of
the connections required by the Pareto distance may in theory result in
a large number of potential shortest paths between pairs of nodes. How-
ever, an experimental computation of distances on multi-layer networks
of increasing size shows an interesting and non-trivial stable behavior.

Keywords: Multi-layer networks, Pareto efficiency, distance, social net-
work sites.

1 Introduction

The last two decades have witnessed the proliferation of several on-line social
network services (SNS) like Classmates.com, Friendster, followed by MySpace,
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Facebook, Twitter and Google+, just to name a few. While it is not clear whether
only one or few big players will survive in the near future, or multiple specialized
services will still exist separately, we can make the hypothesis that a single
concept of social connection or social network is not sufficient to satisfy the
sociability requirements of human beings.

Decades before the advent of SNSs this had already been described by Goff-
man [1] and other researchers, for which individuals (or actors) perform on
multiple stages, creating a sort of sociologically fragmented personality whose
different components relate to different audiences (and thus networks). When
we move into the on-line context this scenario is, if possible, even harder to
manage. On-line communication undoubtedly offers many opportunities to
experience this multiplicity of identities and of heterogenous relationships.

As a consequence, the fact that a thorough analysis of human communities
may require models that can capture more than just the existence of generic
connections between specific people has become a popular topic in the research
literature on SNSs. Recent works have defined the foundations of new multi-
layer (or multi-dimensional) models that extend previous work (like multiplex
networks, [2]) by clearly separating the multiple co-existing networks [3,4,5].
More in general, research on complex social networks has often dealt with several
kinds of network able to represent different kinds of relationships within the
same graph [6] or even relationships between users with different attributes [7].
The mutual influences between different co-existing networks inside the same
SNS have also been empirically studied [8,9]. However, now that basic models
of multiple networks are available, we have to face the challenge of extending
traditional network analysis metrics to be applicable to these models.

Existing works end up by either considering different social connections sep-
arately [3], or treating all social connections in the same way [4,5]. Both ap-
proaches are not satisfactory, because the former does not take into consideration
that real processes like information propagation happen traversing all these net-
work layers and heterogeneous connections, while the latter does not distinguish
between potentially very different connections, e.g., friendship or co-working.

In this paper we define a new concept of geodesic distance that explicitly treats
different link types as heterogenous entities, but at the same time composes them
in a homogeneous measure. This is achieved by exploiting the concept of Pareto
efficiency to define a simple and at the same time powerful measure that we call
Pareto distance, of which geodesic distance is a particular case. We consider this
concept a first step toward the effective analysis of real multi-layer network dy-
namics using extended network measures well corroborated during many decades
of social network analysis. In fact, ourmeasure is a conservative extension of single-
network distances that introduces as fewassumptions as possiblewith regard to the
multi-network layers. In addition, we show an interesting explosion of the complex-
ity of multi-layermodels when distances must be computed: the juxtaposition of N
networks is not just N times more complex than a single network in general. How-
ever,wealso providepreliminaryexperimental results showing an interesting stable
behavior of our Pareto distance when the size of the network increases.
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The paper is organized as follows. In the next section we briefly introduce the
multi-layer model used in the following and show by example how the concept of
distance becomes more complex when we switch to a multi-network perspective.
Then we introduce the concept of Pareto distance, showing that it generalizes
single-layer geodesic distances, and we discuss its properties. We then show how
this concept may theoretically produce a large result, i.e., a large number of
alternative distances, because of its generality and limited assumptions. However,
preliminary experimental evidence highlights an interesting stable behavior of
this measure. We conclude the paper with some final remarks.

2 Multi-layer Models and Distances

The main distinguishing feature of multiple social network models is the pres-
ence of heterogeneous information. Three main basic options are available to
represent heterogeneous networks: models allowing multiple node types (also
called heterogeneous or multi-type networks), represented in Figure 1(a) [10,11],
models allowing multiple relationship types (also called multi-dimensional net-
works), represented in Figure 1(b) [3,4] and models explicitly representing the
co-existence of multiple networks (also called multi-layer(ed) or multi-stratum
networks), represented in Figure 1(c) [5].

(a) Multi-type (b) Multi-relationship (c) Multi-layer

Fig. 1. Three models of heterogeneous networks. An example of multi-type network is
an author-conference graph (a), indicating who (ellipses) presented at which conference
(rectangles). Multi-relationship networks (b) allow different kinds of links, e.g., con-
necting people who are friend (dashed lines) and people who work together (continuous
lines). Multi-layer networks (c) are made of multiple social graphs, with mappings to
indicate that nodes in different graphs correspond to the same individual.

In the following we use a multi-layer network (Figure 1(c)) as a base model,
because it only contains nodes related to individuals (therefore it is a social
network strictly speaking) and is more expressive than multi-relationship models
— in particular, a multi-relationship model can be represented using a multi-
layer model with exactly the same number of nodes in each layer and with every
node corresponding to exactly one node in each layer.
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As it appears from Figure 1(c), the main constituents of this model are two
or more network layers, not dissimilar from traditional networks, and mappings
indicating which nodes in different layers correspond to the same individual.

2.1 Multi-layer Distance

Before introducing the concept of Pareto distance it is important to appreciate
why distances may significantly change in a multi-layer model [5]. The left hand
side of Figure 2 shows that two users A and D whose accounts are not connected
to each other can be in fact connected through the path A → A’ → B’ → B
→ C → C’ → D’ → D. This information flow process involves some normal
in-network propagations and the choices of some users that the information is
worth propagating also in the other network.

Fig. 2. Node reachability (left) and node distances (right) in a layered context

The right hand side of Figure 2 shows that even for users that are already
connected to each other in one or both networks their distance may decrease.
Also in this case this depends on the transfer of information from one network
to the other.

2.2 Pareto Distance

The main problem with regard to distances in multi-layer models concerns the
heterogeneity of the connections. Let us consider again the example in Fig-
ure 1(c). What is the distance between the user corresponding to nodes b and
the user corresponding to node e? One option is to go from one to the other by
traversing links b-d and d-e. Another option is to start from the top network
(node 1, owned by the same individual owning b), go through 1-3, then have
a network switch 3-d (corresponding to the forwarding of information from one
network to the other) and finally go through the link d-e. The two corresponding
complete multi-network paths are then:

1. b-d-e
2. b-1-3-d-e

Now we can continue this analysis making two assumptions. First, we will not
consider network switches — this is only for the sake of simplicity of presentation,
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but does not limit the model because switches can be considered without any
formal modifications to the model. The second assumption is that we consider the
links inside the same network being homogeneous, meaning that we do not make
any difference between, e.g., link b-d and link d-e being both friend connections
on the same network. This is the same assumption done whenever we compute
a geodesic distance on a single unweighted network: the distance between b and
e on the lower network would in fact be just 2, hiding the explicit path b-d-e
under the simple number of links.

Given these assumptions, we can thus summarize the two paths using the
number of links traversed in each network. In our example, we indicate with F
a link on the Facebook network and with L a link on the LinkedIn network. As
a result the two paths become:

1. 0L + 2F
2. L + F

This can be formalized through the concept of multi-layer path length:

Definition 1 (Multi-layer path length). The multi-layer path length of path
p on n networks is an array r1 + · · · + rn where ri indicates the number of
connections traversed in the ith network inside p.

As we mentioned previously, we may also include network switches in this defi-
nition by extending the array – however in the following we stick to this simpler
definition to present more compact examples.

As within traditional single-networks, we may have several paths connecting
two nodes, and distance is defined using a concept of efficiency, favoring the
shortest among all possible paths. However, when multiple networks are involved
it is more problematic to define efficiency. The key concepts that we use to
define a multi-network distance without converting the heterogeneous links into
a homogeneous unit are Path dominance and Path incomparability, extending
the corresponding concepts in the Pareto efficiency theory:

Definition 2 (Path dominance). Let r and s be two multi-layer path lengths
on n networks. r dominates s iff ∀l ∈ [1, n] rl ≤ sl ∧ ∃i rl < sl.

Definition 3 (Path incomparability). Let r and s be two multi-layer path
lengths. r and s are incomparable iff r does not dominate s and s does not
dominate r.

If we compare our two paths we can see that they are incomparable. The meaning
of this property is that both paths may be shorter than the other under a
specific path evaluation function. As a simple example, consider the case where
information on Facebook propagates 3 times less frequently than on LinkedIn.
We would have:

0L+ 2F = 0L+ 2 · (3L) = 6L > 4L = L+ 3L = L+ F

On the contrary, assume that a specific piece of information propagates on
LinkedIn two times less frequently than on Facebook. We would have:
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0L+ 2F = 0 · (2F ) + F = F < 3F = 2F + F = L+ F

From this example we can appreciate how different interpretations of the two
kinds of links might lead to one or the other path being shorter. As a consequence,
in absence of additional information we cannot discard any of the two options.
These would both be alternative shortest paths, in a similar way as we may have
multiple shortest paths of the same length in a traditional single-layer model.

This definition has the nice property that it returns all paths that can be
shortest under some monotone path evaluation function. However, this is not
enough: we do not want to return paths that cannot be shorter, and we can
now use the concept of dominance for this. For example, consider the path b-1-
2-c-d-e. This can be summarized as L + 2F. Notice that this time this path is
dominated by 2F, because independently of the weight we put on L and F, L +
2F will always be longer than 2F (or equal when L has weight 0).

This brings us to the second property of our Pareto distance: we not only
return all paths that are the shortest under some path evaluation function, but
we do not return any path that cannot be the shortest one. This means that our
Pareto distance operator is tight (sound and complete).

Finally, we can define the Pareto distance between two nodes n1 and n2 as
follows:

Definition 4 (Pareto distance). Let ML(n1, n2) be set of all multi-layer path
lengths between nodes n1 and n2. The Pareto distance between n1 and n2 is a
set P ⊆MP such that ∀p ∈ P 	 ∃p′ ∈ML : p′ dominates p.

2.3 Complexity and Stability of Pareto Distances

The fact that the Pareto distance set is tight (i.d., minimal) is clearly a feature
of this definition. However, minimality does not necessarily mean that the set
of potential shortest paths is small. As an example, consider Figure 3. In this
specially constructed multi-layer network with only two networks there are five
path lengths in the Pareto distance between a and e, corresponding to as many
as 2 · (42) real paths. For example, the path a-b-2-3-c-d-e, or L + 3F, is one of
the shortest paths under the evaluation function: a short path cannot have more
than one link on LinkedIn and more than three links on Facebook.

Fig. 3. A constructed multi-layer network with a large number of Pareto paths

One possible way to reduce the probability that this kind of situation happens
in practice is to restrict the notion of Pareto efficiency. For example, it is possi-
ble to focus only on linear path evaluation functions, i.e., functions in the form
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α1·(number of links in L) + α2·(number of links in F). Another option consists
in keeping the original concept of Pareto distance and select some representative
path lengths among the potentially numerous choices.
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Fig. 4. Stability of Pareto distance (the continuous line indicates the average value,
dashed lines indicate minimum and maximum)

However, an experimental evaluation of our measure suggests that the number
of path lengths that are Pareto efficient maintains a stable behavior for increasing
network sizes. To evaluate this behavior, we have first grown several multi-layer
networks of increasing size, each made of two scale-free networks [12]. Then, we
computed the Pareto distance between the first node inserted in the networks
and all the other reachable nodes in its giant component. In Figure 4 we show
the minimum, average and maximum number of alternative Pareto distances
found in these networks depending on their size.

This experiment presents two interesting and non-trivial outcomes. The first,
as said, is that the size of the result of our method quickly stabilizes. This
is strictly connected to the fact that real social networks (including scale-free
ones, like those generated in our tests) have a small diameter, therefore the
theoretically large distances we could find in increasingly large networks cannot
be found in practice, providing a bound also for multi-layer distances. The second
result is that the maximum number of alternative paths also stabilizes. This
could not be concluded analyzing only the average behavior of Pareto distances:
in fact, on a large network we might have expected the existence of a few pairs
of nodes with a large number of alternative Pareto distances not affecting the
average. However, in our tests we could not observe this behavior, this resulting
in an even stronger notion of stability.

3 Concluding Remarks

Recent works have claimed that the analysis of single SNSs may return a partial
and sometimes wrong picture of many interesting phenomena, including informa-
tion propagation and network centralities. The introduction of multi-layer social
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network models has partially provided an answer to these claims, but traditional
network measures are now no longer applicable to these extended models.

In this paper we have defined a new concept of geodesic distance for hetero-
geneous networks based on very limited assumptions regarding the strength of
the connections. This is achieved by exploiting the concept of Pareto efficiency:
Pareto distance generalizes geodesic distance and provides an intuitive and pow-
erful notion of proximity, which is a fundamental network measure being at the
basis of widely used metrics such as closeness and betweenness. We have also
highlighted how this simple definition may theoretically result in large and thus
computationally hard sets of alternative distances. However, a preliminary ex-
perimental evaluation has shown the practical stability of our measure, both in
its average behavior and its bounds.

The development of efficient algorithms for the computation of Pareto distances
and their application to a wide range of synthetic and real networks will constitute
future work to improve our understanding of this new measure for the analysis of
multiple networks, a topic that is receiving more andmore attention because of its
theoretical interest but also its practical applicability to current real scenarios.
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Abstract. While most research in Social Network Analysis has focused
on single networks, the availability of complex on-line data about individ-
uals and their mutual heterogenous connections has recently determined
a renewed interest in multi-layer network analysis. To the best of our
knowledge, in this paper we introduce the first network formation model
for multiple networks. Network formation models are among the most
popular tools in traditional network studies, because of both their prac-
tical and theoretical impact. However, existing models are not sufficient
to describe the generation of multiple networks. Our model, motivated
by an empirical analysis of real multi-layered network data, is a conser-
vative extension of single-network models and emphasizes the additional
level of complexity that we experience when we move from a single- to
a more complete and realistic multi-network context.

Keywords: Multi-layer networks, Network formation, Social Network
Sites.

1 Introduction

Network formation models are among the most important tools in Network Sci-
ence and Social Network Analysis (SNA). A typical application of artificially
generated networks is to provide null models that can be used to test new mea-
sures and make comparisons with real networks, so that significant patterns
can be highlighted in the real data. In addition, these models are useful to test
hypotheses on the dynamics underlying network evolution.

However, existing generative models have been developed to describe the evo-
lution of single networks. While this is very relevant, as most of the research
in SNA has been devoted to single networks, recent empirical studies have em-
phasized how on-line social systems including Social Network Sites (SNS) are
made of multiple stratified networks influencing each other [1,2]. Multi-network
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models were discussed several years ago in the field of SNA (also known as multi-
plex networks, [3]) and described as everyday experience by sociological research
[4], but only recently the availability of real multi-network data has boosted
the development of new models [5,6] and algorithmic approaches [7,8] based on
the assumption that the analysis of the single networks may provide a distorted
scenario if their multi-layered organization is not taken into consideration. As
a simple example, on-line information propagation is typically characterized by
the traversal of different networks [9].

In this paper we introduce the problem of multi-layer network generation.
This is a challenging task, because models describing the formation of multiple
networks should still generate network layers compatible with existing models
and experimental observations of single networks, but should also consider the
mutual relationships between different layers. Therefore, we propose a model
where network evolution may be characterized both by internal dynamics, as
described by existing single-network models like Preferential Attachment, and
by external dynamics, where events like the creation of a new connection are
influenced by the structure of other networks (here called network layers).

The paper is organized as follows. In the next two sections we briefly review
the main theoretical basis of our work, namely network formation and multi-
layer models. Then, in Section 4 we propose our approach. Our work is based
on an analysis of real data that are used as a guideline for the definition of our
model and also to test its ability to reproduce real observations. These data are
presented in Section 5.

To the best of our knowledge our model is the first to deal with the generation
of multi-network data. As such, it raises many new questions regarding the
parameters and processes to be used to represent the dynamics underlying the
formation of multiple networks. We devote our concluding remarks to these
issues.

2 Network Formation Models: A Quick Review

Research on random network models, their definition and related algorithms, is
at least as old as modern network science and it has always been characterized
by a common goal: being able to reproduce networks as they are observed in
social, biological or physical phenomena. Within this perspective, we provide an
essential summary of the most popular network models.

The definition of more and more sophisticated models can be seen as a never-
ending attempt to catch the true complexity and inner nature of networks [10].
Among the first attempts in this direction, the Erdős-Rènyi model [11], often
notated as the G(n,p) model, provides a simple but effective way to generate
basic random networks. While this model has been historically useful to rise
the interest on research topics such as edge probability and normal degree dis-
tribution, it fails at describing networks appearing in real-life phenomena. Its
major caveats, i.e., the lack of scale-free degree distribution and the lack of high
clustering values that are often observed in real-life contexts, have later been
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addressed by the Barabàsi-Albert and the Watts-Strogatz models [12,13]. The
Barabàsi-Albert model is based on the concept known as Preferential Attach-
ment, stating that important nodes in a network have higher probability than
others to further increase their popularity. In addition, like in other more recents
models [14,15] Preferential Attachment is not only used as a method to generate
a network, but describes its formation step by step — in particular, the growing
aspect is essential to obtain the required degree distribution.

While all these models provide a rather detailed level of description of several
existing networks, and have been fruitfully used to simulate many real-world
phenomena, none of them supports a multi-layer structure, therefore they cannot
be directly used to describe the whole complexity of entangled multi-layered
social phenomena.

3 Multi-layer Network Models

In the recent literature on multiple social network models we can find proposals
allowing multiple node types [16,17], exemplified in Figure 1(a), models allowing
multiple relationship types [5,8], represented in Figure 1(b), and models explic-
itly representing the co-existence of multiple networks (also called multi-layer
networks) [6], represented in Figure 1(c).

(a) Multi-type (b) Multi-relationship (c) Multi-layer

Fig. 1. Three examples of heterogeneous networks: an author-conference graph (a), a
multi-relationship network (b) and a multi-layer network (c), made of multiple social
graphs and mappings indicating that different nodes correspond to the same individual

In the following we use a multi-layer network containing only nodes related
to individuals (therefore, we do not consider heterogeneous nodes). In addition,
we only allow nodes to have a single correspondence with nodes in other layers
— the more complex situation of a node corresponding to n different nodes in
another layer, e.g., a Facebook user having multiple Twitter accounts, is left to
future extensions. As it appears from Figure 1(c), the main constituents of this
model are two or more network layers, not dissimilar from traditional networks,
and mappings indicating which nodes in different layers correspond to the same
individual.
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4 From Single- to Multi-layer Generators

Figure 2 shows a generic process of network formation. We call this network N1.
At different timestamps t0, t1, . . . a new node (+n) or a new edge (+e) are added
to the network1. The specific mechanisms regulating the creation of nodes and
edges vary depending on the formation model. In the following, we will adopt a
well known model using Preferential Attachment to generate directed networks
[14]. In summary, this model chooses the nodes to be connected together either
at random, or with a probability proportional to the in- and out-degrees of the
nodes.

time t0 t1 t2 

+n +e +e 

Fig. 2. Abstract view of the evolution of a network

Figure 3 extends the previous example to two networks N1 and N2. If we
focus on a single horizontal layer, say N1, we can observe the same dynamics
of Figure 2. However, the whole process highlights two main new aspects. First,
considering two or more networks we can no longer assume that at every times-
tamp ti an event happens in all networks. Therefore, every network will have
some associated probability of no action. This probability is useful to model the
fact that different networks may grow at different speeds. The second fundamen-
tal aspect consists in the fact that an action on one network may be influenced
by a previous action on another one. In our example, an edge is created in N1

following the fact that the same two nodes were already linked in N2. Practi-
cally speaking, if I already know someone, e.g., we are friends on Facebook, this
may increase the probability that we will also connect on another on-line social
network.

In summary, according to our model at every time ti there are three possible
events on each network:

1. no-action: nothing happens, i.e., the network remains unchanged.
2. internal-growth: the network grows according to internal dynamics, i.e.,

something happens independently of the other networks. For example, a
Twitter user may find a tweet interesting and thus start following its author.
In the following this event will be modeled as a Preferential Attachment
process.

1 As in all the aforementioned models, in this paper we only consider growing networks
and not the deletion of nodes and edges, to keep this initial model simple and focus
on the multi-layered aspects of network evolution. The extension of the model to
deletion events will be object of future work.
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Fig. 3. Abstract view of the joint evolution of two networks

3. external-growth: the network grows according to external dynamics, i.e.,
something happens because of the configuration of an external network. For
example, Dante and Beatrix are already “off-line” friends and after opening
their accounts they also start following each other on Twitter (it is worth
noting how in this example we do not limit our model to on-line social
networks).

As said, in the following we will use Preferential Attachment as a network
formation model in case of internal growth [14]. However, nothing prevents us to
consider other models that can be seamlessly plugged into our approach — we
do not further develop this idea because of space limitations and also to provide
a well-defined first version of our model.

On the contrary, we need to discuss more the event of external growth. In this
case, we can either add an edge coming from an other network, or a node. The
first important aspect is that different networks may be more or less correlated,
therefore the probability that the edge or node is “imported” from a specific
other network is not uniform. The second important point regards the choice of
the node to be imported and the corresponding creation of a link. We allow two
possible actions:

1. The new node is just imported from the other network at random, mean-
ing that the choice is not influenced by other nodes already in the target
network2.

2. The new node is chosen from the set of nodes connected to individuals al-
ready in the target network.

In practice, these actions can be exemplified as follows. Guido has an account
on Twitter and an account on Facebook. At some point, another Facebook user
creates an account on Twitter. Under option (1), this is just a random user that
decided to join Twitter. Under option (2), this is a friend of Guido on Facebook
who decided to join Twitter and start following Guido.

2 By target network we indicate the network into which we are inserting the new node
or edge.
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5 Experimental Analysis

Our experimental analysis has two main objectives. The first is to highlight the
presence of the theoretical features of our model in real multi-network data. The
second objective is to test the ability of the model to replicate these data.

The data used in our experimental analysis of a real multi-layer network
has been initially extracted from Friendfeed, a social media aggregator [18].
In this system while users can directly post messages and comment on other
messages much like in Facebook and other similar SNSs, they can also register
their accounts on other systems. In this way, using the Friendfeed API we could
retrieve the multiple accounts of the same users for several social services.

As a result we obtained a Friendfeed network with 7 677 120 arcs, a Twit-
ter network with 37 805 211 arcs and a YouTube network with 708 911 arcs.
These networks have been used for the analysis of degree centrality correlations
reported in the following. In addition, we also built three networks by keeping
only those connections between users in our sample, with respectively 37 997,
67 123 and 1 185 arcs. The (not surprising) different sizes of these networks
motivate the no-action steps in our network model.

The left hand side of Figure 4 shows the correlation between user rankings
according to their degree centrality on the Twitter network and on the Friendfeed
network, while on the right of Figure 4 we have shown the correlation between
user rankings according to their degree centrality on the Twitter network and
on the YouTube network. To interpret these figures consider that each point
represents a user, and users with a high x or y coordinate are among the top users
on the corresponding SNS according to their degree centrality (more precisely, x
and y coordinates correspond to the ranking of the user, 0 for the user with lower
degree centrality, up to 7 628 for the user with the highest degree centrality in
that SNS).
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Fig. 4. User ranking (according to their degree centrality) in different networks: Friend-
feed and Twitter (left) and Twitter and YouTube (right): Pearson correlation indexes
are respectively .75 and .21

These figures show an interesting phenomenon corresponding to the varying
probability of pairs of networks to be correlated that can be found in our network
formation model. The high correlation between Friendfeed and Twitter means
that users with a high degree centrality on Twitter tend to maintain it on the
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Friendfeed network. On the opposite side, when we compare the degree centrality
ranking on Twitter with the one on YouTube we are unable to detect a clear
linear relationship.
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Fig. 5. Degree rank correlation of network pairs generated using our model

In Figure 5 we have represented the corresponding rankings computed and
compared on artificial networks generated using our model. In particular, Fig-
ures 5(a) and 5(b) correspond respectively to a pair of correlated networks and
a pair of uncorrelated networks. While Figure 5(a) shows a behavior similar to
the one observed on the Friendfeed and Twitter networks (Figure 4, left), the
uncorrelated pair of networks (Figure 5(b)) presents a peculiar distribution of
the degree rankings not observed in the real data. However, this can be explained
by noticing that the way in which we collected our real data introduced a bias
as we only selected individuals present in all the networks. On the contrary,
our model does not enforce this controlled choice of users, and the uncorrelated
growth of two networks results in different users joining either one network or
the other, producing the well separated plot in Figure 5(b). We can make the
hypothesis that this is what we would observe by comparing two unrelated real
social networks, e.g., the QZone and Cloob networks3. In fact, by simply adding
the constraint that users should be selected from a common basis, our model
finally produces the networks corresponding to Figure 5(c).

6 Concluding Remarks

Multi-layer network data are everywhere in on-line social networks, but due to
legal, privacy-related and technical issues they are still very hard to collect. This
is also why research on topics such as the definition of new centrality metrics
for these networks or the study of propagation patterns in multi-layer contexts
is still at its early stages, although having been marked as very relevant for
many years (e.g., in [3]). Therefore, the availability of our model could boost
this area of research providing a tool to generate prototypical ML-networks for
experimental researches [19]. At the same time, as far as new real data are
collected our model and its variations can be used to test hypotheses regarding
the evolution of multiple correlated networks.

3 Respectively, the principal SNSs in China and Iran.
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In our opinion, while it is still difficult to provide a thorough experimental
analysis of our approach because of the limited availability of real data and the
novelty of the topic, this paper draws many new research questions. A certainly
non-comprehensive list includes the study of models for multiple networks where
nodes and edges can be deleted, where a node in a network may correspond to
multiple nodes in another, and where different networks evolve according to
different internal formation models.
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A Flexible Framework for Probabilistic Models
of Social Trust
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Abstract. In social networks, notions such as trust, fondness, or respect between
users can be expressed by associating a strength with each tie. This provides
a view of social interaction as a weighted graph. Sociological models for such
weighted networks can differ significantly in their basic motivations and intu-
itions. In this paper, we present a flexible framework for probabilistic modeling
of social networks that allows one to represent these different models and more.
The framework, probabilistic soft logic (PSL), is particularly well-suited for this
domain, as it combines a declarative, first-order logic-based syntax for describ-
ing relational models with a soft-logic representation, which maps naturally to
the non-discrete strength of social trust. We demonstrate the flexibility and effec-
tiveness of PSL for trust prediction using two different approaches: a structural
balance model based on social triangles, and a social status model based on a
consistent status hierarchy. We test these models on real social network data and
find that PSL is an effective tool for trust prediction.

1 Introduction

Trust is a complex social phenomenon and a critical component of human social in-
teraction. Modeling trust therefore plays an important role in social network analysis,
with applications including viral marketing, collaborative filtering, and security. Com-
putational modeling of trust provides added insight into the communication patterns,
information flow, and behavior of social networks underlying these applications. In this
paper, we present a computational framework for relational probabilistic modeling that
is particularly well-suited for trust analysis in social networks. This framework is based
on probabilistic soft logic (PSL) [1], an analysis engine that combines first-order rules
with soft truth-values. PSL allows one to naturally capture structural ideas about the
strength of trust, making it a natural, intuitive, and extensible framework for effective
trust analysis.

The role of trust in social interactions has led to a vast body of work spanning many
disciplines of science. Different types of factors influencing trust between two persons
can be distinguished, relating to the trusting person (or truster), the trusted person (or
trustee), the type of relationship between them, and the context in which trust occurs [2].
Structural balance theory in the context of trust suggests that social structures of trust
can be stable or unstable. For example, social networks tend to exhibit triadic closure,
which is loosely the concept that strong relationships are transitive [3]. Figure 1(a)

� Also at KU Leuven, Belgium.

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 265–273, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



266 B. Huang et al.

–+
–

++
+

A

B

C A

B

C

(a) Structurally-balanced triads

++

–

A B C

(b) Consistent status links

Fig. 1. Implied structures according to competing theories of structural balance and status. The
positive trust relationships from A to B and B to C imply opposite relationships from C to A in
the two models.

illustrates examples of such stable structures. If A strongly trusts B, and B strongly
trusts C, then triadic closure implies that A will likely trust C (and vice versa). On the
other hand, if A does not trust B, B does not trust C, and C does not trust A, this
represents an unstable state that structural balance theory suggests should be less likely
to occur, as the theory prefers triads with one or three strong trust links.

A competing idea is that these social systems are governed by status or reputation.
This is related to ideas from social psychology on reputation [4], where individuals are
trusted based on their expertise in a particular area. In a social status model, the notion
of trust is that the trustee (i.e., the person being trusted) is of higher status than the
truster (i.e., the person who is trusting). Thus, under a status model, individuals exist
in a hierarchy from the most trustworthy to the least trustworthy, along which trust
propagates in triangular structures. As for structural balance, if A strongly trusts B,
and B strongly trusts C, then status also implies that A will likely trust C. However,
as illustrated in Figure 1(b), in contrast to structural balance, status predicts that C
will likely not trust A in this case. Similarly, if A does not trust B and B does not
trust C, then status disagrees with structural balance and implies that A likely does not
trust C.

1.1 Related Work

A large community of research focuses on computational modeling of social trust.
Methods for analyzing trust include graph-based approaches [5,6,7], probabilistic mod-
els [8,9,10], as well as other logic-based approaches [11]. These contributions tend to
be fixed computational models based on particular theories of trust, whereas in this pa-
per, we propose PSL as a general tool that provides the flexibility to explore various
models without the need to adapt and redesign inference algorithms.

The foundations for many of these computational approaches stem from the vast
sociological and psychological literature on human behavior. Recent studies have ana-
lyzed some of these theories in the context of social media data, specifically comparing
the structural balance- and status-based models we emulate in this work [12,13]. Trust is
also an important topic in business analytics; for example, modeling of trust is a useful
component for effective viral marketing and e-commerce [14].
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2 Probabilistic Soft Logic

Probabilistic soft logic (PSL) [1] is a general purpose system for probabilistic modeling
and reasoning in relational domains.1 PSL uses a first-order language to specify features
of graphical models over ground atoms with soft truth-values from the interval [0, 1]. In
this setting, finding the most likely truth-value assignment (most probable explanation
inference) can be done efficiently. We refer to Broecheler et al. [1] and Bach et al. [15]
for the technical details of the formalism and latest advances in efficient inference, re-
spectively, and restrict the discussion here to an illustration of the key ideas by example.
We start from a social network given as ground facts of the form KNOWS(a, b), indicat-
ing that user a is acquainted with user b, where we are interested in the truth-values of
ground facts of the form TRUSTS(a, b), indicating that user a trusts user b. The following
two PSL rules model general constraints that we might expect to hold in this domain,
namely, trust being mutual and transitive. They are part of the structural balance model
discussed in full detail in Section 2.1.

TRUSTS(A,B)
0.8⇒ TRUSTS(B,A)

TRUSTS(A,B) ∧ TRUSTS(B,C) ∧ KNOWS(A,C)
0.5⇒ TRUSTS(A,C)

Rules have nonnegative weights (written above the implication operator ⇒ in the pre-
vious example) indicating their relative importance. The probability of a truth-value
assignment to all ground atoms is defined as a function of the weighted distance to
satisfaction of each ground rule. Generalizing the notion of rule satisfaction from the
Boolean case to continuous truth-values, a rule is satisfied if the truth-value of its head
(i.e., consequence) is at least that of the body (i.e., antecedent). The distance to satis-
faction of an unsatisfied rule is the difference between the truth-values of the body and
head. In our example program above, we thus prefer trust networks where many links
are mutual and respect transitivity if users know each other, where the (hypothetical)
weights indicate that the mutuality is considered more important.

2.1 Modeling Trust in PSL

We now expand the sketch above into models of competing theories for social trust in
PSL. As before, we reason about two predicates KNOWS and TRUSTS, representing an
observed social network and trust relationships between individuals, respectively. For
any two individuals A and B in the social network, we set KNOWS(A,B) = 1.0 if A is
acquainted with B, and 0.0 otherwise. Soft truth-values for TRUSTS atoms represent de-
grees of trust. For instance, TRUSTS(A,B) = 1.0 indicates that A fully trusts B, while
TRUSTS(A,B) = 0.5 indicates that A somewhat trusts B, and TRUSTS(A,B) = 0.0
indicates that A does not trust B. We assume that if A trusts B, A knows B, but
not necessarily vice versa. We use these models to predict unobserved truth-values of
TRUSTS(A,B) for pairs of individuals for whom KNOWS(A,B) is true. In all our mod-
els, we include a prior for the truth-value of an atom TRUSTS(A,B) centered around
the global average of all observed trust scores.

1 PSL is available as an open-source software package at http://psl.umiacs.umd.edu

http://psl.umiacs.umd.edu
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In order to predict the degree of trust between two individuals, structural balance
considers sixteen possible stable triangular structures involving the two individuals and
a third individual. For example, an individual is likely to trust people his or her friends
trust; this tendency is encoded as the first rule below. Simplified versions of the rules
for each of these structures are:

TR(A,B) ∧ TR(B,C) ⇒ TR(A,C), TR(B,A) ∧ TR(B,C) ⇒ TR(A,C),

TR(A,B) ∧ ¬TR(B,C)⇒ ¬TR(A,C), TR(B,A) ∧ ¬TR(B,C)⇒ ¬TR(A,C),

¬TR(A,B) ∧ TR(B,C) ⇒ ¬TR(A,C), ¬TR(B,A) ∧ TR(B,C) ⇒ ¬TR(A,C),

¬TR(A,B) ∧ ¬TR(B,C)⇒ TR(A,C), ¬TR(B,A) ∧ ¬TR(B,C)⇒ TR(A,C),

TR(A,B) ∧ TR(C,B) ⇒ TR(A,C), TR(B,A) ∧ TR(C,B) ⇒ TR(A,C),

TR(A,B) ∧ ¬TR(C,B) ⇒ ¬TR(A,C), TR(B,A) ∧ ¬TR(C,B) ⇒ ¬TR(A,C),

¬TR(A,B) ∧ TR(C,B) ⇒ ¬TR(A,C), ¬TR(B,A) ∧ TR(C,B) ⇒ ¬TR(A,C),

¬TR(A,B) ∧ ¬TR(C,B) ⇒ TR(A,C), ¬TR(B,A) ∧ ¬TR(C,B) ⇒ TR(A,C),
(1)

where we write TR as shorthand for TRUSTS to save space, and the full version of each
rule is of the form,

KNOWS(A,B) ∧ KNOWS(B,C) ∧ KNOWS(A,C)∧
TRUSTS(A,B) ∧ TRUSTS(B,C)⇒ TRUSTS(A,C).

In these full versions of the rules, a parallel, positive KNOWS atom is added for each
TRUSTS atom, which ensures that the groundings for A, B, and C are relevant entities
representing acquaintance triangles in the social network.

In addition to the triangle rules, a natural extension of the structural balance model
may include reciprocation of trust, which is captured using the rules

TRUSTS(A,B)⇒ TRUSTS(B,A),

¬TRUSTS(A,B)⇒ ¬TRUSTS(B,A). (2)

The status model only makes predictions in the eight cases represented by the following
simplified rules, where it agrees with structural balance on four triangular structures, but
makes opposite predictions on the other four:

TR(X,Y ) ∧ TR(Y, Z) ⇒ TR(X,Z), TR(Y,X) ∧ ¬TR(Y, Z) ⇒ ¬TR(X,Z),

¬TR(X,Y ) ∧ ¬TR(Y, Z) ⇒ ¬TR(X,Z), ¬TR(Y,X) ∧ TR(Y, Z) ⇒ TR(X,Z),

TR(X,Y ) ∧ ¬TR(Z, Y )⇒ TR(X,Z), TR(Y,X) ∧ TR(Z, Y ) ⇒ ¬TR(X,Z),

¬TR(X,Y ) ∧ TR(Z, Y ) ⇒ ¬TR(X,Z), ¬TR(Y,X) ∧ ¬TR(Z, Y )⇒ TR(X,Z),
(3)

where again we use shorthand for space, and in our full implementation, we include
positive KNOWS atoms mirroring each TRUSTS atom that appears in a rule.

In contrast to the structural balance model, a natural addition to enforce a consistent
status hierarchy suggests the inversion of trust between pairs of individuals. We can
represent this with the rules
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TRUSTS(X,Y )⇒ ¬TRUSTS(Y,X),

¬TRUSTS(X,Y )⇒ TRUSTS(Y,X). (4)

3 Experiments

We now demonstrate the flexibility of trust modeling with probabilistic soft logic by
evaluating different models on real social trust data.2 We consider a structural balance
model (referred to in our discussion below as PSL-Balance) comprised of the rules
in (1), and a structural balance model with reciprocation (PSL-Balance-Recip), com-
prised of (1) and (2), as well as a status model (PSL-Status), comprised of (3), and
a status model with inversion (PSL-Status-Inv), comprised of (3) and (4). We use the
FilmTrust data set [17]3 as well as data from Epinions.com [7]. The FilmTrust data
consists of a set of anonymized users, their trust values for other users, and their ratings
for a set of movies (which we omit from this study). Users rate each other on a discrete
scale of whole numbers from 1 to 10, which we normalize to [0, 1], making each trust
value interpretable as a soft truth-value. There are 1,754 users in the data set, among
which there are 2,055 total user-to-user trust values. The trust values are directed and
thus not symmetric. We sample via snowball sampling a network of 2,000 users from
the Epinions data, which contains 8,675 discrete {−1, 1} trust scores between users,
which we treat as false and true TRUSTS predicate values.

The task we consider is collective prediction of trust values given the fully-observed
social network. We generate eight folds where, in each fold, 1/8 of the trust values
are hidden at random. The prediction algorithm can use the remaining 7/8 of the trust
values and the full structure of the social network to learn parameters for a model and
perform inference of the unknown trust values. For example, PSL learns weights for the
rules in each given model from these observed trust values.

3.1 Baselines

We compare our PSL models to a range of baselines, including two popular approaches
for computational trust modeling. As a simple baseline, we predict the average trust
across all observed trust values for every prediction. EigenTrust [6] is a global metric
that computes a trust value for each node by finding the left principle eigenvector of a
normalized trust matrix. The trust matrix is normalized such that each row sums to 1.0,
making the normalized trust matrix stochastic. EigenTrust’s prediction is then the sta-
tionary distribution of the stochastic process described by the normalized trust matrix,
or equivalently the limit on the probability of landing on each node as a random walk
approaches infinity, where the probability of walking to a neighbor is proportional to
how much the current node trusts the neighbor.

TidalTrust [5] is a graph-based algorithm that propagates trust values through neigh-
bors by recursively using the weighted average of neighbor trust to decide a node’s trust

2 Early versions of these experiments appeared in [16].
3 FilmTrust is a web service designed to leverage user-to-user trust values and user-to-movie

ratings for movie recommendation. http://trust.mindswap.org/FilmTrust

http://trust.mindswap.org/FilmTrust
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Table 1. Average scores of FilmTrust trust predictions using mean average error (MAE), Kendall-
tau statistic τ , and Spearman’s rank correlation ρ for the full test set and the non-default predic-
tions (MAE*, τ*, and ρ*). Each statistic is computed separately on each fold, and the average
over all folds is listed here. Scores that are statistically equivalent to the best score according to a
two-sample t-test with rejection threshold 0.05 in each metric are typed in bold.

Method MAE τ ρ MAE* τ* ρ*
Average 0.210 n/a n/a n/a n/a n/a
EigenTrust 0.339 −0.054 −0.074 0.339 −0.054 −0.074
TidalTrust 0.229 0.059 0.078 0.236 0.089 0.117
PSL-Balance 0.207 0.136 0.176 0.193 0.235 0.314
PSL-Balance-Recip 0.207 0.139 0.188 0.193 0.241 0.318
PSL-Status 0.224 0.112 0.144 0.230 0.205 0.277
PSL-Status-Inv 0.224 0.065 0.085 0.238 0.143 0.189

for another. TidalTrust predicts distinct trust values per link, rather than a single global
trust value per node. To predict an unknown trust value from a source node to a sink
node, the algorithm uses a breadth-first search to determine the set of minimum length
paths from the source to the sink. TidalTrust then recursively computes the neighbor-
weighted trust for the sink node along these paths, starting from the sink node until
finally reaching the source, at which point it outputs the final weighted trust.

3.2 Results

On the FilmTrust data, since the ground truth is continuous-valued, we measure for
each algorithm the average score over the eight folds for three metrics: mean average
error (MAE), Kendall’s τ statistic, and Spearman’s rank correlation ρ. MAE measures
the absolute error on the soft truth-values, while τ and ρ measure ranking performance.
The average scores are listed in Table 1. Three PSL models, all but PSL-Status-Inv,
are statistically tied for the best-performing method on all three metrics, according to
a two-sample t-test with rejection threshold 0.05. This suggests that the inversion rules
do not help in this setting. Both EigenTrust and TidalTrust do not do as well here as
in their natural problem setup. Here, the prediction algorithms must do joint inference
over many unknown trust values, where a significant fraction of the values are unknown.
This can disrupt network-based methods that depend on the connectivity of observed in-
formation. For example, TidalTrust depends on the existence of alternate paths between
nodes, and the removal of a full eighth of this already sparse network significantly in-
creases the number of pairs for which a directed path does not exist. In these cases, we
set TidalTrust to predict the global average of all trust values. Since EigenTrust returns
a probability distribution over the nodes, its predictions are not on the same scale as
the true values, thus making it difficult to directly compare the raw error. Nevertheless,
the disconnected state of the network causes the spectral prediction to seemingly fail
at recovering any signal from the data when measuring rank correlations. In contrast,
PSL takes advantage of the edges with unobserved trust values to propagate information
across the network during collective inference, and is thus more robust to the discon-
nections from the sampling process.
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Fig. 2. Small example subgraphs of FilmTrust network. We plot the one-hop neighborhood
around two triangles where the two primary PSL models disagree. The top row contains the
network surrounding a triangle whose ground truth behaves consistently with the structural bal-
ance model, and the bottom row contains one surrounding a triangle that is more consistent with
the status model. Edges are colored by trust scores, ranging from blue (no trust) to red (maximal
trust). The left column (a,d) contains the ground truth trust network, the middle column (b,e)
contains the predictions by the PSL-Balance model, and the right column (c,f) contains those by
the PSL-Status model.

Because of the network’s sparsity, especially after subsampling for testing, methods
that propagate trust values suffer. In our experiments, we allow each method to predict
the global average when no information is available to propagate, due to the query edge
being disconnected from any observed edge. In PSL, the prior has a similar effect. To
isolate performance on nontrivial predictions, we also measure accuracy statistics only
on the edges for which the method predicts non-default values. We list these in Table 1
as MAE*, τ*, and ρ*. On the non-default predictions, the PSL models show a clear
advantage over others, suggesting that their joint inference effectively propagates trust
throughout the network.

Comparing the competing PSL models, of all 2055 edges, PSL-Balance and PSL-
Status predict 514 trust scores that differ by at least 0.1. In Figure 2, we visualize a
few cases where these predictions differ. Since both models produce similarly high
accuracy, we suspect the trust behavior in the FilmTrust network follows a combination
of the two models.
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Table 2. Average area under precision-recall curves of various methods predicting Epinions trust
relationships. We compute precision and recall with respect to finding the rarer non-trust links.
Scores statistically equivalent to the best score are displayed in bold, where statistical significance
is measured via a two-sample t-test with rejection threshold 0.05.

Method AUC
Average 0.069762
PSL-Balance 0.316843
PSL-Balance-Recip 0.343011
PSL-Status 0.296563
PSL-Status-Inv 0.279580
EigenTrust 0.131159
TidalTrust 0.129785

On the Epinions data, since the ground truth is discrete-valued, we measure for each
algorithm the precision and recall on the non-trust links. We compute these retrieval
metrics on the non-trust links because the majority of links in the data set are trust
links, with 7,974 positive links and only 701 negative links. Thus, we expect a bet-
ter prediction to retrieve the rarer link type. Table 2 lists the average area under the
precision-recall curve for each method. The PSL-Balance-Recip model again produces
the best-scoring prediction, while PSL-Balance and PSL-Status produce statistically
equivalent results, according to two-sample t-tests with rejection threshold 0.05.

4 Discussion

This paper proposes the use of probabilistic soft logic (PSL) as a natural framework
for modeling trust in social networks. Such a generic framework allows for easy ex-
ploration of trust models based on different assumptions about social phenomena. To
demonstrate the effectiveness of PSL for this task, we apply competing trust models
based on structural balance and status to predict user trust data. Further exploration of
the literature on trust within this framework is a promising direction for future work.
For instance, one could model multiple relationship types and trust topics, capturing the
intuition that a person may trust a sibling more than a co-worker about family issues,
while trusting the co-worker more about career advice. Similarly, different people have
varying degrees of expertise on particular topics, earning them different levels of trust
dependent on the context. Finally, the structure of social trust is similar in form to vari-
ous other phenomena in social networks, such as opinion, social influence, and complex
contagion modeling. Each of these problems may benefit from the power and flexibility
of a system such as PSL.
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Abstract. Research collaboration can bring in different perspectives and gener-
ate more productive results. However, finding an appropriate collaborator can 
be difficult due to the lacking of sufficient information. Link prediction is a re-
lated technique for collaborator discovery; but its focus has been mostly on the 
core authors who have relatively more publications. We argue that junior re-
searchers actually need more help in finding collaborators. Thus, in this paper, 
we focus on coauthor prediction for junior researchers. Most of the previous 
works on coauthor prediction considered global network feature and local net-
work feature separately, or tried to combine local network feature and content 
feature. But we found a significant improvement by simply combing local net-
work feature and global network feature. We further developed a regularization 
based approach to incorporate multiple features simultaneously. Experimental 
results demonstrated that this approach outperformed the simple linear combi-
nation of multiple features. We further showed that content features, which 
were proved to be useful in link prediction, can be easily integrated into our  
regularization approach. 

Keywords: Coauthor prediction, link prediction, social network, expert search. 

1 Introduction 

Identifying and maintaining appropriate collaboration relations are critical in a re-
searcher’s academic life [18] because collaboration can bring together diverse exper-
tise to the same research problem and generate more influential results. The link pre-
diction techniques developed in social network research community [12] can help 
predict future collaboration and make researchers aware of the possible coauthors. 
However, most of the research works considered only the core authors [12,20] who 
have at least a certain number of publications both in the training dataset and the test-
ing dataset (three in [12], and five in [20]). Considering the skewed distribution  
between the number of authors and the number of publications [13], the selection 
criteria will cut off a large proportion of authors. The conclusion from the core au-
thors may not be useful for the rest authors, because predicting from sparse data is 
more difficult [15]. Besides, the prediction in current works is in the global level, in 
which top-k ranked pairs among the entire candidate pairs are selected as the pre-
dicted links (k is the number of links in the testing dataset). In the global level  
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prediction, there is no control of generating prediction for particular individuals; how-
ever, we believe that it is it is more useful if the prediction is for individuals, especial-
ly for junior authors. They usually don’t have sufficient coauthors, and are more eager 
to form new connections.  

Data sparseness is recognized as a major problem for the prediction of coauthors 
for junior researchers. To relieve data sparseness, content information was commonly 
used. Related techniques in expert search [1] utilize content information to find rele-
vant experts. In the recommender system domain, a hybrid method combining both 
content information and social network feature was often used to solve the cold start 
problem [14,11,19]. In previous research that considered social network information, 
either the local network features (e.g. the direct connections) or global network fea-
tures (e.g. shortest path) were used respectively. Our experiments showed that com-
bing the local and global network features significantly improve the prediction per-
formance, no matter content information was added or not. 

Since multiple features are used in this task, a following question is how to com-
bine them effectively. Linear combination is a simple solution, but it is difficult to 
scale different scores and tune the parameters. An alternative method is to treat the 
prediction as a binary classification problem [16,20,3] based on multiple features. 
However, to train a binary classifier, we need to use both positive subjects (real coau-
thor pairs) and negative subjects (real non-coauthor pairs). Negative subject sampling 
is difficult because not observing a coauthor link does not imply two authors not are 
real non-coauthor pair. It may because the coverage of the dataset is limited. 

To sum up, the focus of this paper is to predict coauthors for junior researchers. 
Multiple features including local network features, global network features and con-
tent features are considered to improve the prediction performance. In the remainder 
sections of this paper, we first review related work in section 2. Then, in section 3, a 
new approach to combine multiple evidences using regularization framework is pro-
posed. Then, we described the datasets and evaluation metrics in section 4. In addi-
tion, Empirical results analysis is discussed in section 5. In the final section, we  
summarize our findings and propose future directions. 

2 Related Works 

In the literature, coauthor prediction has been modeled as a similarity measuring prob-
lem, a recommendation problem, or a classification problem. When viewed as a simi-
larity measuring problem, the similarities between any two authors are calculated, and 
then the author pairs are ranked and those in top positions are chosen as the predicted 
links [12]. The core of this approach is to define the vertex similarity [5]. Authors 
with high vertex similarity are assumed to have high probabilities of collaboration. 
Network topological features are usually used to measure the vertex similarity. Both 
local network measures such as common neighbor, Jaccard similarity, Adamic/Adar, 
preferential attachment, and global network measures such as the shortest path, si-
mRank, and Katz index have been used before. All of these measures are mentioned 
and compared in [12]. 
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Coauthor prediction can also be viewed as a personalized recommendation prob-
lem. The Collaborative Filtering (CF) method was extended in [19] for people-to-
people recommendation; however, CF suffers from the cold-start problem when data 
is sparse. This problem is particularly important in our task because the junior re-
searchers are usually lacking of coauthor information. A hybrid method that combines 
both social network information and content information can be adopted to relieve the 
data sparseness. The combination can be a simple linear combination [11,4], a regula-
rization based combination [14], or a filtering based combination [17].  

Other researchers [3,20,16] found that besides local and global network topological 
features, other features can also help improve the prediction performance. For exam-
ple, the authors’ keywords matching, the publication classification code matching 
[3,16,11] and the meta-path in heterogeneous information networks [20] were all 
found useful. In order to combine multiple features, the coauthor prediction was  
modeled as a binary classification problem. 

The expert search in the information retrieval domain is also a related work. Re-
lated techniques of expert search were not well-studied until TREC’s expert finding 
task [6], in which researchers are required to build an algorithm and rank candidates 
based on their relevance to the user issued queries. The widely adopted method for 
expert search is to construct expert profiles using the their previous publications or 
co-occurrence texts [1]. Expert search didn’t model users’ social context, which  
make it less useful than social network based method [11]. However, combining the 
expert profiles and social context information performs better than using them  
separately.  

3 Methodology 

3.1 Problem Definition 

The prediction task is formalized as follows: we divide the dataset into the training 
dataset  and the testing dataset . The division criteria are described in section 4. 
The test documents  are defined as those documents with junior researchers 
as the first authors. Each document  in  is further presented by a triple: u ,u , , which indicates the authors of :  is the first author (u  is a junior re-
searcher),  represents all the authors of the document and  represents the metada-
ta such as title and/or abstract. The junior researchers are defined as those people who 
published at least one first-author paper in , and at least one but no more than five 
papers in . Our goal is to predict the collaborations between u  and the rest of the 
authors u . However, if u  and any author in  u  are coauthors in , then 
that coauthor link is not included in our prediction because we are predicting the new 
coauthor links.  is used to simulate u ’s topic interest in document , and we as-
sume that u  has already known this information before he/she wants to build  
connections with authors u .  
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3.2 Baseline Models 

In terms of the baselines, we adopted two link prediction measures, i.e. the Adam-
ic/Adar index, and the Katz index to represent the best practices using the local net-
work topology features and the global network topology features. We also adopted the 
Balog Model 2, which is served as the best practice in content-based method. Besides, 
we considered the standard Collaborative Filtering algorithm which has been found as 
an effective method in recommendation systems. We adopt the similarity measuring 
approach for link prediction, the core of which is to rank candidate   based on 
his/her similarity with author u .  

The Adamic/Adar index [10] (AA) is a typical local network feature based me-
thod. In our task, we compute the similarity between candidate  and  , i.e. , u , using Formula (1). Γ  denotes a set of neighbors of author , and |Γ | 
denotes the size of Γ .  

                          , u ∑ | |∈                        (1) 

The Katz [9] (Katz) index takes into account of the global network structure. It is 
defined as the summarization of all paths between candidate  and u , which is 
computed using Formula (2). Path ,  is all the length  path between  and . β is the damping factor that controls the weight of the path. 

                           , u ∑ β · Path ,…                     (2) 

In the content-based baseline model Balog Model 2 (ES) [1] the content similarity is 
calculated between the topic interest of  and that of u  in paper  using Formula 
(3). The topic interest is represented by the bag-of-words in  and it is used to mim-
ic user query in ES. |  is estimated using the standard language modeling ap-
proach in information retrieval, and |  is the association between author  
and document . In this paper, we used the uniform association for multi-authored 
papers, and each author receives the same weight of association regardless of author 
order. 

                   , u | , u ∑ | |                 (3) 

The fourth baseline is the user-based Collaborative Filtering (CF) algorithm [2]. The 
traditional scenario of CF consists of users, items and users’ ratings on items. Howev-
er, in the case of people-to-people recommendation, the user and item are both people 
and there are no explicit ratings on items. In order to apply the CF into the coauthor 
prediction, we treat people as both the user and the item, and the number of papers 
two people coauthored as the people’s rating on each other, i.e. users’ ratings on 
items. Using the simple average weighted aggregation, the similarity between  and 

 is calculated using Formula (4), in which  is k most nearest neighbors of . r ,  is  ’s ∈ ) rating on , i.e. the number of coauthored papers of  and 
. ,  measures the similarity of rating on items between user  and , 

which is calculated by the cosine similarity of their coauthors (see Formula (5).). κ is 
the normalized term. 
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                           , u κ ∑ , r ,∈                     (4) 

                              , Γ , Γ                    (5) 

3.3 Multiple Objective Optimization Using Regularization 

Each of the baseline models only considered one type of feature. Since the combina-
tion of multiple features has proven to be useful in many works [11,4,20,3,16] , a 
following problem is to combine multiple features more effectively. The simple linear 
combination works only when features in the combination are independent. As men-
tioned in [12], when β is small, Katz is very similar to the neighborhood based ap-
proach such as AA, which means these two features are not independent to each oth-
er. Therefore, here we propose to use a regularization based approach as suggested in 
paper [7].  

Our first regularization based combination approach is named as AAN, in which 
local network feature based method AA is set as the base, and the objective is to com-
bine features from global networks and/or content information. For each document  
in , we need to rank ca for  based on their similarity score vector .  is initia-
lized as a zero vector.  is updated according to an objective function Ω  defined in 
formula (6), in which  denotes the final score vector,  (M is the adjacent 
matrix of coauthor networks) is the difference matrix, and ·  denotes the L2 norm 
of a vector.  helps propagate local similarity scores through the global 
network while  ensures the final score do not go far away from  , 
and  is the importance parameter. To minimize the objective function, we set deri-
vation of Ω  to  equals to 0, and the closed-form solution is shown in Formula (7). 
However, solving the inverse of a matrix is time consuming. An alternative method is 
to use the power iteration method as suggested in [7]. In each iteration, we can update 
the score t  using Formula (8) and the final solution for the iteration is t ∞ .  

                        Ω , 0             (6) 

                   1 α 1 α , 1/ 1             (7) 

                         t 1 α t 1 α               (8) 

For the comparison purpose, we also proposed a linear combination model AANL 
that combines both local and global network feature. We computed two different si-
milarity scores: the Adamic/Adar score , u  and the Katz score , u . Then, the two scores are combined using Formula (9), in which λ indi-
cates the importance of Katz score.  

                 , u 1 λ , u λ , u              (9) 

In order to introduce the second regularization based combination approach AANE, 
we first define a simple linear combination model AAE (shown in Formula 11) which 
incorporate content information with AA. AANE then incorporate both content and 



 Coauthor Prediction for Junior Researchers 279 

global network information with AA. The objective function  Ω  in AANE is defined 
in Formula (11). The closed solution of Formula (11) is Formula (12). The power 
iteration method can also be used for AANE to optimize the objective function.  

                     1 , 1/ 1              (10) 

         Ω , , 0    (11) 

        1  

                      Where, 1/ 1 , / 1  (12) 

4 Dataset and Evaluation Design 

The dataset used in this study contains 151,165 ACM hosted conference papers that 
were published between 2000 and 2011 in the ACM Digital Library. Each paper in 
the dataset includes a title and an abstract. The authors of these papers were disambi-
guated using the ACM author identifiers (In the ACM Digital Library, each author is 
assigned a unique identifier number). In total, there are 209,592 unique authors. 
Coauthor relations are extracted to create a coauthor network. A link between two 
authors is added if they co-published at least one paper.  

The dataset is divided into three parts according to publishing time for evaluation: 
T1= [t2000, t2003], T2= [t2004, t2007] and T3= [t2008, t2011]. There are 3,760 papers in T2, 
and 5,914 papers in T3 that have junior researchers as the first author. These papers 
were selected for evaluation. T2 is the testing set when using T1 as the training set, 
while T2 is the training set when using T3 as the testing set. Therefore, as the two 
dataset used for evaluation are named asT1-T2 and T2-T3. 

Two evaluation metrics were used. The first metric is the accuracy in top-10 posi-
tions (WTP), which examines whether the correct coauthor is ranked within the top-
10 positions. However, the exact ranking position information is lost in this case. If 
two algorithms both can recommend results in top-10 positions, we cannot distinguish 
their performance using WTP. Therefore, another evaluation metric mean reciprocal 
rank (MRR) [22] was also used as it reflects the exact ranking position.  

5 Result Analysis and Discussion 

5.1 Parameter Selection 

AA and ES were implemented directly as there are no explicit parameters in these two 
algorithms need to be tuned. For other algorithms, parameters were tuned and the one 
with best performance were selected. When the performances on WTP and MRR have 
conflictions, the parameter that has better performance on WTP was chosen.  

For the user-based Collaborative Filtering (CF) algorithm, as shown in Formula 
(4), we tried different values of  (1, 3, 5, 7 and 9), and finally chose 5 because it has 
the best performance in terms of both MRR and WTP. This means that the 5 nearest 
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neighbors were selected as the similar users. In the Katz index method, we follow the 
Gauss-Southwell algorithm [8]. A set of damping factors (i.e. the β) values are 
adopted and compared, including 0.1, 0.05, 0.005, 0.0005. Finally, β 0.05 were 
selected as it is the one with best performance on both MRR and WTP. In AANL, λ  
is set to be 0.95 because it gives the best performance on both WTP and MRR. 

For the rest three models AAN, AAE and AANE, both of the parameters  and  
are ranging from 0,1 . We set different values for the parameters from 0 to 1, with 
0.1 as gradient step and chose the one with best performance ones: 0.5 for T1-
T2, and 0.1 for T2-T3 in AAN; 0.1 in T1-T2, 0.02 is in T2-T3 for 
AAE, 0.5, 0.01 in T1-T2 and 0.1, 0.002 in T2-T3 for AANE. 
In AAE, the ES scores are usually small; therefore, we use a heuristic method to mul-
tiple them by 1000 in order to be able to combine with other scores.  

5.2 Comparative Evaluation of Eight Models 

The result analysis on each metric consists of two parts: a bar chart on how each 
model performed and a statistical test to reveal the significance of experimental re-
sults. Non-parametric test Wilcoxon Signed Ranks was used since the normality was 
not satisfied. The following results show the comparisons of eight models: AA (For-
mula 1), Katz (Formula 2), ES (Formula 3), CF (Formula 4), AAE (Formula 10), 
AANL (Formula 9), AAN (Formula 8) and AANE (Formula 12). 

The evaluation results on WTP is shown in Figure 1 and results on MRR is shown 
in Figure 2. We found that the four proposed hybrid models (AAE, AANL, AAN and 
AANE) are all significantly better than the single feature based models (ES, CF, AA 
and Katz) on both WTP and MRR. It may suggest that different features actually re-
veal different aspects of data, and combing them can improve the performance. The  
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previous studies either only considered the local network feature or only the global 
network feature. The fact that AAN and AANL performs significantly better than 
both AA and Katz indicates that combining the local network features and the global 
network can improve the prediction accuracy. We also found that the regularization 
based model AAN is significantly better than linear combination models AANL. This 
indicates that the regularization based approach is a better approach for multiple fea-
ture combination compared to the simple linear combination. Among all the eight 
models, AANE performs the best. This indicates that incorporating all three features 
together using regularization based approach produce the best predication accuracy.  
 

 

Fig. 2. MRR evaluation with stand errors 
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(ES) and network only model (CF, AA and Katz), which confirms the previous find-
ings. In addition, we actually found that combing the local network feature and the 
global network feature helps more than combing the local network features with the 
content features. This is supported by the fact that AAN and AANL are significantly 
better than AAE on both WTP and MRR. The reason that AANL is better than AAE 
only on WTP is that MRR measures the exact rank positions while using content in-
formation can avoid ranking the right candidate in extreme low positions. We also 
found that pure network features based methods, i.e. CF, AA and Katz, are signifi-
cantly better (p<0.001) than the pure content based method ES in terms of WTP eval-
uation. Content match focuses on finding potential coauthors using topic interest 
match, but people are unlikely to form coauthor relationships if they are not reachable 
to each other in the network even though they share similar topic interest. However, 
ES seems to be superior to CF on MRR, which may suggest that although it is unable 

0.00

0.01

0.02

0.03

0.04

0.05

0.06

ES CF AA Katz AAE AANL AAN AANE

T1-T2 T2-T3



282 S. Han et al. 

to rank the right candidates to the top positions, it is also unlikely to rank the right 
candidates in extreme low positions. 

AA and Katz have conflict performance on WTP and MRR. We found that in the 
T1-T2 dataset, Katz is significantly better than AA on WTP while it seems to be 
worse than AA on MRR evaluation in T2-T3. We think that AA suffers from data 
sparseness problem because it only considers local network feature. However, when 
only the global network feature is included in Katz, it introduces many noises.   

6 Conclusion 

In this paper, we look into the coauthor prediction problem for junior researchers who 
were actually ignored in previous works. The global network, the local network and 
the content-based feature were found to be useful in previous works for link predic-
tion. We proposed two regularization based models to combine multiple features and 
optimize them simultaneously. Comparing to the four baseline models that each con-
sider only a single feature, our proposed models performed significantly better on the 
predication accuracy. A particularly interesting finding is that propagating feature 
from the local network to the global network improves the performance significantly 
compared to the model that combine content and local network feature. This indicates 
that although many previous works focused on combing the content feature and the 
local network features, they actually didn’t take full advantage of the network features 
by not taking global network feature into account. Most importantly, the results show 
that our proposed regularization approach is better than simple linear combination and 
can be easily expanded to multiple features combination. In the next step, we will 
further explore the propagation method for multiple features combination, such as 
random walk or belief propagation. 
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Abstract. Mining massive daily news media data to infer patterns of
cultural trends, including political conflicts and instabilities, is an impor-
tant goal of computational social science and the new interdisciplinary
field called “culturnomics.” While the sheer size of media data makes
this task challenging, a greater hurdle is the nonstationarity of data,
manifested in several ways, which invalidates surge in media coverage as
a reliable indicator of political change. We demonstrate the use of ad-
vanced statistical, information-theoretic, and random fractal methods to
analyze CAMEO-encoded political events data. In particular, we show
that on the country level, event distributions obey a Zipf-Mandelbrot law,
and interactions among countries follow an exponential law, indicating
that local or prioritized events dominate the political environment of a
country. Most importantly, we find that world-wide political instabilities,
such as the Arab Spring, are associated with breakdown or enhancement
of long-range correlations in political events.

1 Introduction: Motivation and Background

Archived news data are formidably large for any human individual or teams
to attempt manual coding. Due to technological improvements, media data are
now generated at an astronomical rate every minute. These data, old and new,
contain valuable information on many aspects of culture. Analyses of these data
to infer various kinds of sociopolitical trends, including political conflicts and
instabilities, is a priority goal of computational social science and the new in-
terdisciplinary field, “culturnomics” [1–4]. This is a very difficult task, since
political processes can be extraordinarily complex. One of the major challenges
is nonstationarity in news media coverage: A trivial event can attract huge media
attention, while major political events may not be reported adequately. This is
shown by daily event totals for USA in Fig. 1(a) (and other countries, not shown
here). Such nonstationarity prevents researchers from judging the significance of
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an event based on media coverage. Here, we propose to use advanced statis-
tical, information-theoretic, and fractal methods to analyze CAMEO-encoded
political events data. Besides analyzing events time series, we also analyze their
Goldstein-scale intensity [5], as shown in Fig. 1(b). By using the daily mean, the
issue of whether the Goldstein scale accurately quantifies the significance of an
event is mitigated. At a minimum, we show that such data provides more infor-
mation than the tone or “mood” based on media coverage [2]. The local variance
of the graph in Fig. 1(b) decreases with time, another form of nonstationarity.
Below we demonstrate how fractal methods can eliminate such nonstationarity.
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Fig. 1. Political events data in USA: (a) absolute daily number of events, (b) daily mean
Goldstein Scale intensity, (c) rescaled daily mean Goldstein Scale, and (d) adaptive
fractal analysis of the data shown in (c). For data source, see below for details.

2 Methodology

In this section we describe the new data set that we used in this study, fol-
lowed by three analytical methods that are still relatively new to computational
social science in general (automated information extraction) and culturnomics
in particular.
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2.1 Data

Political event data are nominal codes that record who did what to whom and
when (i.e., codings based on units of analysis consisting of subject-verb-object (S-
V-O) phrases), coded from news media[6]. The new event data set analyzed here
is called Global Database of Events, Language, and Tone (GDELT). It includes
more than 178 million unique events across all countries, during the period from
1979 to the present. GDELT is a new initiative based on tera-bytes of information
to construct a catalog of all major human societal activity across all countries of
the world. GDELT events are drawn from a wide array of news media, both in
English and non-English, from across the world, ranging from international to
local sources in nearly every country. These data were produced by the TABARI
automated coding software (http://eventdata.psu.edu/software.dir/tabari.html)
using the CAMEO event and actor coding system [7]. TABARI works with a very
large set of verb-phrase (>15,000 phrases) and noun-phrase (>40,000 phrases)
dictionaries in combination with shallow parsing of English-language sentences to
identify grammatical structures such as subject-verb-object, compound subjects
and objects, and compound sentences. CAMEO is an update of earlier (1960s)
event coding systems, with changes introduced by automated coding and new
behaviors, such as suicide bombings. CAMEO provides a detailed and system-
atic framework for coding contemporary political actors, including international,
supranational, transnational, or internal actors. An earlier version of this system
recently was successfully employed in the DARPA ICEWS project [8] to code 25
gigabytes of Asian news reports involving more than 6.7 million stories, which
provided the key input for forecasting models, with accuracy, sensitivity, and
specificity all exceeding DARPA’s pre-set criteria.

2.2 Zipf-Mandelbrot Law for Ranked Events: Quasi-universal
Scaling

Every day hundreds of thousands of political events occur throughout the world.
However, some events occur more frequently than others. What is the general
functional form of such distributions when events are ordered by occurrence fre-
quency? The classic Zipfian rank-size law [9], which states that the frequency of
an observed value is inversely proportional to its rank, is a theoretical hypothe-
sis for the occurrence of political events. We focus on two classes of events: (1)
those for the whole world in a short period of time, such as April 2012; and (2)
events in a specific country during the past 30+ years, from 1979 to 2012. We
show that the general shape for the probability density p(k) in both cases is well
characterized by a generalization of Zipf’s law, the Zipf - Mandelbrot law [10],
idefined as

p(k) = c/(k + q)α, (1)

where α is the scaling exponent, k is the rank of the event (k = 1 for the
most frequent event, k = 2 for the 2nd most frequent event, etc.), q is a constant
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parameter, and c a constant coefficient determined by the condition that total
probability is 1. Three examples are shown in Fig. 2. The exponent α (slope of
the red part of the graphs) varies across countries only slightly, and therefore,
the scaling found here may be called quasi-universal.
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Fig. 2. The Zipf-Mandelbrot Distributions for the ranked events in USA, China, and
Afghanistan, with the scaling exponents α = 1.95, 2.12, and 2.05, respectively

2.3 Structure of Interaction Sub-networks

A country interacts with many other countries, as well as with groups within and
outside the country. We quantify the interaction strength among the country and
other actors by the total number of events occurring among them in a time period
of 30+ years, from 1979 to 2012, normalized by the total number of interactions
between the country and all other polities. Such interaction strength can be
interpreted as a probability. Fig. 3 shows four examples. The distributions are
close to exponential,

Interaction strengthi ∼ e−βi, (2)

where i represents the i-th most significant interaction partner and β > 0 is a
parameter, as shown by the nearly straight line when plotted in semi-log space.
Exponential distributions in interaction sub-networks indicate that the polit-
ical environments of a country are largely dominated by local or prioritized
events.

2.4 Enhancement or Breakdown of Persistent Long-Range
Correlations Arising from Political Instability

One of the most ubiquitous and puzzling features of complex systems is the
so-called 1/fα noise, a form of temporal or spatial fluctuation characterized
by a power-law decaying power spectral density. A sub-class of 1/fα noise is
the stochastic process with long memory characterized by the Hurst parameter
0 < H < 1. The process is said to have anti-persistent, short-range (or memory-
less), or persistent long-range correlations, depending on whether H < 1/2, H =
1/2, or H > 1/2, respectively. The basic model for 1/fα noise is the fractional
Brownian motion (fBm), which is a Gaussian random walk process with mean 0
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Fig. 3. Exponential distributions for the interaction sub-networks of USA, China, Rus-
sia, and Iran

and stationary increments. Its variance, covariance, and power spectral density
(PSD) are given by E[(BH(t))2] = t2H , E[BH(s)BH(t)] = 1

2{s2H + t2H − |s −
t|2H}, and E(f) ∼ f−(2H+1), respectively. Note that processes with H > 1, with
long memory also exist, and may arise from a variety of situations including
nonstationarity.

The Hurst parameter can be used to eliminate nonstationarity observed in
daily mean Goldstein Scale data shown in Fig. 1(b). The idea is best understood
by considering the effect of smoothing irregular data. Denote a stationary time
series by X = {Xt : t = 0, 1, 2, . . .}. We then construct a new time series

X(m) = {X(m)
t : t = 1, 2, 3, . . .}, m = 1, 2, 3, . . . ,

obtained by simple nonoverlapping averaging,

X
(m)
t = (Xtm−m+1 + · · ·+Xtm)/m, t ≥ 1 . (3)

For ideal fractal processes, there is an interesting scaling law for the variance of

X
(m)
t on the aggregation level m [11, 12], given by the expression

var(X(m)) = σ2m2H−2, (4)
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where σ2 is the variance of the original data. Eq. 4 means that if we multiply the
daily mean Goldstein Scale data shown in Fig. 1(b) by n1−Hintraday , where n and
Hintraday are the number of events and the Hurst parameter of events within
a day, then the rescaled mean Goldstein Scale data will be largely stationary,
in the sense that the local variance of the data will be almost constant. This is
evident in Fig. 1(c). Note that Hintraday may be different from H for daily mean
Goldstein Scale data, which is for longer time scales.

There is a rich variety of methods to estimate H from a truly fractal pro-
cess [11, 12]. However, care must be exercised when estimating H from real
world data, especially when the data contain trends, nonstationarity, or signs
of rhythmic activity [13]. One of the more reliable and convenient methods
for dealing with these issues is the recently developed adaptive fractal analy-
sis (AFA) [3, 14], which is a refinement of the celebrated detrended fluctuation
analysis (DFA) method. Denote a time series of interest (e.g., the rescaled daily
mean Goldstein Scale data) by {x1, x2, · · · , xN}. Its integral,

u(i) =
i∑

k=1

(xk − x), i = 1, 2, · · · , n, (5)

is called a random walk process. For an arbitrary window size w, AFA involves
first fitting a globally smooth trend signal v(i) to the u(i) time series. The
residual, u(i)− v(i), characterizes fluctuations around the global trend, and its
variance yields the Hurst parameter H according to

F (w) =
[ 1

N

N∑
i=1

(u(i)− v(i))2
]1/2

∼ wH . (6)

Fig. 1(d) shows an example of AFA using the rescaled daily mean Goldstein
Scale data of USA. We observe two scaling regions. One is up to a time scale of
210 days, with H = 0.78. The other is for longer time scales, with H = 1.30. The
first scaling, having 1/2 < H < 1, suggests that political events in USA have
persistent correlations, at least for a time scale up to 3 years. This feature can be
readily understood by noticing that in order for a movement or effort to shape a
political landscape, it has to be persistently carried out for a while. History is full
of such efforts and movements. Indeed, this feature is generic among a few dozens
of countries that we have examined, albeit the exact value of H varies from one
country to another. The second scaling, having H > 1, suggests that on time
scales longer than 3 years, the political environment in USA is nonstationary.

Nonstationary political processes, and especially political instabilities world-
wide from time to time suggest that a better strategy for examining the long-
range-correlations in a country is to partition the rescaled daily mean Goldstein
scale data into many short segments and then estimate H for each segment.
The scaling break shown in Fig. 1(d) suggests that a good choice of the segment
length is 3 years. As a compromise for getting good temporal resolution and
computational speed, we have chosen to let successive segments overlap by 2
years. Five examples of the variation of the Hurst parameter with time are
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shown in Fig. 4. Since H > 1/2 in all those countries, we can conclude that the
correlations there are always persistent.

Consistent with our earlier discussion, we argue that a stable political event
process without much fundamental change in policies and general perception of
the people in the country would yield an almost constant H . To understand how
H may change with time, we may consider two political actors (polities), one
old, holding onto its status quo policies (stable), and the other new, undergoing
fundamental change in goals, personnel, or institutions (unstable). These two
regimes are dynamically different. If the status quo prevails, current policies will
be enhanced, manifested by a continual increase in the Hurst parameter value.
On the other hand, if political change succeeds, then fundamental policy changes
will follow and the Hurst parameter will decrease. Of course, if the new regime
shares everything with the old power, except the “identity,” then even if there
is a switch in power, the variation of the Hurst parameter with time will follow
the first pattern — to increase with time, indicating that the new regime, albeit
with a different “name,” is persisting with the old policies (status quo).

3 Results and Discussion

Fig. 4 shows the main results of the preceding methodological approach. Consider
the graph for China. The first decrease in H(t) occurred around 1982, coincid-
ing with the leadership regime transition from Hua Guofeng to Deng Xiaoping.
The second decrease, started shortly before 1990, was caused by the Tianmen
Square event. The third (weak) decrease, which occurred around 2002, coincided
with the more modest leadership regime transition from Jiang Zhemin and Hu
Jintao. The broadly increasing segments of the graph, from about 1982 to 1989,
and again from 1992 to 1996, signified regime persistence in terms of China’s
economic reform.

Next, consider the graph for Haiti. Here, we only observe two sharp decreases,
around 1995 and 2004, respectively, coinciding with Aristide taking and being
removed from the presidency — the time 1995 is slightly later than the actual
time of his presidency, which was October 1994. This means it took a few months
for him to change the political course of Haiti. Indeed, the old regime in Haiti
was extremely powerful and consistent. Albeit the dictatorship of the Duvalier
family ended in 1986, old policies were actually enhanced for years after 1986.
In fact, although Aristide survived a coup attempt before his inauguration in
1991, he was soon overthrown. Only with the help of USA, he became a “true”
President of Haiti in 1994. Apparently, the course he designed for Haiti was not
good for the world, and again with the help of USA, he was removed from the
presidency in 2004.

Finally, consider the H(t) graphs for three key countries involved in the Arab
Spring. Interestingly, the government of Yemen was soon overthrown during
the movement. There is a fundamental reason for that: the increasing trend for
Yemen’s H(t) starting before 2005. Although the process was perturbed by some
events in Yemen around 2008, the basic pattern for the variation of H(t) is still
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Fig. 4. Variation of the Hurst parameter with time for China, Haiti, Egypt, Tunisia,
and Yemen

increasing. Therefore, even if the government in Yemen was overthrown, the
basic political course in Yemen has remained similar. In some sense, the Arab
Spring might not have been as revolutionary as freedom advocates would hope.
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Abstract. Network analysis has been an active area of research for the
past few decades. Out of many open research questions that have been
extensively studied, relational classification, community detection, link
prediction are only to name a few. Collective classification is a well-known
relational classification method for classifying entities (nodes) within a
network which involves using both node based features and topological
features of each node. It involves collective prediction of the unknown
labels of all the test nodes in the network using label information of the
training nodes. Even though this has been a well researched topic for
years, very little has been done to address the following two challenges:
(1) how to actively select the labeled nodes from the network to be used
for training, and (2) how to efficiently obtain a sparse representation of
the original network without losing much information, so that learning
can scale to large networks. A lot of work has been done in theoretical
computer science which aims towards finding the best approximation of
large graphs. However, not much has been done from the perspective of
finding an approximate subgraph that will help in classification of net-
work datasets. In this paper, our contribution is in proposing an efficient
graph sparsification method and a sampling technique which, along with
the state-of-the-art network classifiers, can give comparable runtime and
classification accuracies.

1 Introduction

Networks are usually represented as graphs where the vertices are entities and
the edges represent interaction between these entities. Of numerous aspects of
computational social science that are in practice, our research is primarily fo-
cused onto learning supervised models that can be used for making accurate
predictions on unseen data within the network. Although major work has been
done on finding efficient learning models, an important challenge arises while
trying to find the right samples (i.e, instances that represent the distribution
from which the original dataset was generated), using which we can learn our
models.

Learning in relational datasets is different from learning in non-relational
datasets, because of the presence of links between entities in networks. These

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 293–302, 2013.
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links account for pairwise interactions between entities and hence, can be con-
sidered for extracting additional features about the network dataset. Collective
classification considers link-based features along with the node specific features,
while training a model. It deals with the simultaneous classification of neigh-
boring instances in relational data, until a convergence criterion is reached. The
rationale behind collective classification stems from the fact that an entity in a
network (or relational data) is most likely influenced by the neighboring entities,
and can be classified accordingly, based on the class assignment of the neighbors.
Collective classification approaches jointly classify a set of related (linked) nodes
by exploiting the underlying correlations between the labels and the attributes
of the training nodes and that of the test nodes in a network [4].

Our contribution in this paper is two fold: (i) We propose an algorithm to
sample subgraphs from the full network (a.k.a. network sampling [2]). (ii) We
propose an algorithm to sparsify the network by removing noisy edges and find a
suitable approximation that can facilitate collective classification, without com-
promising the accuracy. We explain the notion of sampling in detail in section
3.3. We use two benchmark network datasets: (i) Cora (directed graph repre-
senting citation network of scholarly papers)1 and (ii) DBLP (undirected graph
representing co-authorship network of computer science researchers)2 to show
that our sampling technique, along with a state-of-the-art collective classifica-
tion method [8], can improve the classification accuracy. In addition, our graph
sparsification method helps in reducing the number of edges in the network and
reduces the execution time without compromising the classification accuracy.

2 Related Work

Given the aim of collective classification earlier in this paper, an important ques-
tion that comes to mind is - how to train a collective classification model? In
traditional learning theory, samples (set of instances) chosen randomly (with or
without replacement) from the entire set of data points are assumed to represent
the key characteristics of the original dataset [3]. In these cases, randomly chosen
instances for training is sufficient for learning models which does not make use
of link structure in the dataset. However, in network analysis, researchers have
shown that randomly chosen nodes are not good representative samples of the
network [2]. Many competitive approaches, e.g., forest fire sampling [5], node
sampling, edge sampling and edge sampling with graph induction [1] have been
proposed so far. Most of the proposed methods have either taken a generalized
approach towards sampling or have considered networks that evolve over time.
Recently, Ahmed et al. [2] have shown that, forest fire sampling has an overall
good performance for classification in relational data. The goal of any sampling
method is to preserve key features (e.g., sufficient statistics) of the underlying
distribution. Which feature is a key depends on the problem we are trying to
solve. Hence, instead of developing another generalized sampling algorithm for

1 http://www.cs.umd.edu/∼sen/lbc-proj/LBC.html
2 http://www.informatik.uni-trier.de/∼ley/db/
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any learning method (supervised, semi-supervised or unsupervised), we propose
an adaptive version of forest fire sampling in order to facilitate collective classi-
fication in network datasets. This is different from the active sampling method
proposed recently [11], where the goal is to draw samples from the network that
have high probability of having a specific label. Our method can be categorized
as active labeling, where both the value of the label as well as the local structural
information of the labeled instance are acquired.

Our second contribution is a sparsification method for removing noisy edges
in the network. Attribute information and labels of neighboring nodes have been
useful for improving accuracy in collective classification problems. However, if
the collective classification algorithm fails to classify a node correctly, then the
misclassification error is propagated throughout the network. Certain edges in
a network do not carry much information and do not contribute towards better
accuracy for classification models. These edges, or weak ties, between entities can
be removed from the network to speed up the learning process without compro-
mising much with the classification accuracy. There are many good sparsification
algorithms [15,16] which aim to find best approximation for large graphs in linear
time. Those algorithms are focused on reducing the time complexity for finding
the best approximation of large graphs. Our method is different from those ap-
proaches; our objective is to find a sparse network that will help in reducing the
runtime of collective classification algorithms. Our graph sparsification approach
is inspired by a local graph sparsification algorithm [13]. However, we emphasize
that this approach was meant for efficient clustering in graphs (or networks),
whereas, our approach is to facilitate classification in graphs.

3 Methodology

Let graph G = (V,E) represent a relational dataset D = (X ,Y), where X =
{x1,x2, · · · ,xn} is the set of node attributes and Y = {y1, y2, · · · , yn} is the
set of corresponding labels for the |V | = n nodes in the network. Let K be the
number of classes, denoted by k = 1, 2, · · · ,K, to which the nodes can belong
(yi = k, where i = 1, 2, · · · , n). Let M|E|×2 be an edge-vertex incidence matrix
where row denotes an edge e ∈ E. The column of M indicates the two vertices
with which the edge e is associated. Let An×n be the weighted adjacency matrix
representing the interactions between any pair of nodes in the network.

3.1 Problem Definition

Given a sparsification ratio θ (0 < θ < 1), our goal is to:

– Find a sparsified networkGs = (V,Es) (where Es ⊂ E) using a sparsification
algorithm Adaptive Global Sparsifier (Algorithm 1) where |Es| = �θ × |E|�.

– Find a sample subgraph G′
s = (V ′

s , E
′
s) from the network G = (V,E) (where

V ′
s ⊂ V and E′

s ⊂ E) using a sampling algorithm Adaptive Forest Fire
Sampling (Algorithm 2), in order to train a classifier.
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Algorithm 1. Adaptive Global Sparsifier (AGS)
Input: A graph G = (V,E), sparsification ratio θ, edge-vertex incidence matrix M|E|×2

Output: A sparsified graph Gs = (V,Es) where Es ⊂ E
1: Es ← ∅
2: cG = components(G)
3: for each edge e ∈ E do
4: (i, j) ← Me

5: Compute e.sim = Sim(i, j) as in equation (1)
6: end for
7: Sort and order the edges e ∈ E of the graph according to decreasing order of e.sim
8: Add top �θ × |E|� edges of G to the sparse graph Gs i.e. |Es| = �θ × |E|�
9: for each edge ep ∈ E − Es such that ep is the edge with the lowest similarity score (e.sim) in

the sorted edge list do
10: E ← E − ep
11: c = components(G)
12: if c > cG then
13: Es ← Es ∪ ep
14: end if
15: end for

3.2 Adaptive Global Sparsifier

Given the node attributes for all the nodes in the graph G, we compute pairwise
cosine similarity between any pair of nodes i and j, as follows,

Sim(i, j) =
xi

Txj

‖xi‖2‖xj‖2
(1)

We sort the edges according to descreasing order of similarity and keep the top
�θ × |E|� edges in the graph. For the rest of the edges, we start scanning from
the bottom of the sorted list of edges. We remove an edge if this doesn’t increase
the number of connected components in the graph (function components(Gs)
in Algorithm 1, checks the number of connected components in the graph Gs),
otherwise we put back that edge. A graph becomes more disjoint if the number
of connected components increases. This situation is not encouraged in collec-
tive classification setting, since collective classification relies on the connectivity
of the graph for propagating the labels from training nodes to test nodes. Our
sparsification algorithm AGS aims to remove noisy edges from the graph such
that removal of such an edge does not increase the number of connected com-
ponents in the sparsified graph, as compared to the original graph. Checking for
connected components within a graph has a time complexity of O(|V | + |E|).
Hence, the time complexity of Algorithm 1 is O(|E| × (|V | + |E|)), since the
outer for-loop (lines 9 − 15) can run at most |E| times. Our AGS algorithm is
different from the global and local sparsification algorithms proposed by Satuluri
et al. [13]. The global sparsification algorithm [13] adds only the top �θ × |E|�
edges in the graph based on the Jaccard similarity measures of the edges. The
local sparsification algorithm [13] scans through each node in the graph, sorts
the edges incident on the node according to the Jaccard similarity measure and
keeps only de edges, where d is the degree of the node under consideration, and
e is any predefined value between 0 and 1. For ease of reference, we call these
two methods Global Sparsifier (GS) and Local Sparsifier (LS), respectively. We
consider these two sparsification algorithms as baseline methods for comparison.
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3.3 Adaptive Forest Fire Sampling

Forest fire sampling as proposed by Leskovec et al. [6,5], starts by choosing a
random seed node and burning a fraction of its outgoing links to neighboring
nodes attached to it. This fraction is chosen from a geometric distribution with
a predefined mean. It is similar to a random walk based approach, where the
selection process is recursive and it halts when no new nodes are selected, or
when the required sample size has been reached. Since collective classification
propagates the label information from the training nodes to the test nodes in
a network during the inference process, it would be helpful if a test node is
connected to at least one training node in order to make use of the training node’s
characteristics for the test node during the training phase of the classifier. Our
sampling algorithm is an adaptive version of forest fire sampling and is described
in detail in Algorithm 2.

Algorithm 2. Adaptive Forest Fire Sampling
Input: A graph G = (V,E), edge-vertex incidence matrix M|E|×2, training ratio δ

Output: A sampled subgraph G′
s = (V ′

s , E
′
s)

1: V ′
s ← ∅, E′

s ← ∅, Ep ← ∅
2: Sample size s = �|V | × δ�
3: Randomly select a seed node p from the graph G
4: repeat
5: V ′

s ← V ′
s ∪ p

6: dp ← degree(p) /* degree(p) returns degree of node p */
7: Select �dp × δ� edges incident on node p and add to Ep

8: for each edge e ∈ Ep do
9: (p, v) ← Me

10: E′
s ← E′

s ∪ e
11: if v /∈ V ′

s then
12: V ′

s ← V ′
s ∪ v

13: Add node v in the end of the queue Q
14: end if
15: end for
16: if Queue Q is not empty then
17: p ← first node at the head of the queue Q
18: else
19: Randomly select a seed node p from the graph G such that p /∈ V ′

s
20: end if
21: Ep ← ∅
22: until |V ′

s | = s

The complexity of the adaptive forest fire sampling algorithm mostly depends
on the time for adding/removing elements (edges or nodes) from the queue Q
which is run by the inner for-loop (lines 8− 15) in Algorithm 2 with O(�dp× δ�)
time. Hence, the time complexity is a function of the degree of the seed nodes
chosen randomly by the algorithm. Algorithm 2 aims to find at least one labeled
node for each test node in the graph and also ensures that the subgraph is con-
nected. To achieve this goal, the algorithm performs a check at each step by
looking forward from the current node and selecting a certain percentage (equal
to the percentage of training samples) of edges to be included in the sampled
subgraph. It considers the nodes connected to those selected edges as train-
ing nodes for the sampled subgraph. This process continues until the required
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training sample size (of nodes) has been reached. We refer to this approach as
adaptive forest fire, because at each step the algorithm adapts towards selecting
the edges incident on that particular node residing at the head of the queue
that keeps track of the processed nodes. In case there are multiple connected
components in the graph, then this algorithm is repeated for each connected
component, until the overall sample size for the entire graph has been reached.
Selecting training nodes by traversing certain percentage of edges only, ensures
that the nodes (that end up being test nodes) at the other end of the unselected
edges are connected to at least one labeled node. However, readers should note
that, by “sampling” from a graph we mean to extract a subset of nodes whose
labels would be made available to the learning algorithm during the training
phase such that it helps collective classification. To prove whether this sampled
subgraph retains the essential properties of the original graph, is a part of future
work.

3.4 Collective Classification

Collective Classification is a combinatorial optimization problem where we are
given the set of nodes V = {v1, v2, v3, · · · , vn} over a graph G = (V,E,X ,Y,K),
such that, E is the set of edges, each xi ∈ X is an attribute vector for node
vi ∈ V , each yi ∈ Y is a label variable for node vi, and K is the set of possible
labels [14]. We are also given a set of known values Yl for nodes Vl ∈ V (the
nodes for which we know the correct labels) such that Yl = {yi|vi ∈ Vl}. The task
is to infer Yu (i.e., the value of yi for the each node vi ∈ V −Vl) for which we do
not know the labels. Many sophisticated collective classification methods have
been proposed [10,7,9]. Here we use the state-of-the-art weighted vote relational
neighbor (wvRN) classifier [8] because it is simple, fast, and yet an efficient
method. We also use another simple relational classifier RankNN [12](a multi-
label classification algorithm, modified to support single label classification), and
a multi-class Support Vector Machine classifier [17] to compare our methods
against the baseline.

3.5 Connected Components

A graph G = (V,E) is said to be connected if there is a path between any
pair of vertices (u, v), such that u ∈ V and v ∈ V . A connected component,
Gc = (Vc, Ec), is a connected subgraph of a graph G. A graph G = (V,E)
is said to have multiple connected components G1, G2, · · · , Gn (where G1 =
(V1, E1), G2 = (V2, G2), · · · , Gn = (Vn, En), V = V1 ∪ V2 ∪ V3 · · · ∪ Vn, and
E = E1∪E2∪E3 · · ·∪En), if, for any pair of such components (say Gi = (Vi, Ei)
and Gj = (Vj , Ej)), there exists a pair of nodes (u, v) such that u ∈ Vi and v ∈ Vj

and there is no path from u to v, or vice versa.
A graph becomes more disjoint if the number of connected components in-

creases. This situation is not encouraged in collective classification setting since
collective classification relies on the connectivity of the graph for propagating
the labels from training nodes to test nodes. Our sparsification algorithm AGS
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Table 1. Description of datasets

Dataset n K |E| |Es| with
(AGS)

Time
(sec)
(AGS)

|Es| with
(GS)

Time
(sec)
(GS)

|Es| with
(LS)

Time
(sec)
(LS)

Cora 2708 7 5429 3850 5.4859 3800 2.5695 2429 2.3997
DBLP 5602 6 17265 12251 53.8278 12086 28.4722 6859 19.6182

aims to remove noisy edges from the graph such that removal of such an edge
does not increase the number of connected components in the sparsified graph,
as compared to the original graph.

4 Experimental Results

We processed two real-world datasets, Cora and DBLP, for testing our methods.
The statistics of the datasets are given in Table 1, along with the time taken
by different sparsifiers to obtain a sparsified graph from those networks (spar-
sification ratio δ = 0.7). Cora is a directed citation network where each node
represents a paper and each edge represents a citation link from one paper to
another. Each paper can belong to one of seven research areas: Case-Based Rea-
soning, Genetic Algorithms, Neural Networks, Probabilistic Methods, Reinforce-
ment Learning, Rule Learning and Theory. The DBLP network is an undirected
co-authorship network between authors publishing research papers in computer
science, which can belong to one of six research areas: Theory, NLP, Bioinfor-
matics, Operating System, Distributed System and Networking. We have also
reported the time taken by our proposed algorithm Adaptive Global Sparsifier
(AGS) and by the baseline algorithms Global Sparsifier (GS)/Local Sparsifier
(LS) in order to sparsify the original network datasets.

Figures 1(a) and 1(b) show the performance of our sparsification algorithm
(AGS) with respect to the baseline methods (GS and LS) [13] on Cora and
DBLP datasets respectively, using the wvRN classifier with iterative inference
method and random sampling. On non-sparsified networks, the wvRN classifier
performs best for both datasets (which is expected, since, due to sparsification we
are losing some information from the network resulting into a loss of accuracy).
But when networks are sparsified, our algorithm performs best compared to
others (note that, GS and LS methods encourage removal of those edges that
increase the number of connected components in the graph). Also, for DBLP,
the classifier’s accuracy is almost similar to that obtained using a non-sparsified
graph.

Figures 1(c) and 1(d) show the performance of different classifiers with random
node sampling and adaptive forest fire sampling on the Cora dataset. On non-
sparsified networks, the wvRN classifier performs best with random sampling.
Immediately following this, is the performance of the wvRN classifier used on
networks sparsified by our adaptive global sparsification (AGS) algorithm. How-
ever, when adaptive forest fire sampling is used, all the three classifiers using
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Fig. 1. Collective Classification performance using graphs sparsified by AGS, GS and
LS

non-sparsified networks, perform better in comparison with the classifiers using
sparsified networks (which is natural, since sparsification of networks causes loss
of information).

Figures 2(a) and 2(b) show the run time for the wvRN classifier us-
ing different graph sparsification algorithms on Cora and DBLP datasets re-
spectively, while varying the training sample sizes. As expected, the wvRN
classifier with sparsified networks, take less time for execution in both the
datasets.

Figures 2(c) and 2(d) show the run time of the wvRN classifier with networks
sparsified using our adaptive global sparsification algorithm (AGS) for differ-
ent sparsification ratios. Time consumption is less for both the datasets (with
different sampling algorithms) when AGS algorithm is used to sparsify the orig-
inal input networks. We also observe that, the variation of time consumption
for the wvRN classifier using the sparsified graphs becomes almost flat when
sparsification ratio θ > 0.6.
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Fig. 2. Run Time of wvRN classifier using different sparsification methods

5 Conclusion

In this paper, we have proposed a useful and efficient technique to sparsify
graphs (or networks of entities) that can help in improving the performance of
a collective classification method, without compromising the accuracy. We also
proposed a network sampling algorithm to extract samples from a network by
actively labeling nodes in the original network. We have reported extensive ex-
perimental results on two real-world relational datasets, demonstrating that our
proposed methods perform well, both with respect to accuracy and time com-
plexity. However, these algorithms have been designed to treat single labeled
network datasets only. In the future, we aim to design efficient graph sparsifica-
tion algorithms for multi-labeled network datasets as well.
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Abstract. Because social network sites such as Twitter are increasingly being 
used to express opinions and attitudes, the utility of using these sites as legiti-
mate and immediate information sources is of growing interest. This research 
examines how well information derived from social media aligns with that from 
more traditional polling methods. Specifically, this research examines tweets 
from over 40,000 Egyptian users from both before and after the Egyptian upris-
ing on January 25, 2011 and compares that information with polling data col-
lected by The Gallup Organization during the same time period. This analysis 
ascertains trends in sentiment and identifies the extent to which these metho-
dologies align over time. The results show that trends across the two sources are 
not consistent. Focusing solely on Twitter data, individuals expressed increa-
singly negative opinions after the uprising, whereas survey results indicated that 
individuals were increasingly positive post-uprising. We discuss the implica-
tions of these differences for the use of social media as a real-time information 
source. 

Keywords: Social Media, Twitter, Sentiment analysis, Polling, Arab Spring. 

1 Introduction 

Increasingly, social networking sites have become an important tool for social interac-
tion and information sharing. Use of social networks has increased exponentially in 
the past few years. Facebook went from 100 million users in 2008 to over 1 billion 
users in 2012 [13]. Twitter has also seen an exponential increase in users since its 
inception, where there are more than 500 million current users, up from 100 million in 
2011 and 5.5 million in 2005 [7]. These users generate over 230 million tweets per 
day, which is an increase of 110% since 2011 [7]. 

Not only are social network sites used for self-expression, seeking and sharing of 
information, and social interaction, but these outlets also contribute to revolutionary 
movements [17]. Mainstream news and communication media are often restricted or 
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blocked by governments, so that social network sites have become a prominent means 
of quickly disseminating information. Twitter is often associated with opinion, atti-
tude, and rapid information sharing as compared to the more socially-interactive, 
group-oriented Facebook [12, 14]. Twitter is also used more often to track events that 
change quickly, such as disasters, accidents, and riots [8]. Twitter became increasing-
ly popular in Egypt and other Arab countries during the Arab Spring. There was a 
significant increase in internet use for Egypt; namely, a 39.61% increase from 2010 to 
2011 [2]. The greatest increase in users was during the first three months of 2011, 
where Egypt was in the top five Arab countries in number of Twitter users and tweets 
[3], with an increase of over one million tweets between the week of January 16, 2011 
(122,319 tweets) to the week of January 24, 2011 (1.3 million tweets) [18], where the 
date associated with the Egyptian uprising is canonically January 25, 2011. Thus, 
Twitter effectively becomes a new paradigm for journalism, as evidenced by the in-
crease of its use during the government-controlled blackout in Egypt after the 2011 
uprising [3], [17]. 

The goal of the research reported in this paper is to ascertain how individuals’ sen-
timent towards various topics in Egypt varied during the revolution and how this va-
riance manifests in both Twitter and Gallup polling data. Polling data was obtained by 
The Gallup Organization by conducting major surveys in Egypt in 2010 and 2011 
involving face-to-face interviews with approximately 1000 adults per survey [19, 20]. 
This paper describes research that examined a subset of many tweets from over 
40,000 Egyptian users both before and after the Egyptian uprising on January 25, 
2011 and compares that information with polling data collected by The Gallup  
Organization in Egypt during the same time period.  

2 Methodology 

A traditional method of assessing sentiment, opinions, and attitudes of a study popula-
tion is through the use of administered surveys, which is one of the most common ap-
proaches to measuring a wide variety of constructs. Such methodologies are maximized 
through reliability and validity testing [15]. They can also serve as useful comparisons 
with newer, more open-ended, and less constricted analyses of data derived from open-
source mediums such as social network sites. It would be ideal if the two methodologies 
yielded consistent results, thereby making them parallel measures of the same opinions 
or attitudes. Congruence would suggest that open-source data may serve as an augmen-
tation or, when traditional methods are infeasible, a replacement of survey-collected 
information. In the current study, we consider the consistency that arises between the 
dynamic reflection of attitudes toward various topics, such as the economy or the  
government, as measured through Twitter data and Gallup polling.  

Data was collected from two separate sample populations with possible, though un-
likely, overlap. The first was Gallup poll data that surveyed Egyptians; the second 
was Egyptian Twitter users. Both populations are described below. Analysis of these 
populations included pre- and post-uprising attitudes, with the differentiation based on 
the date of the Egyptian uprising of January 25, 2011.  
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2.1 Survey Poll Data 

Gallup conducted several nationally representative surveys of the Egyptian population 
during the target timeframe. Sampling involved multiple layers of stratification based 
on population size, geography, and randomized household and respondent selection 
procedures. This data was collected through face-to-face interviews in Arabic by na-
tive speakers and was weighted by key demographic variables including: household 
size, age, gender, education, and socioeconomic status to correct for disproportionali-
ties across these variables. Surveys were conducted in October 2010 with 1,011 res-
pondents ages 15+ and in April 2011 with 1,005 respondents. These dates correspond 
to periods of pre- and post-Egyptian uprising, centered about January 25,  
2011.  

From the results of a larger, comprehensive set of questions, respondents’ opinions 
about four primary areas were obtained (see Table 1). 

Table 1. Gallup poll questions categorized into indicator areas 

 
 

Statement Response Options

You will invent or discover something that will change the world. Agree, Disagree, Don’t know

You never give up until you reach your goals, no matter what. Agree, Disagree, Don’t know

Even when things go wrong, you feel very optimistic. Agree, Disagree, Don’t know

Do you have relatives or friends who are living in another country whom
you can count on to help you when you need them, or not?

Agree, Disagree, Don’t know

Now, please think about yesterday, from the morning until the end of the
day. Think about where you were, what you were doing, who you were
with, and how you felt. Were you treated with respect all day yesterday?

Agree, Disagree, Don’t know

Did you experience the following feelings during A LOT OF THE DAY
yesterday? How about Enjoyment?

Yes, No, Don’t know

Did you experience the following feelings during A LOT OF THE DAY
yesterday? How about Happiness?

Yes, No, Don’t know

Right now, do you feel your standard of living is getting better or getting
worse?

Getting Better, The Same,
Getting Worse, Don’t know

Right now, do you think the economic conditions in Egypt, as a whole, are
getting better or getting worse?

Getting Better, The Same,
Getting Worse, Don’t know

In Egypt, do you have confidence in each of the following, or not? How
about Financial Institutions or banks?

Yes, No, Don’t know

In Egypt, do you have confidence in each of the following, or not? How
about Honesty of elections?

Yes, No, Don’t know

Positive Emotive Indicators

Negative Emotive Indicators

Economic Indicators

Institutional Indicators
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2.2 Twitter Data 

Twitter collection dates were September 9, 2010 to October 12, 2010 for the pre-
uprising stage and March 8, 2011 to April 9, 2011 for the post-uprising stage. Initial 
analysis included tweets translated from Arabic, but validation testing of the machine 
translation of Arabic tweets by native Arabic speakers found these methods unrelia-
ble; therefore, we concentrated only on English tweets. Analysis of Twitter data re-
quired several steps to ensure samples were representative of Egyptian users. First, we 
obtained 6.5 million tweets based on relevant hash tags and keywords from the Twit-
ter message archiving site TwapperKeeper.com. Tweets that included the hash tags 
“#jan25” or “#egypt” and any that included the word “Egypt” were kept. Then we 
filtered out those in Arabic, leaving 2.14 million English tweets. Next we filtered on 
those users who reported their location as somewhere in Egypt, which resulted in a 
pool of approximately 820,000 tweets from 48,077 Egyptian users. Next, categories 
of key words relevant to the focus areas of the Gallup surveys were created. For ex-
ample, for job satisfaction, relevant key words included: chore, employment, occupa-
tion, put to work, busy, subcontract, farm out, job, etc. 

This process of filtering and targeting relevant tweets resulted in a reduced number 
of tweets per topic: 509 tweets for job satisfaction, 661 tweets for confidence in mili-
tary, 80 tweets for confidence in judicial system, 596 tweets for confidence in gov-
ernment, and 148 tweets for confidence in the honesty of elections. We then ran a 
sentiment analysis using a regressor trained on 146,291 LiveJournal blogs labeled 
with 32 different emoticons, where multi-dimensional scaling was performed on the 
mean document conditioned on each emoticon, in order to automatically retrieve a 
latent emotion manifold that accurately reflected human perceptions of the emotion 
space (see [21] for a more detailed description of this procedure). For this work, we 
concentrate on the mapping of the tweets to the first dimension of the manifold, which 
depicts the sentiment, ranging from depressed/sad to happy/excited. This analysis 
assigned a sentiment score on a scale from -1 (least positive) to 1 (most positive) to 
each tweet. A sample of the sentiment ratings, concentrating on those at the more 
extreme ends of the scale, was validated using human coders.  

3 Analysis and Results 

Before the analysis, poll question responses were selected for their appropriateness in 
representing each indicator area of sentiment (see Table 1). This step involved dicho-
tomizing item responses as 1 for negative responses and 2 for positive responses (e.g., 
saying “yes” to a question in the “positive emotive indicator” section). Negative emo-
tion scores were reverse scored such that higher scores represented lower negativity. 
The following two indices were investigated (i) the average (tetra-) correlations 
among items in each sentiment area (i.e., coefficient alpha) and (ii) each item’s corre-
lation with the total score for each dimension, as described above. In both cases, cor-
relations were in the range of 0.60 - 0.80, which is acceptable for assuming that  
composite scores taken across individual item scores for each area of sentiment are 
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appropriate for use in further analysis. A general sentiment score was also computed 
based on the sum of the specific composite scores. 

For the Gallup analysis, there was inconsistency in the number of respondents re-
tained in pre- versus post-test. Therefore, the data was “paired” by randomly sampling 
from the larger sample size (pre versus post). As a result, the sample sizes are lower 
than that originally attained. The mean of each composite score and the overall compo-
site score were compared pre- and post-uprising, where the higher score meant a more 
positive sentiment. This analysis consisted of paired sample t-tests, in which the p-value 
was corrected for family-wise error (p < 0.05/5 = 0.01). Paired sample t-tests were used 
because the same set of individuals were used at two time points, resulting in the need to 
compare pre- and post- means via repeated measure analysis. Table 2 provides descrip-
tive statistics. Table 3 provides t-test results. Table 3 shows an increase in positive sen-
timent for all areas as well as an overall increase. Based on the paired t-tests, all of these 
changes were statistically significant except for negativity (Table 3).  

For the Twitter analysis, a similar event occurred wherein data was paired by ran-
dom selection of larger sample size for pre versus post, resulting in a lower overall 
sample size. Sentiment for each area as well as overall sentiment was compared  
pre- and post-uprising similarly to that performed on the Gallup data. Based on the 
descriptive statistics provided in Table 4, it is apparent that respondents were general-
ly more negative toward all topics except for job satisfaction. Moreover, sentimentali-
ty toward all areas, as well as overall sentiment, decreased from pre- to  
post-uprising. Based on the paired sample t-tests (Table 5), only one of these changes 
was significant: overall sentimentality. Thus, participants expressed more negatively 
in general after the uprising compared to before the uprising. Four main reasons are 
likely attributable to a lack in statistical significance in other changes: (i) the sample 
sizes were lower for other areas of sentiment and (ii) p-values were corrected for fam-
ily-wise error such that statistical significance required a p of 0.05/7 = 0.007; (iii) 
dimensions were flawed due to inadequate or inappropriate items used for a given 
dimension (e.g., too broad, doesn’t necessarily mention Egypt or refer to current 
events); (iv) alternate sentiment and topic analysis methods could produce different 
results. Nevertheless, these findings demonstrate that survey and Twitter data did not 
provide consistent results and were therefore not well aligned.  

Table 2. Descriptive Statistics for Gallup Data 

 

Mean Mean 
Standard 
Deviation

Oct-10 Apr-11 Oct-10

Positive 1009 3.71 9.05 0.58 1.54

Economic Optimism 439 1.33 1.89 0.74 0.99

Institutional Confidence 678 1.61 2.6 0.49 0.99

Negative 1011 2.94 2.9 0.91 0.97

Overall Positivity 1011 8.89 15.3 1.67 2.49

Dimension Sample S ize
Standard 
Deviation 
Apr 2011
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Table 3. Paired Sample t-test Results for Gallup Data (* = p <0.01) 

 

Table 4. Descriptive Statistics for Twitter Data 

 

Table 5. Paired Sample t-test Results for Twitter Data (* = p < 0.007 ) 

 

95% 
Confidence 

Interval 
Upper

Bound

Positive -5.34 -102.27* 1008 -5.44 -5.24

Economic Optimism -0.56 -9.09* 438 0.44 0.68

Institutional Confidence -0.99 -23.71* 677 -1.07 -0.09

Negative 0.03 0.85 1010 -0.05 0.11

Overall Positivity -6.41 -65.79* 1010 -6.61 -6.22

Dimension
Mean 

Difference
t- statistic

Degrees of 
Freedom

95% 
Confidence 

Interval 
Lower 
Bound

Mean Mean

Sept-Oct 2010
Mar-Apr 

2011

Work Satisfaction 156 0.09 0.046 0.176 0.167

Confidence in Army 43 -0.059 -0.063 0.115 0.144

Confidence in Judicial System 29 -0.018 -0.07 0.123 0.094

Confidence in Government 236 -0.014 -0.046 0.139 0.169

Confidence in Elections (honesty) 106 -0.03 -0.069 0.129 0.13

Overall Sentiment 1231 0.029 -0.04 0.169 0.139

Dimension Sample Size

Standard 
Deviation 
Sept-Oct 

2010

Standard 
Deviation 
Mar-Apr 

2011

Dimension Sample S ize
Mean 

Difference
t -statistic

Degrees of 
Freedom

95% 
Confidence 

Interval 
Lower Bound

95% 
Confidence 

Interval 
Upper 
Bound

Work Satisfaction 156 0.044 2.23 155 0.005 0.084

Confidence in Army 43 0.005 0.17 42 -0.053 0.062

Confidence in Judicial System 29 0.052 1.59 28 -0.015 0.12

Confidence in Government 236 0.031 2.24 235 0.004 0.059

Confidence in Elections (honesty) 106 0.039 2.18 105 0.004 0.075

Overall Sentiment 1231 0.068 12.47* 1230 0.058 0.079
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4 Discussion 

Analysis of sentiment in the Twitter data identified an increase of negativity expe-
rienced by individuals between pre- and post-uprising, whereas for the Gallup data, 
respondents demonstrated greater positivity post-uprising as compared to pre-uprising. 
Several possible explanations exist for this effect, such as the possibility that the un-
structured nature of social media reflects a bias towards the expressing only the chaos 
and confusion that the population was experiencing following the uprising. Those who 
use Twitter are likely to be unrepresentative of the general population, where, for exam-
ple, they may tend to be people who are inherently outwardly emotional. It may also be 
the case that, given the interview nature of the survey, respondents provided answers 
that were not as emotional as they would be in open-ended platforms, especially be-
cause polling often involves in-person interviews. Impression management and experi-
menter demands may explain an increase in positivity in the survey data.  

The results of this analysis serve as a cautionary warning toward the use of social 
media as a ‘pulse’ of a population. While traditional survey methods may have li-
mited reach, the nature of social media presents several different sources of error. 
First, there exists an obvious socio-economic bias in the sample of users of both the 
Internet and social media, where members of more disadvantaged populations are 
grossly under-represented (Facebook penetration in Egypt is only 5.49% as of De-
cember of 2010 [5]). Second, though increasingly intelligent methods of natural lan-
guage processing of social media text are in development, the limitations afforded by 
processing data at such a scale necessitates the introduction of additional sources of 
error, such as the use of keywords that could be interpreted in multiple contexts (e.g., 
‘work’ as in ‘I hate going to work on Mondays’ versus ‘This election process is never 
going to work’). Third, in addition to the complexity of analyzing new language con-
structs constantly being created (e.g., the use of emoticons and abbreviations such as 
‘lol’), language translation proves difficult in informal and often ungrammatical usage 
such as in social media. Follow-up work to this study will include performing a com-
parison between sentiment analysis techniques, including human coding, and the tra-
ditional polling data. We also intend to perform an analysis of the Arabic tweets so as 
to determine if English tweets are significantly different in the attitudes conveyed. 

5 Conclusion 

This analysis sought to ascertain trends in sentiment relative to various topics for the 
Egyptian population using both traditional (polling) and new (social media) informa-
tion sources and to identify the extent to which these two sources aligned during the 
‘Arab Spring’. The results showed that trends across the two sources are not exactly 
consistent. Focusing solely on Twitter data, individuals expressed increasingly nega-
tive opinions after the uprising, whereas polling indicated that individuals were in-
creasingly positive post-uprising. These results suggest a greater need for caution 
when drawing conclusions based on the use of social media as a sole descriptor of a 
population or event.  
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Abstract. Social media is a powerful medium for rapidly sharing information 
and organizing response in times of crisis or extreme events. Twitter users have 
adopted a convention of hashtags to support this and other uses of 
microblogging services. Using Twitter data from the 2011 London riots, we 
analyze emergent social networks directly relating to response to crisis. We 
examine networks of riot response oriented around cleanup or prayer activities. 
These networks differ in size, structure, general membership, and prominent 
actors. We explore whether temporal patterns observed in social media, such as 
hashtag “lifespan,” may relate to observed social processes and behaviors. 

Keywords: social media, Twitter, social networks, hashtag, crisis informatics. 

1 Introduction 

Social networks play an important role in helping individuals cope with, navigate, and 
mitigate challenges in their environments, including natural disasters and other crises. 
The growth of social media such as microblogs enables individuals to swiftly share 
time-critical information both with members of their social networks or the broader 
society. Social media also provides a window of visibility into social interaction and 
response that may influence expression of personal views, either to encourage or to 
dampen these phenomena. Thus examining the London riots from a perspective 
incorporating social network and temporal phenomena may be informative. 

Hashtags can be a powerful mechanism in social media for sharing information, 
indicating salience, organizing response, and enabling formation of networks and 
communities in the wake of an extreme event. Yet little is known about the temporal 
and social aspects of these phenomena. Building on previous work on social networks 
observed in social media in times of crisis [1], we explore how temporal phenomena, 
such as hashtag lifespan (days until final occurrence) and hashtag half-life (time from 
initial to median occurrence), may relate to social behaviors and social networks 
coupled to crisis response. Could a hashtag that describes some non-ephemeral 
activity have a component of its lifespan affected by observation of social and 
network behavior relating to that activity? Might certain network behaviors, which 
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produce network structures, help support lifespan (longevity) or use of a tag, or 
produce the opposite effect?  

We examine the use of the microblogging service Twitter during one of the most 
tumultuous and violent events in the recent history of London to explore these questions. 
London, a metropolis with a population of 8 million, was shaken by a series of riots in 
August 2011. A few days after the police shooting of an unarmed man in Tottenham, an 
ethnically diverse working class London neighborhood, peaceful protests were followed 
by an outburst of violence, arson, and mass rioting. Hundreds of people were injured and 
five were killed. Arrests numbered in the thousands, and over one hundred million pounds 
of damage was done to the city. Other cities in England also experienced outbreaks of 
rioting. During these events, Twitter was used extensively in London. 

We leverage the Twitter convention of hashtags to identify relevant communica-
tions from within the larger stream of tweets. Hashtags are preceded by the symbol 
“#”, such as #prayforlondon or #riotcleanup. They are words, abbreviations, acro-
nyms, or phrases that signal association with the topic or meaning of a term. Use of a 
hashtag makes it simple to discover tweets on that topic. Hashtags enable following 
and participating in conversations around a topic, in contrast to following specific 
Twitter users. Hashtags often appear in Twitter’s trending topics. 

After categorizing the hashtags appearing in this data, we select two categories of 
hashtags relating to the riots. Tweets containing hashtags from these categories were 
used to construct social networks, and to provide data on hashtag usage over time. 
The two categories reflect different responses to the damage, destruction, and suffer-
ing resulting from the events. The first category is riot cleanup, and the second is 
prayer. Both categories relate to circumstances and responses that would be appropri-
ate across the timeframe of data collection. Rebuilding after the riots continued for 
many months after the events. And physical destruction can be often dealt with far 
more easily than emotional or psychological loss. However, riot cleanup is an active, 
often communal, public response. Debris is swept from the streets. Damaged objects 
are removed or replaced, and public spaces are restored their previous state. Prayer is 
a very different behavior. It may be performed in private, unobserved by others. It 
may seek to provide a sense of comfort or control through invocation of a higher 
power. (Interestingly, reference to a prayer-related response that bridges into the 
public sphere, the vigil, does not appear in any hashtags with any frequency.) Given 
these distinctions, networks of riot response oriented around cleanup or prayer 
activities might be expected to differ in size, structure, and membership. The visibility 
offered by social media such as Twitter into social behavior and response may have 
an impact on the temporal behavior of associated hashtags. We find significant 
differences in the networks of cleanup and response behavior, and observe distinct 
temporal patterns for their related hashtags.  

Social network analysis (SNA) provides insights into individual, group, and 
societal phenomena, from a framework in which patterns of interaction are 
represented as networks [2]. The structure of these networks, the positions of 
individuals within them, their dynamics, and any underlying social processes or 
mechanisms can inform our comprehension of an event and our expectations of 
related ongoing social activity. 



 Hashtag Lifespan and Social Networks during the London Riots 313 

2 Related Work 

2.1 Twitter 

Hashtags in Twitter have been examined in terms of “stickiness” and contagion [3], 
trending topics [4], political polarization [5], clustering and time-series [6], and nu-
merous other topics. Both the scale of social media data such as Twitter and its tem-
poral aspects provide unique opportunities for research into social phenomena [7] [8].  

2.2 Disaster Response and Social Media 

Response to emergencies and disaster has been studied from perspectives ranging from 
social psychology and organization theory to public policy and emergency management 
[9]. Self organization of individuals into informal, emergent groups to fill gaps and 
respond flexibly during crisis periods is well known [10], but may take new forms in a 
social media-enabled world [11], [12]. Local populations may assist with preparations 
for an impending event, help prevent or minimize damage, or support recovery efforts 
[13], [14]. For residents coping with a crisis, information that is both current and local is 
critical, and social media may be preferred over mass media in this regard [15].  

2.3 Social Networks 

Social networks are collections of actors linked together by socially meaningful con-
nections. They are central for providing social support [16], acquiring important re-
sources and information [17], and for mitigating the effects of psychological trauma 
[18] or stress, to include consequences of a natural disaster [19].  

2.4 Role of Prayer 

The potential for prayer as a potential positive mechanism for coping with and re-
sponding to crisis has been well documented [20]. Religious coping strategies, including 
prayer and attendance at worship services have been associated with decreased stress 
and improved mental health outcomes.  Prayer was among the most common responses 
to the September 11

 
terrorist attacks in the United States according to a national survey 

of stress responses to those attacks [21]. Ninety percent of respondents reported turning 
to prayer, religion, or spirituality to help cope with the disaster.  

3 Methods and Approach 

3.1 Data Collection 

Twitter data used in the research was collected from Twitter after the riots started on 
August 6, 2011 using the Twitter search Application Program Interface (API), which 
supports location-based queries. We used the center coordinates of the Greater  



314 K. Glasgow and C. Fink 

London administrative area of 51.502 latitude and -0.127 longitude, with a radius of 
20 miles. To improve on the sample returned from the API, we also used the Search 
API to query against the users whose tweets were returned for the London query. We 
continued this process through September 30, 2011, covering the riots as and the 
following weeks of remedy and recovery. Location metadata is returned for each 
tweet when making location-based queries. This data may be in the form of a location 
name (London, England) or a pair of coordinates. We used the Geonames gazetteer1 

to match this data to an actual place name or, if coordinates were available, the 
populated place closest to the coordinate location. Tweets obtained via queries against 
user names usually do not have location data. In these cases the last known tweet 
location for the user from the location-based query was used. 14.3 million tweets 
were collected and 12 million were grounded to the Greater London area. Only the 
tweets grounded to London were used for analysis.  

3.2 Hashtags in the London Riots Data 

The 12 million tweets contained over 352,000 unique hashtags. Most hashtags were 
neither frequently used nor long-lived. Fewer than 32% of hashtags appeared more 
than once, and frequency of usage drops dramatically in the data (which could be fit 
to a power law distribution with =2.96). During the initial week of data collection, 
the most frequent hashtag was #londonriots, appearing 25,000 times. Many other 
hashtags relating to the London riots emerged spontaneously in the early days of the 
event. The #prayforlondon hashtag was a Twitter trending topic. However, even 
during these extreme events, hashtags pertaining to everyday activities, such as enter-
tainment or shopping, continue to appear. Riot-related hashtags described locations of 
rioting and destruction, expressed concern about the events, or recommended re-
sponses to rioters or rioting activity.  

3.3 Social Networks in the London Riots Data 

We compare Twitter communications relating to one aspect of recovery, cleaning up 
the damage from the riots with a second aspect, prayer. A review of the most fre-
quently used hashtags in the first week of the disaster identified a seed set of hashtags 
for riot cleanup. That set was expanded a final set of 65 unique hashtags relevant to 
riot cleanup to include #riotcleanup, #riotwombles, and #londoncleanup. These 
hashtags were used to identify relevant communications for riot cleanup social net-
works, derived from the distinct tweet-based social behaviors of quoting (retweeting) 
others, talking to (directly addressing) others, or talking about (mentioning) others, as 
described in [1]. The same process was followed for prayer hashtags.  

A sender of a tweet can choose any of these three behaviors when tweeting. Con-
necting to others in each of these ways is sociologically and semantically distinct, and 
may provide insights into roles played by members in these networks, how other  

                                                           
1 http://www.geonaes.org 
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network members perceive them, and even into the robustness or brittleness of the 
network itself [22]. 

3.4 Temporal Information for the London Riots Data 

All tweets include a timestamp. The timestamp was captured for all instances of 
tweets containing a cleanup or prayer related hashtag. A “lifespan” was calculated for 
each hashtag, indicating how long in days it continued to appear, from initial to final 
occurrence. A “half-life” was also determined, reflecting time until half of all usages 
of that hashtag appeared (based on the timespan from first to median tweet).  

4 Findings and Discussion 

4.1 Network Findings 

Analysis of social networks for prayer and riot cleanup found substantial differences 
in network size (both number of actors and number of ties) and in network structure 
and centralization. Different actors were prominent across the cleanup and prayer 
networks (based on social network metrics of in-degree, out-degree, in-2step reach, 
and out-2step reach computed using UCINET 6 [23]). Prominent actors differentially 
engage in talking to, talking about or quoting others, and are subject to the same phe-
nomena from network members. See [24] for more detail. Further, while prominent 
actors in riot cleanup include grassroots activists and organizers of neighborhood 
cleanup events, no spiritual leaders or clergy are prominent in the prayer networks. 
This may be an indication of underlying social forces or processes influencing  
behavior. 

Figure 1 shows the riot cleanup network on the left, and the prayer network on the 
right, for talking about behavior. Differences in network structure and size are appar-
ent. The main component of the cleanup network comprises over 70% of network 
actors, while the proportion for prayer is just 10%. The cleanup network’s actors are 
both more numerous, and more active in mentioning others (1.24 to .76 mentions per 
actor, p<.01).  

 

     
Fig. 1. Riot Cleanup and Prayer Networks: Talking About (mentioning) 
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4.2 Temporal Findings 

For this collection of Twitter data, there was a 53-day range in which these hashtags 
could appear. (Counts of hashtags for the first and final days are suspect, and may 
reflect an artifact of data collection starting and stopping.) From the sets of cleanup 
and prayer hashtags, we examine the lifespan and half-life (adapted from the 
approach described by bit.ly2) for the more frequently occurring hashtags (n>40, top 
1%), and for aggregations of both prayer and cleanup hashtags. Most of the less 
frequent hashtags occurred once, and many appear have been typographic errors.  

Both cleanup and prayer activity peaks in the first few days. Then both decrease, 
with cleanup doing so more slowly than prayer. (Fitting a Poisson regression finds 
regression coefficients of -.267 and -.422 respectively, though the fit is quite imperfect, 
 

 

 
Fig. 2. Riot Cleanup and Prayer hashtags 

                                                           
2 http://blog.bitly.com/post/35341087592/halflife-by-topic 

Table 1. Hashtag Frequency, Lifespan, and Half-life  

Hashtag  Count  Lifespan 
(days)  Half-life  Hashtag  Count Lifespan 

(days)  Half-life  #riotcleanup  4874  52  19hr, 44min  #prayforlondon  2778 41  1 day, 2hr, 28min  #riotwombles  234  28  5hr, 20min  #prayforuk  398  15  18hr,  59min  #manchester-cleanup  108  2  3hr, 12min  #prayforengland 316  7  12hr, 5min  #salfordri-otcleanup  106  4  10hr, 18min  #prayfortheuk  133  3  22hr, 8min  #londoncleanup 58  7  13hr, 11 min  #pray-forbirmingham  74  2  1hr, 51min  #riotscleanup  57  14  13hr, 12min  #prayforman-chester  49  1  18hr,  28min  #riotcleanups  44  2  1 day, 14 hr, 59min      Total  cleanup  5481  52  20 hr, 13min  Total prayer  3748 41  1 day, 5hr,  3 min  
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with large residuals.) From another angle, prayer has its first day with 0 events at day 11 
of its lifespan, and its first 2-day run of no events at day 12. Cleanup last 17 days until 
its first day with 0 events, and 34 days before a 2-day run of no events.  

4.3 Observations 

Both types of response at first glance are equally reasonable and normal in the after-
math of disaster, yet cleanup is the more successful response from both a network and 
temporal perspective. A large majority of Londoners are religious and typically 
Christian [25]. Prayer expends less energy and effort than cleanup. Since hashtags 
from both the categories of cleanup and prayer were among the most common in the 
data (in the top 10 during the first week of the data collection), and were both 
trending topics, lack of awareness of the #pray topic seems implausible. Other factors 
may be contributing.  

We consider whether social processes may be a factor. By definition, social media 
is intended to be a social, not an individual, activity. Thus social influences and forces 
are likely to have played a role in the actions of individuals using social media. Burt 
has discussed how actors moderate their information sharing and statement of 
opinions based upon perception of network members’ positions. They may either 
withhold information, or slant what they do express in order to “echo” other’s predis-
positions [26].  

A large percentage of riot cleanup communications were positive about the 
activity, and about those organizing or participating in it. Few, if any, were critical:  

students' unions and students -if you're near somewhere affected, do 
your bit and get out and help with #riotcleanup #loveyourneighbour-
hood  

Getting the clean up together -Meet outside Tackle Shop, Roman Road, 
hackney 9am in the morning to help local shops clean up. #riotcleanup  

My faith in humanity is restored. Thanks to the good & kind people who 
get together to clean-up their communities #riotcleanup  

Prayer communications present a more complex picture. In some instances, individu-
als evoked prayer in the context of describing rioting and rioters, and the emotional 
response they were experiencing:  

scared stiff. Omg the looters are here. My hometown:( #prayforuk  

A girl died in a burning house while saving her brother and  
sis-ter.She sacrificed her life for them.I'm crying. #prayforlondon.  

Some tweets were clearly sympathetic and encouraging of prayer as an appropriate 
response to events:  

#prayforUK ... my heart with all those affected by the riots -please keep 
my family in your thoughts <3  

Let's all #prayforlondon and continue to heal the world through love, 
creativity and positivity. Don't let the dark forces win!!!  
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However other tweets expressed judgmental, negative attitudes towards praying for 
London as an appropriate response to the crisis. Some found the riots did not merit 
invocation of a greater power, while others found prayer itself an inadequate response 
compared to direct action:  

#controversialmood #londonriots its actually really really boring+ 
#prayforlondon -blimey how bout actually helpin sort out some root  
issues  

Vomit! #PrayForLondon is trending! If you're going to hassle God, may-
be #PrayForSomalia, #PrayForTalibanWomen, #PrayForChildSoldiers.  

Don't #PrayForLondon we aren't that lame. We have free education and 
healthcare. We get paid even if we don't have a job  

London Twitter users could easily have been exposed to negative responses to prayer, 
seeing other criticized. Those who held neutral or mildly positive views, or no views 
would find themselves in a dissonant social media environment. Both selective expo-
sure to prayer-related views, based in the homophily of social network members, and 
selective disclosure, motivated by a desire to appear congruent with group norms, bias 
the information environment and influence individual’s behavior in a larger social 
context [27]. This could discourage adoption and use of prayer hashtags in an envi-
ronment with hostile reactions. Conversely, these same users would encounter uni-
versally positive responses to cleanup.  

To be sure, tweeting and use of hashtags to affiliate oneself with a topic may to some 
degree reflect pre-existing views, including personal beliefs about appropriateness. Yet 
knowledge that one’s actions will be broadly socially visible, and subject to judgment and 
potential social reproval by others, is inescapable. This would decrease the likelihood of 
tweeting about prayer as a response as well as the likelihood of talking to, quoting, or 
talking about others in that context. Riot cleanup is not subject to these inhibitors.  

5 Future Directions 

The research examines Twitter communications originating in London beginning with 
the riots and continuing through the initial weeks of recovery from a social network 
and temporal perspective. As Londoners experienced these traumatic events, their 
emotions, behavior, interpretations, and communications would likely evolve. Finer-
grained analysis might reveal new insights. Deeper inspection of the sentiment of 
tweets containing hashtags of prayer or cleanup could strengthen understanding of the 
role of negative and positive expression, related social forces, and network and tem-
poral consequences. Models of hashtag lifespan could be improved.  

6 Conclusion  

This work explores the microblogging landscape of London during the worst period of 
rioting and public disorder in many decades. Social networks are constructed from 
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subsets of riot communications relating to specific riot responses, cleanup and prayer. 
Computing social network measures on network actors allows us to identify prominent 
actors and assess their similarity. We find numerous differences between networks of 
cleanup and prayer in terms of size, structure and network membership. Patterns 
differentiating the networks and actors may indicate social processes and forces at work. 
The cleanup network is more active, and more robust. Similarly, temporal analysis of 
prayer and cleanup hashtags shows differences in lifespan. Cleanup as a topic of 
conversation lives longer, and decays more slowly from its peak.  
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Abstract. Twitter is a microblogging website that has been useful as a source 
for human social behavioral analysis, such as political sentiment analysis, user 
influence, and spread of news. In this paper, we discuss a text cube approach to 
studying different kinds of human, social and cultural behavior (HSCB) embed-
ded in the Twitter stream. Text cube is a new way to organize data (e.g., Twitter 
text) in multiple dimensions and multiple hierarchies for efficient information 
query and visualization. With the HSCB measures defined in a cube, users are 
able to view statistical reports and perform online analytical processing. Along 
with viewing and analyzing Twitter text using cubes and charts, we have also 
added the capability to display the contents of the cube on a heat map. The de-
gree of opacity is directly proportional to the value of the behavioral, social or 
cultural measure. This kind of map allows the analyst to focus attention on 
hotspots of concern in a region of interest. In addition, the text cube architecture 
supports the development of data mining models using the data taken from 
cubes. We provide several case studies to illustrate the text cube approach, in-
cluding public sentiment in a U.S. city and political sentiment in the Arab 
Spring. 

1 Introduction 

Human Social Cultural Behavior (HSCB) analysis and modeling is an emerging re-
search area that focuses on understanding, predicting, and shaping human behaviors 
cross-culturally [1]. As social media becomes more prevalent, HSCB analysis can 
take advantage of the availability of in-situ data for real-world applications. Nowa-
days, many social media sites provide Application Programming Interface (API) in-
vocation via web services. For example, Twitter is a microblogging website that has 
been useful as a source for HSCB analysis (e.g., political sentiment analysis [2], user 
influence [3], and spread of news [4]). The Twitter streaming API allows applications 
to have real-time access to tweet objects. Using this API, we can design code to au-
tomatically extract live tweets for a topic, transform and load them into the textual 
database for subsequent analysis. 
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In this paper, we introduce a text cube approach to social media analysis,  
especially sentiment analysis. In data warehousing, data cube is a way to organize 
data in multiple dimensions and multiple hierarchies for information query and visua-
lization from multiple perspectives [5]. A data cube allows data to be aggregated and 
viewed from multiple perspectives, and it is defined by measures and dimensions. The 
measures (or facts) are numeric values that are usually additive (e.g., sales of a prod-
uct). Analysts need to look at measures using some “by” conditions. The “by” condi-
tions are dimensions. For example, in order to analyze sales volume, analysts often 
want to see its measure by day and by location. In this sense, dimensions are the pers-
pectives with respect to which an analyst wants to aggregate or view measures. The 
advantage of using the data cube approach over using the relational database approach 
to organize multidimensional data is that data cube performs very well with complex 
queries and analysis of very large datasets [5]. 

A data cube can be extended to summarize and navigate structured data together 
with unstructured text. Such a cube is called text cube [6,7]. Unlike a traditional data 
cube where measures are directly retrieved from the original databases, text cube 
provides an advanced text analytics capability for extracting HSCB measures from 
unstructured text streams. With the HSCB measures defined we are now able to view 
the text cube and perform analyses. This includes slicing, dicing and drilling through 
cube cells. Text cube also supports complex analysis methods, such as topic modeling 
[8], online analysis [9], and keyword-based exploration [10]. 

We have added two additional functionalities beyond the standard text cube me-
thodology. First, we have added the capability to display the contents of the cube on a 
heat map. Basically, the heat map shows each geographic region with a shade of red. 
The degree of opacity is directly proportional to the value of the measure; the larger 
the measure is the more opaque the color. This kind of map allows the analyst to fo-
cus attention on hotspots of concern in the region of interest. Second, we have added 
support for the development of prediction models using a data mining approach 
[11,12]. Therefore, text cube is a practically useful approach for organizing and ana-
lyzing text-based communications to assess HSCB dimensions (e.g., sentiment or 
affect, deception, group identity) for a given group and to predict current belief states 
and likely intended actions. 

This paper is organized as follows. We first describe the text cube approach to 
HSCB analysis. Then we present several case studies to illustrate the text cube ap-
proach, including public sentiment in a given region and political sentiment in the 
Egyptian Revolt. Finally, we conclude the paper and discuss future research. 

2 A Text Cube Approach 

We have developed a dynamic data cubing and mining framework, called SocialCube 
[6], for large amounts of HSCB data. SocialCube is an advanced data cube architec-
ture that allows analysts to summarize and navigate structured data together with 
unstructured text for efficient query and analysis. In SocialCube, linguistic feature 
analysis is a preliminary step for developing text-based data cubes or text cubes.  
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2.1 HSCB Linguistic Analysis for Sentiment 

We have designed a comprehensive HSCB linguistic feature analysis framework that 
allows for an extensible set of HSCB dimensions, such as affect/sentiment [13], de-
ception [14], sense of fatalism vs. mastery, and power structure. Here we focus on the 
linguistic feature analysis of sentiment. 

Perhaps one of the most important social and cultural dynamics for humans is their 
sense of emotion [15]. Emotion reflects not only how an individual is reacting to on-
going events, but can also reflect to how an individual generally views the world and 
his/her place in it. While emotion was long ignored by cognitive psychologists, a wide 
preponderance of data suggests that understanding an individual or group’s emotional 
state can provide important insight and prediction into their decision-making, cogni-
tive responses, and future behavior [16]. 

Although emotion is often assumed to be only communicated nonverbally [17], a 
number of recent studies suggest that humans convey their emotions in text-based 
communication, such as emails, blogs, instant messaging, and other forms of textual 
communication through linguistic cues.  In one study [18], for example, individuals 
were asked to communicate only by text, and one partner was induced to feel sad 
before the interaction. Under these conditions, their partner was able to detect the 
negative emotion in the emotionally induced participant, indicating that emotion can 
be detected in text-based communication. Importantly for the present research, these 
data suggest that emotions can be detected from text-based communication. 

There are specific linguistic patterns of emotional expression in verbal content, and 
there are a number of established tools that can extract relevant emotional content, 
including the Linguistic Inquiry and Word Count program and the Dictionary of Af-
fect in Language program.  Using these tools, Hancock and colleagues [19] have 
found that when people are sad they tend to use fewer words, disagree more, use more 
negative-affect words, and respond more slowly. 

These kinds of verbal patterns are extractable not only at the dyadic or group level, 
but also at the organization and even national level. Consider Kramer’s work [20] on 
Facebook status updates and his assessment of the Gross National Happiness index. 
The Gross National Happiness index assesses the emotional context of the United 
States by extracting positive and negative emotional indicators from 100 million Fa-
cebook users. This analysis, based on the textual content from status updates, corre-
lates highly with self-reported satisfaction as well as culturally and emotionally sig-
nificant calendar events (e.g., Christmas, death of a politician, etc.). A more recent 
study provides even more powerful evidence that affect words from tweets reflect 
actual emotional states. Golder and Macy [21] analyzed positive and negative affect 
words from 550 million tweets collected from cultures around the world. Their data 
revealed that both positive and negative affect in tweets tracked precisely with daily 
circadian rhythms, with positive affect peaking in the mid-morning and mid-evening, 
and negative affect peaking mid-afternoon and very early morning. 

Taken together, these data suggest that emotional indicators or an individual or 
group can be extracted from verbal content present in text-based communication, and 
that these features, dynamically tracked over time, can predict emotionality of an 
individual or even a group. 
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In our current research, we use the Linguistic Inquiry and Word Count (LIWC) 
tool [22] to extract emotional features. LIWC counts word frequency along the ap-
proximately 65 dimensions of language in the default LIWC dictionary. These dimen-
sions include function word categories, such as pronouns, articles and auxiliary verbs, 
as well as psychological categories, such as affect and cognition-related words, and 
social dimensions, such as family words. The output for each word category from the 
LIWC default dictionary represents a feature in our analysis. Note that some LIWC 
measures have hierarchical relationships. For example, “affective processes” can be 
divided to “positive emotion” and “negative emotion”; and “negative emotion” can be 
further divided into “anger”, “anxiety”, and “sadness”. 

2.2 Text Cube Construction for Sentiment 

Our goal is to organize linguistic features/indicators of sentiment in a data cube mod-
el, a new way to organize data in multiple dimensions and multiple hierarchies for 
efficient information query and visualization from multiple perspectives [7]. A data 
cube allows data to be aggregated and viewed in multiple dimensions. It is defined by 
dimensions and facts (or measures). In general terms, dimensions are the perspectives 
with respect to which an organization wants to keep records (e.g., by time, by loca-
tion, etc.). Each dimension may have a table associated with it called a dimension 
table. Facts are numerical measures that are quantities by which we want to analyze 
relationships between dimensions. 

The star schema is a multidimensional data model to design the data cube. In a star 
schema, there are one or more fact tables referencing any number of dimension tables. 
The fact table contains the names of the facts (measures), as well as keys to each of 
the related dimension tables. We have designed a star schema to store the extracted 
linguistic features for different HSCB dimensions including sentiment. They are 
stored as measures in the Fact table. Based on star schema, we have designed a data 
cube architecture to allow users to conveniently view aggregated statistics of  
sentiment relevant measures along different dimensions, such as time and location. 

3 Case Studies on Cubing and Visualization 

Several data cubes have been designed and implemented for demonstration purposes, 
including one cube looking at tweets originating from the Washington, D.C. region, 
and one cube looking at tweets on the topic of the Egypt revolt. 

3.1 Affective Processes Cube in Washington, D.C. 

We collected ~0.5 million tweets in the Washington D.C. region for the period of 
May to July 2011. Fig. 1 shows the database screen shot with sample tweets. Then we 
performed HSCB linguistic analysis of the tweets to extract sentiment measures, such 
as “positive emotion” and “negative emotion”. The extracted measures and other 
structured information are stored in a star schema. The dimensions for this schema are 
Date, Zone, User, Location, Event, and Tag, and are represented by database tables 
date_dim, zone_dim, user_dim, location_dim, event, and tags, respectively. The facts 
(i.e. measures) are stored in the fact table pycholinguistic_facts. 
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Fig. 1. Sample tweets 

In order to view and perform analysis on the data, a cube must be defined and the 
dimensions and measures mapped to corresponding database table columns.  This is 
done in an XML file referred to as a cube schema.  A cube schema contains a logical 
model, consisting of cubes, hierarchies, and members, and a mapping of this model 
onto a physical model. With the schema defined we are now able to view the tweets 
cube and perform analysis using an Online Analytical Processing (OLAP) tool. This 
includes slicing, dicing and drilling through cells. 

Fig. 2 is a cube interface of the Affective Processes Cube for the Washington, D.C. 
Region with Date as the horizontal dimension and Zone as the vertical dimension.  
Zone, as we mentioned, represents a rectangular area on the Earth.  Each measure is 
associated with a zone as determined by the tweet location (i.e. latitude and longitude 
the tweet originated from). Measures are shown along the horizontal axis. Fig. 2 
shows the average negative emotion for each day for each zone. The cube interface 
can display a different view of the same cube by showing the average measure for all 
days combined for each of the zones. The cube interface also supports many charting 
options (e.g., 3D vertical bar chart). 

 

Fig. 2. Affective Cube for individual dates 
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3.2 Heat Map Visualization 

Along with viewing and analyzing tweets data using cubes and charts we have also 
added the capability to display the contents of the cube on a heat map. Fig. 3 is a rep-
resentative heat map. It shows each zone with a shade of red.  The degree of opacity 
is directly proportional to the value of the measure; the larger the measure is the more 
opaque the color.  The blue area on the right lists the map type options as well as the 
overlays that may be turned on or off by either checking or unchecking the respective 
boxes.  Each overlay represents a column of the cube currently being displayed.  For 
example, the first overlay (after the Show Grid overlay) is the first column from  
Fig. 2 for the May 21, 2011 date. 

If a measure is in the lower 25 percent range, its corresponding zone is given an 
opacity level of 0.2 (light pink).  If a measure is within the 25 percent and 50 percent 
range, its corresponding zone is given an opacity level of 0.4.  If a measure within 
the 50 percent and 75 percent range, its corresponding zone is given an opacity level 
of 0.6.  Finally, zones of measures above the 75 percent are given an opacity level of 
0.8 (red).  In this example, the heat map allows the analyst to quickly visualize the 
areas that have the highest negative emotions on a given day or set of days. 

 

Fig. 3. Heat map interface 

In addition, we have studied the affect (e.g., negative emotion) change in a given 
region. Fig. 4 shows the heat map plot of negative emotion in the Washington DC 
area. We note that Zone 4-3-2 has relative high negative emotion on both May 21 and 
May 24, suggesting that these regions may be of interest for further investigation, 
such as correlating the emotion with known events in the area, crime statistics, or 
even weather conditions. Schwarz and Clore (1983) [23] showed that peoples’ emo-
tional state is driven by the weather in their location, but that emotion reports would 
return to “normal” once the weather’s influence was pointed out. In other words, the 
weather may be an unidentified cause of emotion at the aggregate level that to date 
has not been fully investigated.  
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Fig. 4. An example of negative emotion change 

3.3 Affective Process Cube for the Egypt Revolt 

As an example of political sentiment, we built an Affective Processes cube for the 
Egypt revolt (see Fig. 5). The horizontal dimension is the cities from which the tweets 
originated from and the vertical dimension is the time period.  Its measures include 
Affective Processes, Positive Processes, Negative Processes, Anger, Anxiety, Sad-
ness, Religion, and Social. We can expand the time dimension to drill down to specif-
ic days. We can also aggregate the sentiment measures for all locations by “shrink-
ing” the location dimension. This will generate the dataset for trend analysis of  
sentiment regardless of locations. 

 

Fig. 5. Affective Processes Cube for the Egypt Revolt 

May 21, 2011 May 22, 2011

May 23, 2011 May 24, 2011
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Using this data, we developed a novel data mining method that attempted to con-
nect tweet sentiment measures and an event (e.g., protest, bombing, etc). Using the 
aggregated sentiment measures on each day between Jan. 25, 2011 and Feb. 11, 2011, 
we built classifiers, including libSVM [24], REPTree [25], and IBK [26], to detect the 
scale of protests for each day. We tested the prediction accuracy of these classifiers 
using the ground truth obtained from the Timeline of the 2011 Egyptian Revolution 
[27]. The results show that these classifiers are able to predict whether there were 
large-scale protests for a day with reasonable performance: libSVM, REPTree, and 
IBK achieved a prediction accuracy of 83.33%, 83.33%, and 73.33%, respectively. 
This demonstrates the data mining capability of the text cube approach. 

4 Conclusions 

Using linguistic features and the text cube approach for the HSCB dimension of sen-
timent appears to be quite promising. In particular, the use of the text cube provides a 
useful way to explore and analyze complex data, and in particular to connect language 
patterns to potential HSCB dimensions. In the present paper we focused on the HSCB 
dimension of sentiment. While sentiment analysis has received substantial attention in 
the literature, we believe that it is novel to apply the text cube approach on this  
dimension. 

We have added two new capabilities to the text cube. The first is the heatmap func-
tionality that provides a geographical overlay of the relevant HSCB derived from 
linguistic data extracted from the Twitter stream. In the present case, we showed how 
sentiment varied within a region of interest in a US city, highlighting areas that were 
producing more negative affect than surrounding areas. We believe this kind of visua-
lization tool can provide meaningful data to analysts that are often overwhelmed by 
the sheer volume of data produced by Twitter feeds. We also believe that this ap-
proach will be useful in other geographic regions, as we suggested in our research on 
the Arab spring. 

The second capability is the data mining functionality. The text cube architecture 
supports the development of prediction models using the data taken from cubes. For 
example, models that detect events, such as large-scale protests in the Egyptian  
Revolution, can be built using the sentiment features stored in an event data cube. 

Our future research will expand the text cube approach to other HSCB dimensions. 
We are currently working on group dynamics, leadership, fatalism, and deception, but 
believe that the analytic community will find value in the text cube approach for 
many other HSCB dimensions. 
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Abstract. Social media platforms have been lauded for their democratizing po-
tential. They serve as facilitating platforms for activists seeking to replace or al-
ter authoritarian regimes and to promote freedom and democracy. However,  
regardless of the prominent role of Twitter, Facebook, and other social media 
platforms in various recently observed social movements, there is a scarcity of 
rigorous studies that go beyond mere descriptive tendencies and suggest theo-
retical underpinnings for the manifestations of cyber-collective actions. In this 
study, we propose a methodology to gain deeper insights into online collective 
action by analyzing how decentralized online individual actions transform into 
cyber-collective actions. The proposed model is experimentally analyzed on the 
data collected for the Saudi women campaigns on driving prohibition. The data 
consists of female Muslim bloggers’ postings from 23 different countries during 
2007 and 2012, including various events organized through the Internet (pri-
marily via social media), such as the Saudi Arabian Women campaign of Sep-
tember 2007, International Women's Day of March 2008, and Women to Drive 
campaign of June 2011. As conceptualized, utilized and illustrated in the study, 
our novel methodological approach highlights several key contributions to the 
fundamental research on online collective action as well as computational stu-
dies on social media. The tools and methodologies proposed here enable the 
study of collective actions in broader settings, such as digital/hashtag activism 
for equitable human rights and citizen engagement for better governance. 

Keywords: Online collective action, Women to Drive, female Muslim bloggers, 
social movements.  

1 Introduction 

Social media provides an easy-to-use and almost ubiquitous platform for Internet 
users to voice opinions, share thoughts, and participate in discussions. Using various 
forms of social media, individuals can report first-hand accounts of various events and 
even organize mass protests and other types of collective actions that eventually may 
transform into social movements. The emergence of cyber-collective movements has 
driven much attention and frequently made headlines in the news. The Saudi Arabian 
Women campaign for the right to drive (September 2007 – January 2008), Wajeha al-
Huwaider’s campaign (2008), and Manal al-Sharif’s Facebook campaign named 
Teach me how to drive so I can protect myself (2011), also known as Women2Drive 
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campaign, are a few examples. However, very little research is devoted to deepen our 
understanding of this phenomenon, especially those happening in the female Muslim 
population in Saudi Arabia. Using the global female Muslim blogosphere as an epi-
tome, the proposed research aims to understand the complexity of cyber-collective 
movements and methodologically track their formations. 

Overall these studies support that the Internet can empower political movements in 
these countries since it provides a suitable infrastructure for expressing alternative 
views and mobilizing voices for bottom-up actions. We study the female Muslim 
blogosphere because: First, while research shows that three of four females online are 
active social media users [1], there is very little research attempting to understand 
social, cultural and political roles of female bloggers and collectivity among female 
social groups. Second, the domain epitomizes an important contrast deserving atten-
tion between socio-political systems where women are frequently denied freedom of 
expression and active political uses of social media by female Internet users. Female 
Muslim bloggers find the blogosphere as a digital recourse to exercise their freedom 
of speech if compared to their physical and repressively controlled spaces. 

2 Women to Drive Movement 

Saudi women face some of the most inequitable laws and practices when compared to 
international standards, including the prohibition of driving motorized vehicles. On 
November 6, 1990 47 Riyadh women staged a remarkable protest against this prohibi-
tion. Protesters were imprisoned for a day, had their passports confiscated and some 
of them even lost their jobs. After more than a decade, in September 2007, Wajeha al-
Huwaider and Fawzia al-Uyyouni submitted a 1,100-signature petition to King Ab-
dullah asking for women’s freedom to drive. On International Women’s Day in 2008, 
Wajeha al-Huwaider filmed her driving and posted the video on YouTube, which 
garnered international media attention. As a follow up to those actions, in 2011, a 
group of women, including Manal al-Sharif, started the Facebook campaign support-
ing women’s driving rights in Saudi Arabia. The following months of the campaign, 
al-Huwaidar filmed al-Sharif driving a car and posted the video on YouTube and 
Facebook. The consequences were inevitable; she was arrested the following day. 
Although she was released on bail, there were intolerant conditions, including a ban 
on driving or talking to media. During the following days, several Saudi women 
protesters posted their videos while they were driving in reaction to al-Sharif’s arrest. 
In June 2012, to celebrate the anniversary of the June 2011 driving campaign, a mem-
ber of the My Right to Dignity women’s right campaign drove her car in Riyadh. Fig-
ure 1 illustrates the timeline of the Women to Drive campaign depicting various 
events during the movement. 

The campaigns discussed above demonstrate the important role of social media in 
facilitating cyber-collective actions. They further afford studying how individual sen-
timent diffuses within the social media network, shapes into collective sentiment, and 
transforms into collective action. The overarching question is: How are decentralized 
online individual actions transformed into cyber-collective actions? To follow up on 
these questions we will provide a theoretical background in Section 3. 
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Fig. 1. Timeline for Women to Drive campaign ([2-5]) 

3 Literature Review 

Considering the novelty of social media, only few studies have attempted to map 
collective social dynamics in cyberspace. The first one is the map of the American 
political blogosphere of the 2004 U.S. elections [6]. The authors studied linking pat-
terns and discussion topics of political bloggers to measure the degree of interaction 
between liberal and conservative blogs and to uncover differences in the structure of 
the two communities. The American blogosphere reflected the polarization theory [7]. 
Similarly the Iranian blogosphere was observed to be clustered along ideological lines 
[8]. Both studies show that most bloggers tend to read, write about and link to similar 
things, usually sources that reinforce their own views. This supports the view that 
homophily [9] has a strong influence on the organization of social networks. Howev-
er, the homophily principle alone, while useful, does not help in fully explaining how 
and why a cyber-collective action comes into being. In order to build a strong theoret-
ical framework for the proposed research, in the following section we will revisit two 
relevant theoretical domains – collective action and social network analysis. 

3.1 Collective Action in the Age of Internet 

Collective action can be defined as all activity involving two or more individuals 
contributing to a collective effort on the basis of mutual interests and the possibility of 
benefits from coordinated action [10]. Theories of collective action are integral to 
explanations of human behavior. Perspectives on collective action have been useful in 
explaining diverse phenomena, including social movements [11], membership in in-
terest groups [12, 13], the operation of the international alliance [14], establishment of 
electronic communities [15], formation of inter-organizational relationships [16], 
formation of standards-setting organizations [17, 18], and even bidding behaviors 
[19]. This range of actions accounted by collective action perspectives illustrates the 
centrality of this body of theory to social science. Traditional collective action theory 
dates back to 1937, when Ronald Coase sought to explain how some groups mobilize 
to address free market failures. Yet even when Mancur Olson began updating the 
theory in 1965 to explain “free-riding” the high-speed, low-cost communications now 
enjoyed were not imaginable [20]. New information and communication technologies 
(ICTs), especially the Internet, have completely transformed the landscape of collec-
tive action. Lupia and Sin (2003) explain that the burden of internal communication is 
no longer a hindrance to collective actions, so larger groups are no longer more  
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successful than smaller ones (at least not by virtue of their size). E-mail, chat rooms, 
blogs, and bulletin boards enable efficient communication, organization, and even 
deliberation within collective actions of any size [21].  

3.2 Social Network Analysis 

With the rise of collective action facilitated by online social network media, it is natu-
ral for social scientists to embrace the concept of social network in collective action 
analysis. In analyzing collective actions, social networks can be presented as networks 
of individuals. Social networks thus contribute extensively and substantially to indi-
vidual participation. Here, prior social ties operate as a basis for recruitment and es-
tablished social settings are the locus of movements’ emergence. Social network 
analysis (SNA) has emerged as a set of methods geared towards an analysis of social 
structures and investigation of their relational aspects [22, 23]. SNA studies social 
relations among a set of actors assuming a varying degree of importance of relation-
ships among interacting nodes representing individuals, groups, organizations, etc.. 
Growing interest and increased use of SNA has formed a consensus about the central 
principles underlying the network perspective. In addition to the use of relational 
concepts, we note the following as being important [24]: (a) actors and their actions 
are viewed as interdependent rather than independent autonomous units; (b) relational 
ties (linkages) between actors are channels for transfer or flow of resources (either 
material or non-material); (c) network models focusing on individuals and view net-
work structural environments as providing opportunities or constraints on individual 
actions, and (d) network models conceptualize structure (social, economic, cultural, 
political) as lasting patterns among actors. Computational SNA (CSNA) helps in the 
utilization of SNA concepts by providing a rich set of methodologies to examine and 
summarize large information networks to observe and explain characteristic patterns 
including: community extraction, expert identification, information diffusion, prefe-
rential attachment, and the small-world phenomenon.  

4 Methodology 

The web, including blogs, could be mined to track information and data about emerg-
ing trends and behaviors in almost any area (e.g., political trends and opinions, drug 
use, racial tension, new films, new products, etc.). Moreover, such data may also 
demonstrate and reveal information about precisely how ideas diffuse and how trends 
develop and take hold. We will delve into evolving individual opinions and their de-
velopment into cyber collective movements, and in so doing delineate the challenges 
and propose research methodologies. The objective of this paper is to analyze the 
female Muslim blogosphere data and identify individual blogger sentiments for a 
specific event, i.e. Women to Drive; observe the polarity of sentiments and analyze 
conflicting views; and study and model the propagation of sentiment in a socially and 
culturally diverse setting. Specifically, by following the research methodology in 
Figure 2, we try to answer – do the sentiments of individual bloggers converge to a 
collective sentiment as time progresses?  
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Fig. 2. Research methodology to study collective action for Women to Drive campaign 

Data Collection for the Women to Drive Movement 
The content from around 300 blog sites from 23 different countries were collected. 
Bloggers are included based on three shared characteristics: they are women over the 
age of 18, they are Muslim, and they primarily blog in English. Other available de-
mographic information, such as nationality, current residence, and name is also in-
cluded. Since these blogs are updated with frequencies varying between two to three 
blog posts per day to one blog post per month, a crawler (viz., Web Content Extractor, 
www.newprosoft.com/) was configured with the above mentioned nuances running 
constantly to automatically collect, parse, and index the data.   

Blog Crawling with Web Content Extractor 
The crawler allows us to store the extracted data in a variety of formats, including 
CSV, TXT, HTML, XML, or directly to an ODBC data source. Collected data in-
cludes the title of the blog post, blog post content, the timestamp when the blog post 
was created, followers’ reactions in the form of comments, and the category/tags of 
the blog post, which can be system-defined or user-defined. We preferred a relational 
database to store the data due to reliability, scalability, platform independence, and 
most importantly fast indexing to handle millions of records. From the crawled blog 
sites, 45 blog sites consisting of 300 blog posts were talking about Women to Drive 
movement at different time periods. 

Sentiment Extraction with Linguistic Inquiry and Word Count (LIWC) 
After we had collected the blog posts, sentiments were extracted using LIWC 
(www.liwc.net) software, in order to study the transformation of individual opinions 
to collective sentiments. LIWC provides an efficient and effective method for study-
ing various emotional cognitive and structural components present in individuals’ 
verbal and written speech samples. LIWC outputs approximately 80 variables. The 
variables include 4 general descriptor categories, 22 standard linguistic dimensions 
(e.g., percentage of words in the text that are pronouns, articles, auxiliary verbs, etc.), 
32 word categories tapping psychological constructs (e.g., affect, cognition, biological 
processes), 7 personal concern categories (e.g., work, home, leisure activities), 3  
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paralinguistic dimensions (assents, fillers, nonfluencies), and 12 punctuation catego-
ries (periods, commas, etc.). We have mainly focused on affective processes embed-
ded within psychological processes. The affective processes include 406 positive 
emotion words (e.g., love, nice, sweet) and 499 negative emotion words (e.g., hurt, 
ugly, nasty). Negative emotions are further categorized into anxiety, anger, and sad-
ness feelings. Scores for positive and negative emotions were obtained from LIWC 
for the blog posts and the associated comments.  

Towards Online Collective Movements 
Existing knowledge on online collective actions mostly relies on quick, short-term, 
often journalistic observations; indicating a lack of in-depth studies in this area. The 
proposed methodology suggests a computational model advancing our understanding 
of the transformation of individual opinions to collective sentiment, a precursor to the 
manifestation of collective action as collective movement. Our methodology contin-
ues to embrace conventional collective action theories and helps reshape them further 
to better understand the implication of new forms of communication. 

5 Experiments and Results 

For our experiments, we focused on the events occurred during 2007 and 2011. Figure 
3 shows the distribution of blog entries and follower comments related to the Women 
to Drive movement events that occurred between 2007 and 2011. We apply the LIWC 
on both blog entries and follower comments to observe how bloggers’ sentiments 
diffuse into the community, transform into collective sentiment and, eventually, into 
collective action. 

 

Fig. 3. Volume of blog posts (left) and comments (right) for Women to Drive campaign 

5.1 Al-Huwaider’s Protest in 2008 

Figure 3 indicates that the highest traffic of the blog entries was observed in 2008. In 
2008, women’s driving ban in Saudi Arabia was protested by al-Huwaider on the 
International Women’s Day by driving her car, although the protest was in March 
2008, al-Huwaider posted her video to YouTube in September 2008. Many female 
Muslim bloggers expressed their thoughts about the Women to Drive movement in 
2008. As shown in Figure 4, several blog posts were submitted to create awareness of 
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the protest in January and February 2008. The reactions of the community are de-
picted by the increasing number of comments in the following months. We ran LIWC 
on the 2008 data to identify individual blogger sentiments for this specific event. The 
results are shown in Figure 5. 

 
 

Fig. 4. Data distribution of the blog posts (left) and follower comments (right) in 2008 

 

Fig. 5. LIWC results for 2008 data (blog posts on left and follower comments on right) 

As seen in Figure 5, bloggers’ sentiments about al-Huwaider’s protest in March 
2008 was largely positive, indicating support for the campaign. A similar sentiment 
distribution was observed in the comments, indicating sentiment diffusion among the 
followers. This indicates a sense of solidarity among female Muslim bloggers for al-
Huwaider’s protest. Again, when al-Huwaider uploaded her video to YouTube in 
September 2008, a similar reaction was triggered among the female Muslim bloggers 
as observed by an increase in positive emotions among the blogger and followers. 

5.2 Anniversary of the March 2008 al-Huwaider’s Protest and We The 
Women Campaign 

March 2009 marked the one-year anniversary of the al-Huwaider’s 2008 protest. In 
March 2009 there was a rise in positive emotions regarding the Women to Drive 
movement. Looking at the statistics in Figure 6, we see that there is a very high rise in 
the blog entries as well as the users’ positive reactions regarding the Women to Drive 
movement. After March 2009, between April 2009 and May 2009, the We the Women 
campaign occurred. Again we observe an increase in the positive emotions among the 
bloggers as well as the followers. These observations indicate and clearly demonstrate 
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the transformation of individual opinions of blog leaders to collective sentiment 
among the followers via blog interactions. 

5.3 The 2011 Facebook Women2Drive Campaign 

A similar analysis was conducted for the 2011 Facebook campaign to see if the Wom-
en to Drive movement again led to an online collective action. This Women2Drive 
campaign started on June 17, 2011. A large number of blog posts as well as comments 
were observed during the months leading up to the June event (Figure 7), indicating 
the mobilization efforts of the bloggers to support the campaign. We conducted an 
LIWC sentiment analysis to identify individual blogger sentiments for this specific 
event and the results are depicted in Figure 8. 
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Fig. 6. Data distribution of blog posts and follower comments in 2009 

 

Fig. 7. Data distribution of the blog posts and follower comments in 2011 

 

Fig. 8. LIWC results for the Women2Drive 2011 campaign 
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As we see from the charts in Figure 8, bloggers’ thoughts about the Women2Drive 
campaign was increasingly positive, supporting and creating awareness towards the 
campaign. This demonstrates our ability to observe, capture, and model online collec-
tive action among female Muslim bloggers. However, we observe a decrease in fol-
lowers’ positive emotions regarding this movement. Upon investigating, we found 
some anti Women2Drive followers’ reactions coming primarily from males resulting 
in the decrease in the positive emotions and increase in negative emotions. Although 
we carefully handpicked the bloggers as female Muslim users, our data collection 
does not filter out the male commenters. This suggests a need for considering demo-
graphic based filtering of the followers for a more accurate analysis. This remains to 
be a future direction for our research. Based on our results from the LIWC analysis, 
we conclude that there was indeed an online collective action observable among  
Muslim female bloggers for the Women to Drive movement. 

6 Conclusion  

We proposed a novel methodological approach highlighting several key contributions 
to the fundamental research of online collective action as well as computational stu-
dies of social media. Through a rigorous study of various organized events in the 
Women to Drive campaign, we offer:  (1) a new framework to understand the evolu-
tion and the diffusion of sentiments in online blogger networks; (2) a new approach 
focusing on the transformation of individual opinions to collective sentiments provid-
ing a powerful explanatory model; and, ultimately, (3) a new understanding of the 
relationship between online collective actions and the rapidly changing online envi-
ronment. Moreover, our findings highlight a need to discover further pathways of 
knowledge to fully understand people's cognitive and social behavior, individually 
and collectively, in online environments with diverse social, cultural, and political 
backgrounds. Our future research thus will attempt to perform cross-cultural analysis, 
including data from non-English speaking communities.  

We encourage the reader to envision our case study and analysis in the broader 
context, as our research also lends insights into the relationship between social media 
and governance. The al-Huwaider case study presented in this contribution shows that 
collective action is a form of citizen engagement, acting as a corrective mechanism 
and it is in itself a part of a governance system. In addition, such actions often also 
enable new organizational forms as well as refreshingly new forms of citizen and 
government engagement. Social media lend themselves to give citizens a new voice to 
be heard and, conversely, encourage citizens to engage and participate. Ongoing citi-
zen participatory actions through social media, such as online citizen journalism, can 
provide a mechanism to pursue a better governance through public monitoring for 
better decision-making, transparency, and accountability. Consequently, social media 
can potentially be a bridge to connect the government and its citizenry, have dialo-
gues, and together pursue democratic forms of governance.   

Acknowledgments. This research was funded in part by the National Science Foun-
dation's Social Computational Systems (SoCS) research program (Award Numbers: 
IIS-1110868 and IIS-1110649) and the US Office of Naval Research (Grant number: 
N000141010091).  



340 S. Yuce, N. Agarwal, and R.T. Wigand 

References 
1. THE BLOGHER-IVILLAGE, Social Media Matters Study, co-sponsored by Ketchum and 

the Nielsen Company (2010),  
http://www.blogher.com/files/Social_Media_Matters_2010.pdf  
(retrieved) 

2. Shmuluvitz, S.: The Saudi Women2Drive Campaign: Just Another Protest in the Arab 
Spring? Tel Aviv Notes 5(14) (2011) 

3. Saudi Arabian Women Campaign for the Right to Drive (2007-2008), 
http://nvdatabase.swarthmore.edu/content/saudi-arabian-
women-campaign-right-drive-2007-2008 (retrieved)  

4. http://en.wikipedia.org/wiki/Women_to_drive_movement 
5. http://www.care2.com/causes/we-the-women-the-campaign-to-

drive-in-saudi-arabia.html 
6. Adamic, L., Glance, N.: The political blogosphere and the 2004 U.S. election: divided they 

blog. In: LinkKDD 2005: Proceedings of the 3rd International Workshop on Link discov-
ery, Chicago, pp. 36–43 (2005) 

7. Wilhelm, A.: Democracy in the Digital Age: Challenges to Political Life in Cyberspace. 
Routledge (2000) 

8. Kelly, J., Etling, B.: Mapping Iran’s Online Public: Politics and culture in the Persian blo-
gosphere. Technical report, Berkman Research Center, Harvard Law School (2008) 

9. Mcpherson, M., Smith-Lovin, L., Cook, J.: Birds of a Feather: Homophily in Social Net-
works. Annual Review of Sociology 27, 415–444 (2001) 

10. Marwell, G., Oliver, P.: The Critical Mass in Collective Action. Cambridge University 
Press (1993) 

11. Tarrow, S.: Power in Movement: Social Movements and Contentious Politics. Cambridge 
University Press (1998) 

12. Berry, J.: The Interest Group Society. Little Brown, Boston (1984) 
13. Olson, M.: The Logic of Collective Action. Harvard University Press, Cambridge (1965) 
14. Olson, M., Zeckhauser, R.: An economic theory of alliances. Review of Economics and 

Statistics 48, 266–279 (1966) 
15. Rafaeli, S., Larose, R.: Electronic Bulletin Boards and ‘Public Goods’ Explanations of 

Collaborative Mass Media. Communication Research 20(2), 277–297 (1993) 
16. Flanagin, A., Monge, P., Fulk, J.: The value of formative investment in organizational fed-

erations. Human Communication Research 27, 69–93 (2001) 
17. Wigand, R., Steinfield, C., Markus, M.: IT Standards Choices and Industry Structure Out-

comes: The Case of the United States Home Mortgage Industry. Journal of Management 
Information Systems 22(2), 165–191 (Fall 2005) 

18. Markus, M., Steinfield, C., Wigand, R., Minton, G.: Industry-wide IS Standardization as 
Collective Action: The Case of the US Residential Mortgage Industry. MIS Quarterly 30, 
439–465 (2006); (Special Issue on Standard Making) 

19. Kollock, P.: The Economies of Online Cooperation: Gifts and Public Goods in Cyber-
space. In: Smith, M., Kollock, P. (eds.) Communities in Cyberspace, pp. 220–239. Rout-
ledge, London (1999) 

20. Lupia, A., Sin, G.: Which Public Goods Are Endangered? How Evolving Technologies 
Affect The Logic of Collective Action. Public Choice 117, 315–331 (2003) 

21. Bimber, B., Flanagin, A., Stohl, C.: Reconceptualizing collective action in the contempo-
rary media environment. Communication Theory 15(4), 365–388 (2005) 

22. Wigand, R.: Communication Network Analysis: A History and Overview. In: Goldhaber, 
G., Barnett, G. (eds.) Handbook of Organizational Communication, pp. 319–358. Ablex, 
Norwood (1988) 

23. Scott, J.: Social Network Analysis. Sage, Newbury Park (1992) 
24. Wasserman, S., Faust, K.: Social Network Analysis. Cambridge University Press,  

Cambridge (1994) 



A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 341–349, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Discovering Patterns in Social Networks with Graph 
Matching Algorithms 

Kirk Ogaard1, Heather Roy1, Sue Kase1, Rakesh Nagi2, Kedar Sambhoos2,  
and Moises Sudit2 

1 Tactical Information Fusion Branch, Computational and Information Sciences  
Directorate, U.S. Army Research Laboratory, Aberdeen Proving Ground, MD 

{kirk.a.ogaard.ctr,heather.e.roy2.ctr,sue.e.kase.civ}@mail.mil 
2 Department of Industrial and Systems Engineering, Center for Multisource  

Information Fusion, University at Buffalo (SUNY), Buffalo, NY 
{nagi,kps6,sudit}@buffalo.edu 

Abstract. Social media data are amenable to representation by directed graphs. 
A node represents an entity in the social network such as a person, organization, 
location, or event. A link between two nodes represents a relationship such as 
communication, participation, or financial support. When stored in a database, 
these graphs can be searched and analyzed for occurrences of various subgraph 
patterns of nodes and links. This paper describes an interactive visual interface 
for constructing subgraph patterns called the Graph Matching Toolkit (GMT). 
GMT searches for subgraph patterns using the Truncated Search Tree (TruST) 
graph matching algorithm. GMT enables an analyst to draw a subgraph pattern 
and assign labels to nodes and links using a mouse and drop-down menus. 
GMT then executes the TruST algorithm to find subgraph pattern occurrences 
within the directed graph. Preliminary results using GMT to analyze a simu-
lated collection of text communications containing a terrorist plot are reported.  

Keywords: social network analysis, visualization software, graph matching.  

1 Introduction 

The modeling and analysis of social networks is one of the most powerful tools avail-
able to intelligence analysts attempting to understand the social structure present in 
the battlespace. Analysis of the relationships between people, organizations, locations, 
and other entities and concepts can reveal the organization of enemy forces and the 
relationships between key elements of the local population. These types of  
relationships can be modeled using attributed directed graphs.  

Graphical network models can be applied in a wide range of applications such as 
Cyber Security, Asymmetric Warfare, Disease Surveillance, and Intelligence and 
Knowledge Discovery. Walsh [1] suggested the creation of a “global graph” as a re-
presentation of the world (or area of interest) from which information and relation-
ships can be discovered to support Intelligence Preparation of the Battlespace and 
Command and Control applications. The global graph is structured as a classical 
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graph format with objects (also called nodes or entities) interrelated by relationships 
(also called edges or links). Nodes can represent people, organizations, locations, 
individuals, or facilities. Links represent relationships such as communication, partic-
ipation, or association. In addition to nodes and links, attributes (or labels) can store 
details about objects and their relationships.  

A complex situation or hypothesis of interest to an intelligence analyst can be for-
mulated as a template graph made up of nodes and links. In real-time an analyst wants 
to determine the occurrences of the situation represented by the template graph within 
a database of information in the form of a graph (also called a graph database or data 
graph). Sometimes searching for a one-to-one correspondence between the template 
graph and data graph is too strong, necessitating inexact (or fuzzy) graph matching 
where two graphs are compared even though they are semantically or topologically 
different. Inexact subgraph matching between the template graph and the data graph 
allows analysts to focus on a set of most likely situations. 

Section 2 introduces the Graph Matching Toolkit (GMT) —a visual interface for 
drawing template graphs. GMT serves as a front end to the stochastic Truncated 
Search Tree (TruST) algorithm [2] detailed in Section 3. Using the template graph, 
TruST performs fuzzy graph matching on the data graph. In Section 4, we present a 
use case in which a user, an analyst, hypothesizes relationships between individuals of 
a social network thought to be members of a terrorist organization. In the use case the 
analyst uses GMT to draw template graphs (i.e., graphical representations of queries) 
to search the data graph for evidence that supports or refutes the hypotheses. 

2 GMT 

GMT was implemented in the C++ language using the Qt cross-platform application 
framework [3] for its Graphical User Interface (GUI). The front end for GMT has 
been successfully tested on multiple operating system platforms. GMT interfaces with 
the graph matching algorithm via flat files. GMT stores the subgraph query (i.e., the 
template graph) in a GraphML file prior to executing the TruST algorithm (see  
Fig. 1). The TruST algorithm loads the GraphML file created by GMT, executes the 
specified subgraph query, and stores the results in an XML file. Finally, GMT loads 
the XML file containing the results from the TruST algorithm, and displays the top k 
matching subgraphs with the highest overall scores in the results subwindow. 

The GUI for GMT is divided into four subwindows (see Fig. 2): 1) the toolbar, 2) 
the canvas, 3) the link ontology legend, and 4) the results subwindow. The toolbar 
provides four tools (represented by appropriate icons) for adding nodes, adding links 
between nodes, removing nodes and associated links, and undoing a previous action. 
The canvas allows users to draw the subgraph patterns for their search queries. The 
link ontology legend shows the color coding scheme for the links based on the catego-
ries in the currently loaded ontology. The results subwindow displays the search re-
sults obtained by executing the subgraph query on the graph database (i.e., the data 
graph) with the graph matching algorithm (i.e., the TruST algorithm). 
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back end of GMT then executes the graph matching algorithm selected by the user. 
The primary graph matching algorithm currently utilized by GMT is TruST which is 
detailed in the next section.  

3 Stochastic TruST Algorithm 

TruST [4, 5] is a heuristic search algorithm optimization of best-first search. One 
disadvantage of best-first search is an optimal solution is not guaranteed. However, 
the majority of the time, the reached sub-optimal solution is a very good one and 
through the control of the truncation parameters various efficiency tradeoffs can be 
obtained. Zhang [6] has shown that truncated branch-and-bound as a heuristic gives 
better results than most heuristics methods. The search tree is developed dynamically 
during the search and initially consists of only the root. At each iteration of the algo-
rithm, a sub-problem is selected for exploration from the pool of live sub-problems 
using scores of the current match. TruST uses a strategy similar to the breadth first 
search strategy found in the literature [11]. The basic principle is to process all the 
nodes at one level of the search tree before processing any node at a deeper level. 

An important aspect of a graph matching algorithm is calculating the degree of  
similarity between a situation of interest (template graph) and the real world (cumula-
tive data graph). There are two main categories of similarity metrics, those that  
provide a point estimate similarity and those that provide a fuzzy similarity. The mo-
tivation for incorporating uncertainty into situation awareness techniques is the ability 
to quantify the uncertainty of any final conclusions made by these techniques. This 
desire to preserve uncertainty throughout the situation awareness process necessitates 
the use of a fuzzy similarity measure. Currently, the best fuzzy similarity measure is 
based on the complementary fuzzy distance measure by Guha and Chakraborty [7]. 

The TruST graph matching heuristic [2] is able to rank template graph – data graph 
matches. In the case of crisp scoring, this ranking is performed by a simple numerical 
ordering. To properly exploit the fuzzy scores of dirty graph matching, a method of 
ranking fuzzy numbers must be used. (Dirty Graph matching makes use of inaccurate 
observations or data estimates, and inaccurate structural representations of a state of 
interest, thus accounting for the uncertainties or fuzzy values.) The method to perform 
this is the Chen and Chen method for ranking fuzzy numbers with different spreads [8].  

A template graph is constructed in GMT. Then TruST performs subgraph matching 
with ranking and fuzzy scores passed back to GMT to display to the user. The appli-
cation of this process to intelligence analysis is demonstrated in a use case scenario 
described in the next section.  

4 Use Case 

GMT is designed to enable a user to: create subgraph patterns of nodes and links in 
the form of a visual query; execute a subgraph matching algorithm to search for 
matching and nearly matching subgraph patterns in a large graph database; and eva-
luate the ranked subgraph matching results. These capabilities can assist analysts to 
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formulate hypothesized relationships of interest—typically derived from information 
requirements, expert judgment, or intuition. Analysts can then apply these capabilities 
to test their hypotheses to determine if these relationships are supported by the data. 

In this use case, an analyst is presented a simulated dataset of over 600 text com-
munications containing a hidden terrorist plot taking place in England [9]. The analyst 
will use GMT and the TruST graph matching algorithm to iteratively search the social 
network constructed from the text communications for pertinent information.  

To begin this scenario, the analyst receives a Police Report that “Yakib Abbaz” is a 
suspected terrorist. The police are requesting additional information about Yakib Ab-
baz and his relationships. The analyst wants to search the graph database of text 
communications for other Tactical Reports (TacReps) referencing Yakib Abbaz. To 
perform the search the analyst draws a two-node template graph in GMT’s canvas 
subwindow. The template graph has node 1 (n1) as a “Person” labeled “Yakib Abbaz” 
and node 2 (n2) as a “TacRep” with no label (Fig. 3, left side). The nodes are con-
nected by a “Contained In” link (Fig. 3, light blue arrow) indicating Yakib Abbaz’s 
name may appear in other reports. 

Once the template graph is drawn, the analyst initiates the graph matching search 
by selecting the TruST algorithm from the menu. The results of the search return the 
top five scoring matches (Fig. 3, right side). These matches indicate specific TacReps 
containing information about Yakib Abbaz. The score of 0.9 for each match means a 
nearly perfect match was found to the template graph. The analyst then examines the 
specific TacReps corresponding to those top five matches in greater detail. 

 

Fig. 3. Two-node template graph for a search (left side) and search results (right side) 
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From the text contained in the TacReps listed in the search results, more informa-
tion is gleaned about Yakib Abbaz. Yakib communicates with Salam Seeweed who 
appears to be a financier for an operation referred to as “baking a cake” (Fig. 4,  
TacRep 25). Also, Yakib may be recruiting “apprentice bakers” at the East Side Mos-
que (Fig. 4, TacReps 5 and 39). In TacRep 5, Yakib is reporting his success to Imad 
Abdul. And in TacRep 64, Yakib is being “ordered” by Abdul. Thus, Imad Abdul  
appears to be acting in a leadership capacity at a level above Yakib. 

 

Fig. 4. The messages from the dataset corresponding to the search results 

With the new information gathered from the TacReps, the analyst can characterize 
Yakib Abbaz’s relationships using a concept map. The TacReps can be imported into 
a social network analysis tool such as AXIS Pro for further analysis. AXIS Pro is the 
preferred intelligence analysis tool used by the U.S. Army [10]. Fig. 5 shows an AXIS 
Pro concept map of Yakib Abbaz’s relationships derived from GMT search results. 

Because Imad Abdul appears to be high in the chain of command and the analyst is 
interested in Yakib Abbaz’s social network, the next step is to use GMT to search the 
database for communications involving both Imad Abdul and Yakib Abbaz. A three-
node template graph could be constructed with node 1 (n1) as a “Person” labeled 
“Imad Abdul,” and node 2 (n2) as a “Person” labeled “Yakib Abbaz,” connected with 
“Contains Person” links to a node 3 (n3) as a “TacRep”  (Fig. 6). When the search is 
executed, GMT displays the top five scoring matches in the form of TacRep numbers. 
These specific TacReps could then be pulled from the database for more in depth 
analysis, and the concept map expanded with the additional information.  

 

TACREP 25 (14 July 2003) 
In London, Salam Seeweed informed Yakib Abbaz that money would be available for all who would 
assist in baking a big, delicious cake. Money would also be available for the newcomers to the party. 
Yakib expressed his gratitude. 
 
TACREP 5 (06 June 2003) 
In London, Yakib Abbaz reported to Imad Abdul that he (Yakib) was able to identify several high 
quality prospects at the East Side Mosque. Abdul praised Yakib for his good work. 
 
TACREP 17 (28 June 2003) 
In London, Yakib informed Salam about the misfortunes of two of his friends and asked if financial 
aid could be forthcoming. Salam promised to bring up the issue with Abdul and Sheikh. 
 
TACREP 39 (19 Aug 2003) 
In London, Raed told Tarik that Yakib Abbaz had done a very good job in bringing apprentice bakers 
on the mission. 
 
TACREP 64 (14 October 2003) 
In the town of Henley, Abdul told ordered Yakib to cease his activity in London and to take a vaca-
tion in the northern part of England. 
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Fig. 5. AXIS Pro concept map of GMT search results outlined by TacRep number 

 

Fig. 6. GMT three node search template 

Results from the three-node template graph search reveal five matches with a score 
of 0.9. Two of the five subgraph matches are new TacReps, the other three were con-
tained in the previous search results. The information gained from the new TacRep 
messages can be integrated into the analyst’s concept map. The first new message, 
TacRep1, provides further evidence that Abdul is higher in the chain of command 
than Yakib by stating “Imad tasked Yakib”. In this message, Yakib is tasked to visit 
several mosques in eastern London to identify persons sympathetic with their cause. 
In the second new message, TacRep 19, Yakib reports back to Abdul that the  
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response at the Sheepside Mosque in western London was less receptive than eastern 
London. Together, this information substantiates Yakib’s role as a recruiter. 

GMT search results can be adjusted to show the top five to ten scored matches. If 
the result set is expanded to ten, the sixth message (TacRep 50), which has a score of 
0.8, is a “fuzzy” match. This fuzzy match introduces a new person, Ali Baba. The text 
contained in TacRep 50 indicates Ali Baba and Imad Abdul are connected by a cake 
baking operation (Fig. 7), and that Ali Baba may be higher in the chain of command. 

With this new information, a power hierarchy of direct relationships within the so-
cial network begins to emerge. Figure 8 demonstrates how an analyst may use AXIS 
Pro to create a link diagram to integrate and display this new information. At this 
point, the analyst may want to search the database for communications involving Ali 
Baba. This would lead to the discovery that Ali Baba is the leader of a terrorist organ-
ization called the “Ali Baba Group” which is planning on bombing a water treatment 
facility referenced as “baking a cake”. 

 

 

Fig. 7. GMT fuzzy match result: TacRep 50 

 

Fig. 8. AXIS Pro link diagram of the power hierarchy of the Ali Baba Group 

5 Conclusion 

This paper introduces the Graph Matching Toolkit (GMT). GMT was tested with a 
use case involving the analysis of a set of simulated text communications containing a 
hidden terrorist plot. GMT provides analysts the capability to build template graphs to 
iteratively search a graphical database of communications. GMT executes the TruST 
graph matching algorithm to find matching subgraph patterns in the data graph. 
Matches are scored and displayed in a ranked order which offers a set of alternatives 

TACREP 50 (29 September 2003) 
In the town of Henley, Abdul reported to Ali Baba that all preparations for baking the cake were 
proceeding on schedule. 
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to explore with additional template graph queries. In summary, GMT enables an  
analyst to quickly hone in on high value targets within a social network containing a 
large number of nodes that might otherwise require an exhaustive manual text search.  

GMT is designed to serve as a general GUI for graph matching algorithms.  
Although GMT can find matching subgraph pattern occurrences in a data graph with 
the TruST algorithm, it does not support any constraints on those searches. Search 
constraints, such as restricting the search to data from a specific time frame, would 
facilitate the efficient analysis of data graphs derived from massive datasets. Future 
work will focus on incorporating such a search constraint capability into GMT. 
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Abstract. Natural language processing (NLP) is an important contributor to the 
field of social modeling. Language is a social artifact; it is how people express 
opinions, persuade, or convey what they believe is important. It is thus rightly 
recognized that computational tools can automate at least some of the analytical 
work of reading an ever-increasing volume of textual data, reducing time and 
costs. Language is also, however, a complex and variegated system, creating a 
challenge for social modelers. In this paper, we contend NLP’s full potential is 
commonly not being exploited, leading to unnecessary work and lower-quality 
results, and that social modelers using NLP should understand at a high level 
what NLP problems are, and are not, solved. Our findings have implications for 
both the practice and validation of NLP in the social modeling community. 

Keywords: Validation, text analysis, methodological innovation. 

1 Introduction 

Managing data is an increasing challenge for virtually all organizations. A recent 
Gartner Group report [1] estimates that enterprise data capacity is growing at a rate of 
40% to 60% a year – a phenomenal rate – owing to factors including an explosion in 
unstructured data such as e-mails and documents. Almost half the respondents to the 
survey documented in the Gartner report identified data growth as one of their top 
three challenges. These issues simply reflect a trend which is observable within the 
wider world – that data is being generated faster and is becoming more widely 
available: for example, the internet has grown from around 25 million webpages in 
1996 to over a trillion today. Furthermore, the internet is linguistically diverse (see 
Figure 1 overleaf), with increasing adoption by non-English speakers and particularly 
outside Western countries, with the Arab Spring being a recent and pertinent example.  

While a challenge, the growth of data also creates many opportunities. Here, we 
list cases where the ‘state of the art’ has been considerably improved thanks to, rather 
than despite, larger datasets: 

• Search engines [3] (whose purpose, it should be noted, is to organize unstructured 
information) generally tend to find relevant results more reliably than their 
counterparts of 15 years ago. 
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• A new data-driven approach to machine translation has emerged [4] and has 
achieved initial successes which eluded the rule-based machine translation 
approaches of the Cold War. 

• And, in the field of social modeling, data-driven approaches have enabled social 
networks to be studied on a scale previously unimaginable (see e.g. [5]). 

 

 

Fig. 1. The World Wide Web by Language (from [2]) 

In all cases, the mere existence of larger datasets has acted as a catalyst in the 
development of new and better approaches. For one thing, these datasets allow 
algorithms to be trained and tested on more representative datasets. For another, many 
data mining algorithms are highly sensitive to subtle patterns in data and therefore 
tend to work better on larger datasets than on smaller ones. 

In the area of social modeling specifically, where unstructured data abounds (for 
example, in the form of social media posts), much hope rests on harnessing similar 
algorithms, for example, to provide a ‘social radar’ [6]. It is this area that we focus on 
in this paper. And since a significant portion of unstructured data is text [1], we 
believe it is useful in particular to focus on how text is analyzed in social modeling, 
and how current approaches sometimes fail to use, or misuse, the current state of the 
art in natural language processing. 

To set the stage, in section 2 we provide a brief overview of the field of natural 
language processing (NLP) and some applications of NLP to social modeling. We 
then look at the relationship of NLP to data analysis more generally in section 3. 
Specific social-modeling uses of NLP are then critiqued in section 4, focusing on 
cases where social modeling fails to make full use of the existing state-of-the-art. We 
conclude in section 5 with specific recommendations for better use of NLP generally 
within the field of social modeling. 

2 An Overview of NLP and Its Relationship to Social Modeling 

A basic goal of NLP is to ‘get computers to perform useful tasks involving  
human language, tasks like enabling human-machine communication, improving  
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human-human communication, or simply doing useful processing of text or speech’ 
[7]. Applications of NLP in the field of social modeling are widespread and diverse. 
In surveying just the most recent proceedings of the International Conference on 
Social Computing, Behavioral-Cultural Modeling, and Prediction (SBP), we find 
analysis of social media [8], group membership detection from online text [10], crime 
prediction from Twitter posts [11], use of social media for disaster relief [12], and 
modeling social networks from academic acknowledgements using named-entity 
recognition (NER) [13]. In addition to all this, NLP has been used for example in 
sentiment analysis [14]. Of course, NLP also has many applications which are not 
directly related to social modeling. 

It is instructive to consider how NLP differs in outlook from social modeling. The 
key difference is that NLP is highly empirical; most published work contains some 
type of empirical evaluation of a proposed method against a baseline, for example in 
terms of accuracy; [14] is a case in point. Social models, on the other hand, are often 
intrinsically difficult to validate [15] (this is not a criticism of, but rather a fact of life 
in, social modeling); if NLP’s standards of empiricism were applied in social 
modeling, much useful social modeling work would not be published. 

There are good reasons, therefore, for the different roles played by empirical 
methods in NLP and social modeling. However, since NLP is so widely applied in, 
and is a foundation for so much of, social modeling, it behooves the social modeler to 
keep the empirical basis of NLP clearly in view when using techniques from the field. 
The following example will illustrate why. Suppose a modeler wishes to build a 
model of a social network using references to named entities (people) in online 
documents, as in [16]. Here, the modelers decided they needed to pre-process the 
documents using various NLP component workflows including de-duplication of 
named entities, correction of typographical errors, expansion of contractions and 
abbreviations, pronoun resolution, and identification of ‘concept-changing n-grams’ 
(explained below in section 4.2). Code to achieve these goals was incorporated into 
the social model. The model produces output believed to be useful, but which cannot 
be validated in the classical sense because there is no ‘ground truth’ against which to 
compare. It might appear in this case that empirical testing is irrelevant. Yet just 
because the social model cannot be validated, this does not mean its individual 
components cannot be. For example, it is standard practice in NLP to test a named-
entity recognition (NER) program or technique for precision and recall against some 
‘ground truth’ dataset. Let us further suppose that this program is found to have 60% 
recall (meaning that of the actual named entities in some test dataset, it finds 60%) 
and 65% precision (meaning that of the items it identified as named entities, 65% 
were actually named entities). Derivatively, one can reasonably infer that these 
empirical measures are also characteristics of the social model as a whole, as far as 
the model deals with named entities. Further, given a choice between a NER model 
that has 60% recall and 65% precision, and another suitable model that has 75% recall 
and 70% precision, we would prefer to incorporate the latter into the social model. In 
other words, empirical accuracy can be a ‘hidden’ characteristic of a social model, 
even if it is not directly observable. But too often, this may not be given due 
consideration in the development of a social model. 

Choices between NLP techniques also have important consequences beyond the 
realm of the empirical. While considerations such as accuracy should be a concern, 
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equally as important should be the efficiency and generality of methods used. The 
more general a method, the more different types of situation it can be deployed to. 
This is key for organizations concerned about containing costs, because the costs of 
developing a reusable method can be amortized over many different projects. The 
concept is very similar to that of software reuse, which has long been recognized as a 
best practice in computer programming [17]; and it is also related to the principle of 
Occam’s razor in science. 

One might think that simplicity and generality in NLP, or other areas, would tend 
to militate against empirical measures like accuracy. We will show, through several 
NLP-related examples which have direct relevance to social modeling (in that similar 
techniques have actually been used in social models), that this is often not the case. In 
fact, greater simplicity and generality often increase accuracy. Social modelers who 
ignore this fact run twofold risks – one, of developing suboptimal models, and two, of 
spending unnecessary resources reinventing already-invented ‘wheels’. 

3 The Place of NLP in Data Analytics 

In the last couple of decades, a key thrust in the field of data analytics (also referred to 
as data mining) has been reflected in increasing interest in, and use of, unsupervised 
learning methods. Broadly speaking, the goal of unsupervised learning is to find 
hidden structure in unlabeled data (i.e., data where a human has not already added the 
structure that is to be found, for example in annotations or metadata). Unsupervised 
learning contrasts with two other ways in which data analysis is still commonly 
approached: (1) a heuristic, rule-based approach, and (2) supervised learning. 

Machine translation offers a good illustration of the contrast between rule-based 
and unsupervised (or at least minimally supervised) approaches to data analysis. The 
earliest attempts at machine translation (the 1954 IBM-Georgetown experiment) [18] 
were essentially rule-based: the IBM machine translation system incorporated 250 
vocabulary items and 6 grammar rules. While perceived at the time as a success, 
approaches of this type did not deliver on promises that machine translation would be 
a solved problem within 3-5 years. The basic problem is that rule-based systems 
quickly become unmanageably complex, with rules interacting in often unforeseeable 
ways. However, a new approach, statistical machine translation (SMT) [4], took root 
in the mid-1990s and has reignited interest in, and (tellingly) funding for machine 
translation. The basic premise of SMT is that parallel corpora – collections of text 
aligned across multiple languages, such as the European Parliament proceedings [19], 
where speeches are currently translated into 21 languages – exhibit various types of 
latent but algorithmically-learnable structure. This can then be used as the basis for 
predicting the most likely rendition in a target language of text in (another) source 
language. Because SMT relies on the intrinsic structure of data, rather than rules, it is 
inherently more general than the early rule-based attempts at machine translation. 
Furthermore, it is worth noting that SMT is possible only because of the growth of 
electronically available text, for example on the World Wide Web; SMT, in common 
with other unsupervised learning methods, tends to perform better with more input 
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data. Finally, a measure of SMT’s increasingly widespread use is, for example, its 
presence in Google Translate (translate.google.com). 

Supervised learning, on the other hand, requires a labeled dataset as input; 
predictions about unlabeled data are then made on the basis of the input. For an 
example of supervised learning, we can turn to [14]. In this case, the input was movie 
reviews (text) labeled with star ratings (one star denoting an unfavorable rating, five 
stars denoting a favorable rating), and the task was to predict whether an unseen 
movie review was positive or negative based only on the text of the review. To 
accomplish this, various different supervised learning algorithms were presented with 
examples of positive and negative reviews, along with the star-rating labels. With 
these examples, the algorithms ‘learn’ associations between certain words and 
positive or negative sentiment (without a programmer having to encode these 
associations explicitly). The disadvantage of supervised learning is that labeling data 
is usually expensive and time-consuming, if it is even feasible at all. 

Many applications which use NLP have been highly successful of late; one 
measure of this is commercial adoption, and a prime example is Google. It is 
noteworthy that of the prominent examples of commercially successful NLP, it is hard 
to find many built extensively upon supervised or heuristic/rule-based algorithms. In 
Google’s case, the PageRank algorithm [3] (which is not an NLP algorithm, but is 
unsupervised nonetheless) and SMT are both unsupervised. Recall that unsupervised 
learning excels at finding hidden structure in unlabeled data, and the World Wide 
Web is noisy, unlabeled data par excellence. In Google’s case, it would simply be 
impossible, given the size of the internet (estimated in 2010 at a trillion web pages 
[20]), to maintain heuristic-based rules for indexing web pages in hundreds of 
languages and on innumerable topics. Social modelers who deal with data from the 
World Wide Web would be well-advised to keep the prevalence of unsupervised 
techniques at the forefront of their minds, and at the same time to remember that NLP, 
in common with many other types of data analysis, is currently most successful when 
it is used in its unsupervised incarnations. And by ‘success’, we do not mean just 
commercial success; it has been shown that the replacement of heuristic-based 
approaches with unsupervised and more general approaches often results in superior 
accuracy [21]. 

In the remaining sections, we shall explore some specific ways in which this has 
implications for social modeling. 

4 Failing to Take Full Advantage of NLP 

In this section, we shall examine ways in which NLP has actually been approached in 
social modeling, and show how each of these fails to take full advantage of the 
‘unsupervised’ paradigm, resulting in unnecessary work and suboptimal accuracy. It 
is not our intention to single out particular instances of prior work here; however, [16] 
offers convenient cases in point: [16] makes widespread use of text-processing, and is 
representative of, and influential in, much social modeling. Our intention is simply to 
be helpful in showing how the state of the art in the field can be improved, and we 
feel that specific examples are most conducive to this. 
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4.1 Identifying Key Words in Text 

It has long been recognized in NLP that not every word is equally important in text. In 
the previous sentence, for example, ‘word’ is intuitively more important to the overall 
meaning than ‘has’. A subtler point is that the importance of a word is not necessarily 
correlated to its frequency. Again, from the first sentence, it should be intuitively 
apparent that ‘in’ is less important than ‘word’ to the overall meaning, even though 
the frequency of ‘in’ is double that of ‘word’. There are various strategies commonly 
used to discriminate between words with differing levels of importance. We shall 
review two here (stoplists and term-weighting), with a particular focus on stoplists. 

A stoplist is essentially a list of words considered to be unimportant to the meaning 
of text: examples of such words in English might include ‘and’, ‘the’, ‘in’. After a 
corpus is tokenized (split into its constituent words), words in the stoplist are 
discarded and become irrelevant to further processing. The use of stoplists is 
exemplified in [16] (who do not use the term ‘stoplist’ but instead refer to a ‘“noise” 
list for concepts to be deleted when cleaning the text’). 

Using stoplists has drawbacks, however. The main disadvantage is that most 
stoplists are compiled on a heuristic basis (in other words, someone reviews words 
and determines somewhat arbitrarily which are stopwords and which are not). The 
availability of pre-compiled lists1, while lending stoplists a ‘scientific’ aura, does not 
diminish the heuristic/arbitrary nature of these lists. In fact, one should question 
whether a single list can really be applicable to the wide variety of text that exists, 
even when dealing just in a single language. A clue to this is in [16]’s conclusion: 

Several challenges exist, whose resolution will further speed and enhance this 
process. These include…, need to handle embedded concepts that are not English, … 
improved automated removal of meta-data from texts, utilization of auto-topic 
identification to supplement and direct user defined topic identification... 

A further hint to the problematic nature of stoplists is in the phrase ‘need to handle 
embedded concepts that are not English’, quoted above. What happens when we need 
to process non-English text? Using the stoplist approach, we are forced to develop or 
find a stoplist for each new language. If no stoplist exists, we then need the expertise 
of a linguist to determine which words are unimportant, and moreover we have to rely 
on the linguist’s judgment. Clearly, this is the problem the authors of [16] ran into: 
creating stoplists for multiple languages quickly becomes an expensive, time-
consuming proposition. 

The key to avoiding this time and expense, yet still obtaining satisfactory results in 
determining which words are most ‘important’, can in our view be found in term-
weighting schemes (see [21], [22]). These aim to quantify the importance of words in 
text, often using principles from information theory. For example, under the log-
entropy weighting scheme [21] (which we do not wholeheartedly endorse, as will 
become apparent), the weighting of a term is the product of its local and global 
weights; the local weight is the log of the term’s frequency in a particular document, 
and the global weight is a function of the ratio of the term’s entropy in a corpus to the 
maximum possible entropy, as follows: 

                                                           
1 See e.g.  
  http://nlp.cs.nyu.edu/GMA_files/resources/english.stoplist 
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, log , 1 , log ,log  

 
where: 
wi,j is the frequency of term i in document j weighted according to log-entropy; 
fi,j is the frequency of term i in document j; 
n is the number of documents in the corpus being analyzed; and 
fi is the frequency of term i in the entire corpus. 
 
Note that entropy is an information-theoretic measure which can be computed from 
term frequencies as shown above; a term like ‘the’ tends to have a high entropy, 
leading to a low global weight which tends to counteract high local weighting. 

In actual fact, many approaches (e.g. [23]) use both stoplists and term-weighting 
(in our view, this combination fails to capitalize on the ability of term-weighting both 
to save labor and simplify the system overall – which, all else being equal, should be 
preferred under the principle of Occam’s razor). 

We argued above that social modelers may fail to consider empirical ramifications 
in choices between NLP techniques. With regard to the identification of key words in 
text, this line of argument extends beyond the choice between stoplists and term-
weighting, to choices between term-weighting schemes. For example, [21] shows, 
using a multilingual document-clustering task (which could be relevant, for example, 
in the reconstruction of a social network from multilingual Twitter data), that the 
choice between log-entropy weighting (which is in widespread use) and the lesser-
known Pointwise Mutual Information (PMI) weighting can lead to sometimes 
dramatic differences in accuracy – at the extreme, 23.37% accuracy for the former 
and 88.18% for the latter. As stated before, even if accuracy cannot directly be 
measured in a social model, the above results would be reasonable a priori evidence 
that a social model using PMI could be vastly better than one using log-entropy. Of 
course, this is with the caveat that it may take the assessment of an NLP expert to 
verify that a particular NLP approach is suitable given a particular problem. 

4.2 Extraction of Significant n-Grams 

One of the steps in [16] is to extract ‘concept-changing n-grams’, a phrase used in 
[16] to mean phrases of n > 1 words, where the meaning of the phrase is not simply 
the aggregate of the meaning of the constituent parts. (An example would be ‘black 
market’, which is not simply a market which is black.) This can be an important step 
in recognizing named-entities, many of which may be referred to by a sequence of 
terms, such as ‘United States’. The authors of [16] imply they achieve this by 
comparison to lists (gazetteers and a ‘meta-network ontology’ are specifically 
mentioned). 

Again, the disadvantage of this approach is that it is non-robust, because a given 
list may work for one problem but not another; and the clearest illustration of non-
robustness is the fact that a list will generally be limited in applicability to a single 
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language at a time. Finally, construction of lists can be labor-intensive if the lists do 
not already exist. This may help social modelers fund graduate students, but it does 
not help funders achieve results most expediently, nor does it really advance science. 

The use of gazetteers and ontologies just described is, in fact, another example of 
the heuristic/rule-based approaches described in section 3. It turns out that the 
extraction of significant n-grams in an unsupervised fashion is to at least some extent 
a solved problem [24]. The approach described in [24] can easily be applied to text 
from any domain or language, since it relies on the identification of patterns intrinsic 
to the data. As described in section 3, this should be much less costly and labor-
intensive in the long run, and with the potential to produce more reliable results. 

5 Conclusion 

In this paper we have argued that natural language processing (NLP) is a key 
contributor to social modeling, because so much social data is found in text. We have 
argued that social modelers who use NLP would be well-advised to understand, at a 
high level, what problems in NLP are (and are not) solved. By placing NLP within the 
general context of data analytics, with specific reference to the distinction between 
heuristic-based, supervised, and unsupervised methods, we aimed to give social 
modelers insight into the fact that NLP is most powerful when used to solve problems 
in an ‘unsupervised’ way – which means finding patterns (including groupings, 
similarities, or anomalies) intrinsic to data. By contrast, NLP commonly consumes far 
more resources, and may at the same time be less reliable, when solving problems in a 
heuristic-based or supervised fashion, as is the case in sentiment analysis [14]. 

With this understanding, and with the appropriate input from NLP experts, social 
modelers will be much better placed to utilize NLP effectively, saving time, 
resources, and producing better results. 
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Abstract. We address a new type of influence maximization problem
which we call “target selection problem”. This is different from the tra-
ditionally thought influence maximization problem, which can be called
“source selection problem”, where the problem is to find a set of K
nodes that together maximizes their influence over a social network. The
very basic assumption there is that all these K nodes can be the source
nodes, i.e. can be activated. In “target selection problem” we maximize
the influence of a new user as a source node by selecting K nodes in the
network and adding a link to each of them. We show that this is the
generalization of “source selection problem” and also satisfies the sub-
modularity. The selected nodes are substantially different from those of
“source selection problem” and use of the solution of “source selection
problem” results in a very poor performance.

Keywords: Information diffusion, influence degree, target node
selection.

1 Introduction

The emergence of Social Media such as Facebook, Digg and Twitter has provided
us with the opportunity to create large social networks, which plays a fundamen-
tal role in the spread of information, ideas, and influence. Such effects have been
observed in real life, when an idea or an action gains sudden widespread popu-
larity through gword-of-mouthh or gviral marketingh effects. This phenomenon
has attracted the interest of many researchers from diverse fields [11], such as
sociology, psychology, economy, computer science, etc.

A substantial amount of work has been devoted to the task of analyzing and
mining information diffusion processes in large social networks [15,13,1]. The
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main focus over the past decade has been on optimization problems in which
the goal is to maximize the spread of information through a given network, ei-
ther by selecting a good subset of nodes to initiate the cascade [7] or by applying
a broader set of intervention strategies such as node and link additions [18,21].
Widely used information diffusion models in these studies are independent cas-
cade (IC) [7], linear threshold (LT) [22] and their variants [8,19,6,20]. These two
models focus on different aspects of information diffusion. IC model is sender-
centered (information push) and each active node independently influences its in-
active neighbors with given diffusion probabilities. LT model is receiver-centered
(information pull) and a node is influenced by its active neighbors if their total
weight exceeds the threshold for the node. Basically the former models diffusion
process of how a disease spreads and the latter models diffusion process of how
an opinion or innovation spreads.

In this paper we deal with a new type of influence maximization problem.
Traditionally this problem is defined to be finding a subset of nodes of size
K that maximizes the influence degree with K as a parameter under a given
information diffusion model and a given social network. It is unconditionally
assumed that the information is guaranteed to start spreading from the selected
K nodes. We call this problem as “Source selection problem” to distinguish
it from our problem. We rather select K nodes and send information to these
nodes. There is no guarantee that these nodes become the information source
nodes. Suppose we want to spread our idea or opinion using a twitter, you must
acquire reliable followers in the first place. To do this you have to carefully
select the target users. Those users who have many followers already may not
necessarily be good targets if they have many followees. Our problem is defined
to be creating new links to a subset of nodes of size K from a new user such that
the influence degree of this user is maximized. We call this problem as “Target
selection problem” and analyze it for both LT and IC models.

“Target selection problem” also carries the same problem of 1) computational
complexity of estimating influence degree of a given user which is defined to be
the expected number of influenced nodes at the end of diffusion process that
started from this user and 2) combinatorial explosion of search space in finding
the optimal K target nodes. Fortunately, the influence degree is submodular, i.e.
its marginal gain diminishes as the size K becomes larger in “Source selection
problem”, and the greedy solution has a lower bound which is 63% of the true
optimal solution [7]. We prove that this submodularity also holds to “Target
selection problem”, and use a greedy algorithm at the expense of optimality.
Various techniques have been devised to reduce the computational cost of solving
“Source selection problem”. These include bond percolation [9], pruning [8], lazy
evaluation [14,5], burnout [19], heuristics [2,3], belief propagataion [16] and linear
sytem approximation [23]. In this paper we use our own previous work, i.e. bond
percolation [9], pruning [8] and burnout [19].

We compare the influence degree of “Target selection problem”with three other
methods using four different real social networks. One is to use the solution of
“Source selectionproblem” as target nodes. The other two are to use nodes selected
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from the largest out-degree and nodes randomly selected. In this paper we show
only the results of LT model due to the page limitation. The results clearly show
that the solution of “Target selection problem” is different from that of “Source
selection problem” and the influence degree using the solution of “Source selection
problem” is only half of the influence degree of “Target selection problem”.

2 Information Diffusion Models

We consider a network represented by a directed graph G = (V,E), where V
and E (⊂ V × V ) are the sets of all the nodes and links, respectively. Below we
revisit the definition of IC and LT models according to the literatures [7,10]. In
both models the diffusion process proceeds from an initial active node in discrete
time-step t ≥ 0, and it is assumed that nodes can switch their states only from
inactive to active (i.e., the SIR setting).

IC model has a diffusion probability pu,v with 0 < pu,v < 1 for each link (u, v) as
a parameter. Suppose that a node u first becomes active at time-step t, it is given
a single chance to activate each currently inactive child node v, and succeeds with
probability pu,v. If u succeeds, then v will become active at time-step t+1. If multi-
ple parent nodes of v first become active at time-step t, then their activation trials
are sequenced in an arbitrary order, but all performed at time-step t. Whether
u succeeds or not, it cannot make any further trials to activate v in subsequent
rounds. The process terminates if no more activations are possible.

LT model has a weight qu,v (> 0) with
∑

u∈B(v) qu,v ≤ 1 for each link (u, v)

as a parameter, where B(v) = {u ∈ V ; (u, v) ∈ E} is the set of parent nodes of
node v. First, for any node v ∈ V , a threshold θv is chosen uniformly at random
from the interval [0, 1]. An inactive node v is influenced by its active parent
nodes. If the total weight from the active parent nodes of v at time-step t is
at least the threshold θv, i.e.,

∑
u∈Bt(v)

qu,v ≥ θv, then v will become active at

time-step t+1. Here, Bt(v) stands for the set of all the parent nodes of v that are
active at time-step t. The process terminates if no more activations are possible.

For a set of initial active nodes W (⊂ V ), let ϕ(W ;G) denote the number of
active nodes at the end of the random process. It is noted that ϕ(W ;G) is a
random variable. We denote the expected value of ϕ(W ;G) by σ(W ;G), and
call it the influence degree of W .

3 Target Selection Problem

We first give the formal definition of the source selection problem, or the tradi-
tional influence maximization problem [7,14,10,3,2]. Given a network G = (V,E)
and a constant K, the problem is to find a set of K nodes WK(⊂ V ) that max-
imizes the influence degree σ(WK ;G), which is formally defined as follows:

argmax
WK⊂V

σ(WK ;G). (1)

On the other hand, in the target selection problem tackled in this paper, we are
given not only a network G and a constant K, but also an external information
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source node x /∈ V and values {rx,v | v ∈ V }, each associated with link (x, v),
where rx,v ∈ [0, 1] corresponds to a diffusion probability px,v in case of IC model
and a weight qx,v in case of LT model. Then, we seek a set of K nodes WK ⊂ V
that maximizes the influence degree of x in an extended networkG′(WK) resulted
from adding K links from u to each node w ∈ WK into G, which is formally
defined as follows:

argmax
WK⊂V

f(WK), (2)

where f(WK) = σ({x};G′(WK)) and G′(WK) = (V ∪ {x}, E ∪ {(x,w)|w ∈
WK}). In case of LT model, we assume that each of the original weights to
the target nodes, expressed as qv,w where w ∈ WK and v ∈ B(w), is weak-
ened to (1 − rx,w)qv,w due to the constraints on weights for LT model. Here
we should emphasize that the target selection problem is a natural extension
to the source selection problem because we obtain argmaxWK⊂V σ(WK ;G) =
argmaxWK⊂V f(WK) by setting rx,w = 1 for each w ∈ WK . This is because all
of the nodes selected in the target selection problem are definitely activated.

As mentioned in Section 1, since the function σ is submodular, i.e., σ(W ′ ∪
{v};G)−σ(W ′;G) ≥ σ(W ∪{v};G)−σ(W ;G) ifW ′ ⊆W , we can approximately
solve the source selection problem with a greedy method that recursively finds
out Wk based on Wk−1 by adding node v that maximizes σ(Wk−1 ∪ {v};G) to
Wk−1 starting from W0 = ∅. Fortunately, in the target selection problem, the
function f can be proven to be submodular from the following relation:

f(WK) =
∑

A∈2WK

σ(A;G)
∏
w∈A

rx,w
∏

w∈(WK\A)

(1− rx,w), (3)

where 2WK denotes the power set of WK . Recall that rx,w corresponds to a diffu-
sion probability px,w in case of IC model and a weight qx,w in case of LT model.
Thus we can easily see that Equation (3) deals with each possible activation pat-
tern A for the target set WK with the probability that the pattern A happens.
Here we should note that in case of LT model, each of the original weights to the
target nodes qv,w is weakened to (1− rx,w)qv,w. Namely, under the condition that
the external source node x fails to activate the target node w, the probability that
the node v succeeds to activate the target node w is equivalent to qv,w.

From Equation (3), since f(WK) is a non-negative linear combination of sub-
modular functions σ(·), it is also submodular. Thanks to this property, we can
solve the target selection problem in the same fashion as the source selection
problem with a greedy method. As mentioned earlier, we can efficiently calcu-
late such greedy solutions by using the techniques such as bond percolation [9],
pruning [8] and burnout [19].

4 Experiments

Using large real-world networks, we experimentally evaluated the performance
of the proposed method for solving the target selection problem on network
G = (V,E). We show only the results of LT model due to the page limitations.
We chose to show LT model because this model is better suited to opinion spread
where we came up with the notion of “target selection”.



Target Selection for Maximum Influence 363

4.1 Datasets and Settings

In our experiments, we employed four datasets of real networks, where all the
networks are represented as directed graphs. The first one is the Ameblo network,
which is a reader network of Japanese blog service site “Ameaba” 1 (see [4] for
more details). The Ameblo network has 56, 604 nodes and 734, 737 links. The
second one is the Blog network, which is a trackback network of Japanese blogs
used in [10]. The Blog network has 12, 047 nodes and 53, 315 links. The third one
is the Cosme network, which is a fan-link network of “@cosme”, 2 a Japanese
word-of-mouth communication site for cosmetics (see [17] for more details). The
Cosme network has 45, 024 nodes and 351, 299 links. The last one is the Enron
network, which is derived from the Enron Email Dataset [12] (see [17] for more
details). The Enron network has 19, 603 nodes and 210, 950 links.

We compared the proposed method with three other heuristic methods as
mentioned in Section 1. The first one is to use the solution of the source selection
problem for the original network G = (V,E) and add links to the selected K
nodes from an external source node. Here, we employed the combined methods
of our previous work (bond percolation [9], pruning [8] and burnout [19]). We
refer to this method as the InflMaxSrc method. The second one is to select
nodes in order of decreasing out-degrees, where the out-degree of a node means
the number of outgoing links from the node. This is a method often used in the
field of complex networks science. We refer to this method as the Out-degree
method. The third one, which serves as the crude baseline, is to simply select
nodes uniformly at random. We refer to this method as the Random method.

We evaluated the performance, f(WK) = σ ({x};G′(WK)), where WK is the
selected K nodes by each method. The influence degree σ ({x};G′(WK)) was
estimated by the empirical mean of the number of active nodes obtained from
10, 000 independent runs of information diffusion, with each run based on the
bond percolation [9], pruning [8] and burnout [19]. For the parameters of LT
model, we set qu,v = 1/B(v) (∀u, v ∈ V ).

4.2 Experimental Results

Figures 1a, 1b, 1c and 1d show the results for the Ameblo, Blog, Cosme and
Enron networks, respectively. Here, we plot the value of the objective func-
tion f (influence degree) as a function of the number k of target nodes, where
the circles, crosses, squares and triangles indicate the results for the proposed,
InflMaxSrc, Out-degree and Random methods, respectively. First, we see that
the proposed method significantly outperformed the InflMaxSrc, Out-degree and
Random methods for all four networks. The Random method is by far the worst.
We can say that the proposed method can spread the information twice as much
as the best of the other two methods can do We also note that the performance
of the Out-degree method strongly depends on the characteristics of the network

1 http://www.ameba.jp/
2 http://www.cosme.net/
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(a) Ameblo network
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(b) Blog network
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(c) Cosme network
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(d) Enron network

Fig. 1. Performance comparison for the target selection problem

structure, and in some cases it is better than the InflMaxSrc method. We know
that the InflMaxSrc method always outperforms the Out-degree and Random
methods for the source selection problem (see [10]), but for the target selection
problem it is not always the case that the InflMaxSrc method outperforms the
Out-degree method. This is attributed to the fact that the information source
node x is not necessarily able to activate all of the target nodes W∗. For instance,
the influence degree f of the proposed method is 1.7 to 7.2 times as much as
that of the InflMaxSrc method for k = 30.

This means that the selected nodes must be substantially different from each
other for the four methods. To verify this we measured the solution similarity by
F-measure F(k) = |W ∗

k ∩Wk|/k, where k stands for the number of target nodes
for the target selection problem, and W ∗

k and Wk are the solutions extracted
by the proposed and one of the other three methods, respectively. The largest
F-measure is 0.33 for Amebro network with W ∗

3 of InflMaxSrc. For the other
networks, F-measure is much smaller, e.g., nearly 0 for Cosme network with all
k and all other three methods. We confirmed that the proposed method found
a solution dramatically different from that by the other three methods.

We next show the in- and out-degrees of the selected nodes in Fig. 2 to
investigate why the influence degree achieved by the proposed method is much
better than the influence degree by the other methods, i.e., why the selected
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(a) Average in-degree
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(b) Average out-degree

Fig. 2. Average degrees of target nodes for the Ameblo network

nodes are different. Here we only show the result of the Ameblo network due to
a space limitation, but quite similar results have been obtained from the other
networks. From this figure, it is found that, both the in- and out-degrees of the
nodes selected by the InflMaxSrc and Out-degree methods tend to be high, while
the out-degree of the target nodes selected by the proposed method is not so
high, but their in-degree is always low. The InflMaxSrc and Out-degree methods
select the target nodes independently of their in-degree. This is self-evident for
the Out-degree method by definition. In case of the InflMaxSrc method the
target nodes are always active at the beginning of the information diffusion
process by definition and the in-degree of the target nodes never affects their
influence degree. Thus, it tends to select nodes that have many children as the
target nodes. It is noted that in the LT model, nodes that have fewer parents
have better chance to get activated than those that have many parents. This is
because the weights from the parent nodes are larger in the former case and even
a small number of active parents can activate the child nodes. Thus, the target
node selected by the proposed method are more likely to get activated by the
information source node than those selected by the InflMaxSrc and Out-degree
methods. This is the main reason of the large difference in the selected target
nodes and thus in the resulting influence degree.

5 Conclusion

In this paper we proposed a new type of influence maximization problem, which
we call “target selection problem”. Traditionally influence maximization problem
assumed unconditionally that the selected nodes can be the source nodes, e.g.,
can be activated, thus can be called “source selection problem”, and was the
simplest model for viral marketing, e.g. which 1000 persons to send direct mails
to promote a new product. We thought it more natural and realistic to view this
problem from a slightly different angle. We maximized the influence of a new
user (source node) who is outside of a community by selection a fixed number
of target nodes in the existing community (social network) and adding a link
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to each of the target nodes. Acceptance of the information of the target nodes
from the source node follows a probabilistic information diffusion model as well
as the spread of information from the target nodes to the other nodes in the
network does so. This “target selection problem” is a generalization of “source
selection problem” and carries similar properties, e.g. submodularity and high
computational complexity of estimating influence degree which is the expected
number of activated nodes at the end of information diffusion. We estimated the
influence degree by the bond percolation and selected target nodes by a greedy
algorithm.We solved “target selection problem” in four real world networks, each
with slightly different characteristics. Our findings are 1) The solution of “target
selection problem” is substantially different from the solution of “source selection
problem, 2) Use of the selected nodes of “source selection problem” results in
very poor performance (information spread is only half), 3) there is basically no
or very few overlap of the nodes selected. This implies that care should be taken
in selecting whom to contact first to maximize influence over a social network.
We conjecture that such target nodes can be notable mediators, who play an
important rolefor widely spreading information. Our immediate future work is
to validate this claim using available real information propagation data.
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Abstract. Inferring Online Social Networks (OSN) group members may help to 
evaluate the authenticity of an applicant asking to join a certain group, and se-
cure vulnerable populations online, such as children. We propose machine 
learning based methods, which associate OSN members’ affiliation with virtual 
groups based on personal, topological, and group affiliation features. The study 
applies and evaluates the methods empirically, on two social networks (Ning 
and TheMarker). The experimental results demonstrate that one can accurately 
determine the group genuine members. Our study compares personal, topologi-
cal and group based classification models. The results show that topological and 
group affiliation attributes contribute the most to group inference accuracy. Ad-
ditionally, we examine the relations among the groups and identify group clus-
tering tendencies where some groups are more tightly connected than others. 

Keywords: social networks, group prediction, machine learning.  

1 Introduction 

Online Social Network (OSN), characteristics differ from each other, however the 
majority of these networks contain two main capabilities: connecting two members 
via a friendship connection and a group creation. These mechanisms simulate real life 
scenarios. While a friendship connection signifies or correlates with a tie between two 
individuals (e.g. relatives, friends, acquaintances, etc.), the group formation correlates 
with a community of multiple individuals based on similarity (i.e. residence, 
workplace, interests, etc.). Due to the OSN’s rise and the opportunity to obtain large 
scale datasets, many recent studies have focused on various different aspects of the 
social network, such as: structure, evolution, security aspects, complex network 
common characteristics, and more [1] [2] [3]. 

The problem we contemplate is community membership inference in social net-
works: inferring group membership of a user based on friendship connections (i.e. 
topological structures), personal attributes, and affiliations with other groups. Our 
methodology may be used for the automatic screening of applications to join groups, 
protecting vulnerable internet populations (e.g. children), group recommendations and 
more. We believe our work is the first of its kind to study this group inference  
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problem variation, as defined here, map it to a classification problem, examine four 
classification models, and compare these models. 

Here, we propose new group affiliation inference methods using machine learning 
techniques based on three sets of features: topological, groups, and personal. These 
methods are examined and validated on several real world datasets. Four prediction 
models for the OSN affiliation analysis problem were developed: (a) structur-
al/topological features set based model. (b) group affiliation features set based model, 
(c) personal features set based model, and (d) a model that combines all features in 
the previous models (i.e., topological, group affiliation, and personal features). We 
evaluate our proposed models using sample datasets of two social media websites: 
TheMarker1 (an online social network site in Hebrew) and Ning 2 (an online social 
network for Ning creators). Specifically, our novel contributions are:  

• Proposal of four novel group affiliation predicting methods using machine learning 
techniques based on three types of features: topological, membership in other 
groups, and personal features.  

• Introduction of several new topological measures that encompass information from 
the two graph structures of OSN: the social ties graph, and the group membership 
bipartite graph. 

• We demonstrate that group clusters can be identified easily by calculating the  
information gain among the groups.  

We describe related studies in the next section. Section  3 outlines the problem formal 
definition and our methods. Then, we describe the evaluation in section  4, and  
experiment results in section  5. We conclude and discuss future works in section  6. 

2 Related Work 

Identifying graph communities has been a prevalent topic in recent years. In 2002, 
Girvan and Newman published an innovative algorithm, which detects such commu-
nities by isolating them as separate graph components [1]. Since then, additional 
methods for community detection have been presented. These can be found in Fortu-
nato’s comprehensive survey on community detection [2]. 

While recent studies have focused on community structure in social networks [5] 
[3] [2], these studies concentrated mostly on the communities’ detection on complex 
graphs, and examined their structure and dynamics. Traud et Al. [6][7], applied net-
work analysis tools to study the role of university organizations and affiliations in 
structuring the social networks of students by examining a snapshot of the Facebook 
“friendships”  graph at five American universities. They also compared the relative 
contributions of different personal characteristics to the community structure of  
universities.  

                                                           
1 http://cafe.themarker.com 
2 http://creators.ning.com 
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The classical community detection problem concentrates on detecting communities 
within a social network based on the friendship connections between friends [1] [2]. 
Unlike studies where each member is associated with a unique community, our study 
concentrates on OSN groups where a member may belong to multiple groups or 
communities. Detection of the overlapping communities’ problem has been addressed 
by Friggeri et al. [8], who introduced cohesion metrics based on network to topologi-
cal features and triangles counting. Similarly, we focus on OSNs, where a member 
may join overlapping interest groups. OSNs include a rich set of features and infor-
mation. Members’ information includes social ties, group membership, and personal 
data. The personal and group information does not require extensive computation; 
therefore, our model may use this additional information in order to perform group 
prediction efficiently. 

3 Problem Definition and Methods 

We represent a social network as a graph G = (V,E,H), where V is a set of n nodes 
(OSN members), of the same type,  is a set of edges (the friendship links),  is a 
set of groups that nodes can belong to, and  is a set of node attributes. The graph 
edge ,    represents an undirected link between node  and node . We de-
scribe a group as a hyper-edge    among all the nodes that belong to that group; .  denotes the set of users who are connected through hyper-edge h. A user profile 
has a unique ID with which the user forms links and participates in groups. The goal 
is to predict for a user ∈ , whether ∈ . , while we do not know whether  
is a member of .  but all other group members of .  (i.e. other users who are 
members of the group h) are given. An alternate goal is to predict for a certain group   , which users should be included as members in . . For both cases the same 
method may be used, but the evaluation process is different. 

We chose to use machine learning methods and develop group inference classifi-
ers, which aim to estimate the probability that a specific user is a member in the target 
group. Therefore, we presented our problem as a binary classification problem where 
each user (OSN member), is represented as an instance that is characterized by mul-
tiple attributes (also known as features). The target class is a binary attribute indicat-
ing whether a user is a member of the group or not. For each group, a specific dataset 
is generated. The dataset feature attributes contain a users’ information about their 
personal characteristic (age, gender, etc.), social ties structure (aka topological fea-
tures), and affiliation with other groups. Thus, the features can be divided into three 
categories:  

Personal Characteristics Features (PRS) - The personal information refers to the 
information in users’ profile and usually includes demographic details such as: gend-
er, age, residence, etc.  We included each one of these information categories as a 
feature for our machine learning model. We assume that these personal characteristics 
may indicate users’ groups due to homophily [9]. For example in a fan group of a 
kids’ TV show we would expect that most of the members will be children. Therefore 
an applicant with an older man profile would be suspicious. 
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Group Affiliation Features (GRP) - This set of attributes denotes the user affilia-
tion with all the social network groups, except for the target class group. Every in-
stance includes a Boolean vector, where each dimension corresponds to a unique 
group and includes group membership information. If user  is a member in group ∈  , meaning ∈  . , then the corresponding attribute is TRUE. The motiva-
tion for using other groups' affiliations is derived from the fact that similar users tend 
to register to the same set of groups. For example, many users that are registered to 
the "Data Mining" group are also registered to the "Big Data" group.  

Network Topological Features (TPL) - These features are extracted from the to-
pological structure of the graph. For each group, we extracted a set of topological 
features. These features assist in estimating the chances that a given user is a member 
in the group. For each member ∈V and a group  ∈  we calculated a set of 8 
topological features as displayed below in Table 1. 

Table 1. Topological Features 

Attribute Name Indication 
 Degree, number of immediate friends _ ,  Number of ’s friends  in group  _ ,  _ ,  normalized by total number of friends _ ,  Number of ’s friends connected with at least one other of ’s 

friend in group  _ ,  _ ,  normalized by ’s degree   _ ,  Number of connections ’s friends in group  have among them-
selves _ ,  _ ,  normalized by number of all possible such connec-
tions _ _ 2 ,  Number ’s friends of friends in the group  sub-graph (exactly 2 
hops from ) 

The following definitions are the formal definitions of the topological features: 
The neighbourhood Γ  of  is defined as the set of ‘s friends, namely, vertices 
that are adjacent to . The following is the formal definition of neighbourhood:  Γ | , ∈                                        (1) 

The group-neighbourhood Γ , , of ∈  and ∈ , is the set of ’s friends who 
are also  members of group . The following is the formal definition of group-
neighbourhood: 

 Γ , ∈ & , ∈      (2) 

Based on the group-neighbourhood definition, we define ingroup-common-friends of 
user  to be the set of ’s friends who are members of group ∈  and have at 
least another friend in this set. We denote this set of nodes as ICF:                       ,  | ∈ Γ ,  &  ∈ Γ ,  & , ∈  (3) 
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Based on the group-neighbourhood definition, we define ingroup-common-
connections of user  to be all the pairs of ’s friends who are members of group ∈  and are also friends with each other. We denote this set of nodes as ICC:                           ,   ,  , ∈ Γ ,  &   , ∈  (4) 

Using the above definitions, we can create the following features for vertex : 

Degree: We defined the vertex  degree as the number of vertices user  has a 
friendship connection with.  We formally define it as: 

 |Γ | (5) 

Ingroup-friends (GRP_F): We define the number of ’s friends who are members in 
group ,  as: 

 _ , | Γ , | (6) 

Ingroup-friends-l2 (GRP_F_L2): We define the number of ’s friends of friends 
who are all members in group  (i.e., at two hops distance from  within group  
subgraph)  as: _ _ 2 ,  , ∈ & ∈ , ∈ , &Γ ,  (7) 

Grp-common-friends (GRP_CF): We define the number of ’s friends in group  
who are connected  with at least one other ’s friend in group  as: 

 _ , | , |   (8) 

Grp-friends-connections (GRP_CC): We define the number of connections, which 
’s friends, who belong to  group , have with other ’s friends in group  as: 

 _ , | (v,h)| (9) 

Ingroup-friends-ratio (GRP_FN): We normalize GRP_F by the number of ’s 
friends who are members in group  with with ’s degree and define it as: 

 _ , |Γ , ||Γ |  (10) 

GRP_CFN is the normalized value of GRP_CF, obtained by dividing it by ’s de-
gree.  

GRP_CCN is the normalized value of GRP_CC, by dividing it with the number of all 

possible such connections between ’s friends. i.e.   . 
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4 Evaluation 

We performed an evaluation of the proposed methodology on two OSN datasets 
TheMarker and Ning, and compared the four suggested group prediction models. The 
social networks datasets were collected using a dedicated Web crawling code. The 
properties of the datasets are presented in Table 2.  

Table 2. Properties Of The Datasets 

Property TheMarker Ning 
Number of users 87,905 11,011 
Number of links 1,644,848 76,263 
Number of groups 85 81 
Average degree 37.4 7.4 
Number of groups per user: Average (Range) 2.4(0-84) 0.4(0-53) 
Group size:  Average/ (Range) 2,465/ (92-8,360) 59/(1-698) 
Number of personal features 28 3 

 
Note that group affiliation inference is a highly imbalanced problem. For most of 

the groups there are many more non-members than members among all of the OSN 
users. Formally, there are many more negative links than positive links. Imbalanced 
datasets pose difficulties for induction algorithms as standard machine learning tech-
niques may be “overwhelmed” by the majority class and in result ignore the minority 
class. For overcoming this problem, we followed the under-sampling approach in 
which a balanced training set is generated and used to train a classifier, which is then 
tested on an imbalanced test set. Two non-overlapping subsets of data, train and test, 
were selected from each original group data set. For the train set, half of the total of 
positive and the equal number of negative examples were selected, thus creating a 
balanced set. The rest of the positive and negative examples were used for test set 
(imbalanced). 

We used the area under the ROC curve (AUC) measure, which is not influenced by 
the imbalance distribution of the classes [10], for evaluation of different classification 
models. Additionally, we used the Precision and Recall measures in order to verify the 
ranking performance of our algorithm. We ran the experiments with WEKA [11], a 
popular machine learning software suite, and used the Bagging algorithm due to its 
high performance and relatively low run time [4]. The Bagging algorithm was setup 
with its default configuration parameters and J48 (Weka's implementation of the well-
known C4.5 decision tree algorithm), with the minimal number of instances per leaf 
set to 10 as the base learning method.  

5 Experimental Results 

The AUC results of the Bagging algorithm, on TheMarker and Ning networks, using 
various sets of attributes for the 13 selected groups are presented in Table 3. The 
groups were selected randomly for TheMarker network, and the largest groups were 
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selected for the Ning. The ALL column presents the results achieved using the com-
bination of all three subsets. For each group, the best result among all the evaluated 
four models is marked in bold font. The best result among the three attribute subsets 
(GRP, PRS and TPL) is underlined. 

Table 3. AUC Results on the TheMarker (a) and Ning (b) Datasets. Baseline AUC = 0.5 

Group Attributes subset
Size ALL GRP PRS TPL
339 0.839 0.822 0.694 0.747 
353 0.773 0.759 0.574 0.733 
362 0.859 0.854 0.570 0.778 
563 0.913 0.918 0.622 0.807 
949 0.888 0.871 0.627 0.695 

1366 0.882 0.852 0.735 0.728 
1671 0.875 0.763 0.767 0.736 
1751 0.838 0.800 0.675 0.771 
1930 0.867 0.838 0.710 0.753 
2210 0.823 0.768 0.585 0.727 
2248 0.770 0.696 0.656 0.712 
3788 0.840 0.764 0.725 0.772 
7600 0.840 0.767 0.656 0.689 

 

Group Attributes subset 
Size ALL GRP PRS TPL 
102 0.909 0.813 0.596 0.891 
103 0.854 0.854 0.895 0.818 
122 0.831 0.665 0.611 0.778 
127 0.901 0.550 0.842 0.856 
141 0.879 0.840 0.537 0.797 
150 0.866 0.805 0.475 0.849 
152 0.851 0.775 0.464 0.793 
204 0.934 0.527 0.919 0.899 
239 0.872 0.759 0.585 0.849 
239 0.910 0.804 0.528 0.881 
378 0.883 0.673 0.689 0.873 
582 0.788 0.695 0.502 0.789 
698 0.876 0.568 0.886 0.875 

 

(a) (b) 

It can be seen that the best AUC is achieved by using all attributes for most of the 
groups in both networks. Among the evaluated attribute subsets, the group’s affilia-
tion provides the best prediction results for most of the groups in TheMarker network, 
and topological attributes perform the best for most groups of the Ning network. This 
suggests that the optimal model is OSN related, and depends on the social network 
properties. As shown in Table 2, TheMarker groups are larger, and the number of 
groups per user is higher compared to Ning (2.4 vs. 0.4 accordingly), which may ex-
plain the strength of the GRP attribute set in the case of TheMarker.  

Interestingly, the prediction accuracy achieved using the ALL attribute set versus 
the GRP attribute set is very similar in many cases. This suggests that the GRP model 
(including group’s affiliation attributes only), may be used in certain cases, such as in 
large social networks with many members and various interest groups. In these cases 
it allows for a better computational performance (as these attributes are easy and 
quick to compute), with the lowest (if any), loss in prediction accuracy. It can also be 
noted that in the TheMarker network, personal attributes provide AUC values only 
slightly above the baseline AUC (equal to 0.5). Contrarily, in the Ning network, per-
sonal attributes provide relatively high AUC values, especially in the groups which 
are country or language related. This strengthens our conclusion that the type of most 
predictive attributes depends on the investigated network itself. 

The Precision and Recall results at various K sizes for one of the groups from the 
TheMarker network are presented in Fig. 1(a), and compared to the optimal and  
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baseline values of these measures. The vertical dashed line specifies the K equal to the 
actual number of positive examples in the test set (i.e. number of group members). 
While the absolute Precision and Recall values improvement is desired, they are much 
better than baseline (computed as percentage of group members out of the total 
amount of users in the network). These results suggest that the developed models can 
already be used for reducing the load and cost of group inference related tasks. These 
set of tasks include identifying the most suitable individuals to the group or the most 
suitable groups for an individual. The results on other groups in both networks follow 
a very similar pattern, and are thus discarded from this publication.   

 

 

(a) (b) 

Fig. 1. (a) Precision, Recall for different K's on the "The design works" group, TheMarker 
dataset; (b) TheMarker groups' clusters using information gain evaluation 

Additionally, to obtain an indication of the usefulness of the various individual fea-
tures, we analysed their importance using Weka’s information gain attribute selection 
algorithm. Generally, the results of this analysis correspond with AUC and Preci-
sion/Recall results. We also calculated the information gain between all possible 
group pairs in the TheMarker network and represented this information using a graph 
(see Fig. 1(b)). The groups in this graph are represented by nodes; directed edges ,  represent information gain value for group  when attempting to predict 
membership in target group . For each group we chose the three edges with the 
highest information gain values to be included in the graph. The size of the nodes in 
the graph is proportional to the information gain value the group has for inferring 
other groups. We applied the Louvain method for community detection [12], which 
divided the graph into three communities. The clustered nature on this graph indicates 
that some groups are more tightly connected than others. Further evaluation of this 
clustering in OSN group graphs is on our future task plans. 

6 Conclusions and Future Work 

This study presents the group inference problem in OSN and proposes machine learn-
ing based methods to address it. The classification models are based on personal, 
topological and group affiliation features. Generally, we can see that a relatively high 
predictive accuracy (an AUC of about 0.8 on average, while baseline is 0.5), can be 
achieved using all the attributes along with the simple and quick bagging classifica-
tion algorithm. The model yielding the highest accuracy varies across OSNs, and may 
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depend on OSN properties. The precision and recall measurements also demonstrated 
significantly higher results compared to baseline values. Additionally, our study de-
monstrates that information gain values between different groups can be used for 
analyzing their relations and detecting group clusters. These clusters can then be used 
as a target class instead of individual groups. 

We believe that predictive performance can be further improved using more so-
phisticated classification methods and by devising additional topological features. An 
evaluation of our approach with such methods on additional OSN datasets is one of 
our nearest future tasks. 
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Abstract. Recent international events surrounding contentious politi-
cal environments have uncovered a new utility for social media. Com-
munities now use resources such as Facebook and Twitter to quickly
spread information and project influence amongst potentially geograph-
ically disparate people. In this work, we investigate Twitter activity in
Egypt during the 2011 protests and revolution, and introduce a model
to automatically ascertain key individuals within these networks. The
model takes advantage of a more sparse network on Twitter than the
traditional follower/following network by leveraging direct communica-
tions. Furthermore, we employ a measure of alpha centrality, which in-
corporates both directionality of network connections and a measure of
external importance. The model is applied to topic-based communities
within Twitter rather than previously introduced measures of influence
that focus on the cascading spread of single messages or broad, topic-
invariant measures. Results indicate a model successful at automatically
identifying users that are active and influential within a given commu-
nity, agreeing well with heuristics and comparable to other influence
models but with particular advantages such as tunability and robustness
to incomplete data.

Keywords: social media, influence, social network analysis, contentious
politics.

1 Introduction

The study of a select number of key opinion leaders or “influentials” [1] has
become central to the study of the diffusion of information and influence [2,3].
There are many different communication media from which influential entities
may emerge, e.g. physical person-to-person, mass media, telecommunications,
writings, etc. However, it is difficult to accurately trace and attribute the spread
of information or influence in most such networks [4]. The expanding popularity
of social networking applications have provided a tool for which word-of-mouth-
like communications can be more easily analyzed.
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In particular, the microblogging site Twitter has become a source for observ-
ing the interactions between persons in contentious politics [5]. Twitter is a free
social networking service that allows users to post and read messages of up to
140 characters, displayed on the author’s page and delivered to the author’s
subscribers (followers). Twitter is the eighth most popular website in the world
based on web traffic [6], with 76.8% of that traffic emanating from outside the
United States. Twitter provides a standardized means of information sharing
that results in communications between users in roughly the same form. In ad-
dition, all Twitter users do not exert the same influence, yet it is at least possible
to measure and compare communications in a standard way.

While some claims have disputed the role of social media as the leading cause
of recent events related to social contention [7], at a minimum, social network-
ing tools such as Twitter provide an enabling means for speedy communication
across physical boundaries to interested and potentially amenable parties. In
this work, we investigate a data-based approach to identifying whom these im-
portant users are in a Twitter network centered around contentiuous politics.
Specifically, we look at communications on Twitter centered around the political
unrest in Egypt during 2011 [8].

2 Identifying Key Users

Influence on Twitter can be measured in a variety of ways. For example, one may
wish to identify who is, in general, the most popular. This interpretation can
lead to the straightforward connection between number of subscribers (follow-
ers) or amount of activity (number of messages) and general popularity. While
this measure gives a sense of how many eyes are on a user’s posted message,
it does not take into account whether that information is meaningful regarding
a specific topic, whether any real or pertinent information is being shared, or
whether the user’s messages will actually result in a change or strengthening of
others’ opinions. Furthermore, a person could be overall quite popular and/or
influential with regard to a specific subject matter, but very unqualified to com-
ment on a completely different subject matter. As a result, the weight assigned
by readers to a message outside of the individual’s domain of expertise might be
very low. Recent research has shown that these measures of popularity correlate
only moderately with influence, if at all, especially within a specific domain [9].

An alternative line of research focuses on influence as a means to identify the
relative success of an advertising campaign through the word-of-mouth recom-
mendations of a product. Here, influence is based on the likelihood that an indi-
vidual message or meme is passed from one individual to another [10,11,12,13].
For example, a user on Twitter may post a message with an uniform resource
locator (URL) link to an external source of information. A measure of influence
could therefore be the likelihood that this particular link is read and/or shared
with others connected to that user. This line of research has led to studies and
models focusing on chains of “information cascades” and how they propagate
through a medium such as Twitter. Watts and Dodds [10] assert that the struc-
ture of the network itself may have a larger impact on whether information
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cascades occur than the presence of specific influentials. Agarwal et al. [11] at-
tempt to identify influential bloggers in a community using a recursive model
primarily based on inlinks and outlinks between posts. Bakshy et al. [12] look
at followers, followed by, tweets, account creation date, and historical influence
to measure influence. They find that high influencers can be identified, but only
on average, for a marketing application involving link sharing.

This link-tracking approach tends to result in metrics that describe the spread
of individual pieces of information, which can be aggregrately correlated to the
originator of this message. The described problem of domain-specific expertise
can be addressed with this more focused measure of influence. On the other hand,
the most influential users in a domain may not necessarily be the originator of
the message; further, a meme such as a URL link can actually have multiple
originating points. In addition, an influential individual may not even exert their
influence through messages with external links to other sources of information.
While we have observed messages of this URL-sharing type, we wish to identify a
measure of influence that incorporates the above ideas but represents a broader
definition of influence. For this work, we wish to measure influence based on
both the availability of information from a user (e.g. how many eyes are on a
message) and the perceived relevance of a message in terms of both the topic
area and the effect on the population reading them.

2.1 The Alpha Centrality

As with previous works [10,11,12,13], we apply a social network approach to model
this description of influence. We adopt the use of the alpha centrality [14], which is
related to the eigenvector centrality [15], but can incorporate directionality and an
externalmeasure of importance outside of the network structure. Like the eigenvec-
tor centrality, the alpha centrality is a measure of a certain aspect of status based
on those with whom a user is in contact. Thus, an individual that is connected to
other central individuals is also central. Defining a graph G := (V,E), with n the
number of vertices, the alpha centralities, x, are expressed as:

x = αA�x+ e, (1)

where A = (ai,j) is the adjacency matrix of G and x is a vector of centrality
scores for each vertex i. e is a vector of exogenous status or importance that
does not depend on their connection to others. α < 1

λ1
, where λ1 is the first

eigenvalue of the eigenvector centrality, is a parameter that reflects the trade-off
between the importance of that prior importance e and the endogenous impor-
tance determined by network connections. Eq. (1) has a matrix solution:

x = (I − αA�)−1e. (2)

Along with the aforementioned advantage of solving the eigenvector centrality
problem for directed networks, the alpha centrality has other benefits as well. For
one, the alpha centrality provides the opportunity to incorporate factors exoge-
nous to the network using e, whose relative importance can be tuned based on
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qualitative factors for a given network and process being modeled. Secondly, un-
like the eigenvector centrality or PageRank [16], the alpha centrality is a steady
state solution of linear non-conservative diffusion, making it a non-conservative
metric for representing the process of information sharing or influence over time
[13]. Network diffusion can be generally modeled as a dynamic stochastic process
that distributes some quantity (weight) across a graph, analogous to a random
walk with birth; at each point in time, a random walker can give birth to new
random walkers. In other words, non-conservative diffusion are processes where
the quantity across the network does not remain constant. Formally, given a
diffusion function F : Gt → Gt+1, where t is some instance in time, a non-
conservative diffusion process will result in ||xt+1|| 	= ||xt||. Here, xi,t is the
weight of vertex i at time t. This process can be represented using a diffusion
matrix A and scaling factor α, by

xt+1 = αxtA. (3)

As t→∞, the steady-state solution becomes

xt→∞ = x0

t→∞∑
k=0

(αA)k = x0(I − αA)−1, (4)

for α < 1
λ1
. Notice that this equation is identical to Eq. (2) for x0 = e.

2.2 What Network?

A key consideration for the measure of importance described in Eq. 2 is the
network, represented by the adjacency matrix A. A straightforward solution for
defining the network is to build a digraph based on Twitter followers. However,
recent research [9,12,17] has shown this network representation is largely uncor-
related to actual Twitter influence. People often subscribe to a large number
of other users but only directly interact with an extremely reduced subset of
these users. Diffusion of influence is believed to be much more correlated to
these direct interactions within this more sparse underlying network, congruous
with the word-of-mouth focused influentials theory mentioned previously [1].
Within Twitter, many of these direct messages (DMs) are predominately identi-
fied through the presence of retweets (e.g. “RT @username” or some derivative
substring). In fact, Starbird and Palen [18] assert that retweets actually repre-
sent a social information filtering mechanism, in which only messages deemed
important get passed on to a user’s respective followers. Boyd et al. [19] similarly
suggest that retweet mechanisms are associated with direct conversations or to
validate someone’s thoughts. Consequently, a form of user influence can be based
on a user’s decision to retweet a user that posted a message they deem worthy
of passing on. The total number of retweets has actually been employed as a
measure of influence in itself [9]. However, unlike the information cascade-based
score [12], this mechanism does not allow us to examine how far a message prop-
agates through a network from its origination. For our measure of influence, we



Identifying Influential Twitter Users in the 2011 Egyptian Revolution 381

wish to take advantage of the network described by the retweet mechanism while
also accounting for the spread of information beyond this first link. Therefore,
we construct the retweet network by drawing links from the user making the
retweet to the user that was retweeted, where the link is in the direction of in-
fluence (and exactly opposite to the direction of information passing). We then
use this newtork as the adjacency matrix A in Eq. (2). Retweets were identified
using common Twitter syntax similar to Starbird and Palen [5].

2.3 Measuring External Influence

Most previous analyses incorporating the alpha centrality focuses solely on the
effects of network structure by defining e as a vector of ones [13,14]. Alternatively,
we would like a way to reflect the amount (quantity) of information a user shares
as a part of our definition of influence, e.g. a reflection of the number of “eyes”
on a message. Thus, an active user that has sent messages to a large number
of subscribers starts out with a larger exogenous importance than a non-active
user with a low number of followers. Then, the underlying network structure
will exhibit how the diffusion of these messages propagates across the network
as messages are chosen to be shared (or not shared) and passed on (or not
passed on). In order to avoid biasing the network based on extreme outliers, and
to bound the values of e, we define ei based on cumulative distribution functions
(CDFs) of the pertinent network properties:

ei = Pi(m,α(m))·Pi(f, α(f)), (5)

where, Pi(· , α(· )) is the percentile the user falls under for the distribution of
messages (m) and followers (f) compared to other users on the network, and
0 ≤ e ≤ 1. We will evaluate this measure of exogenous importance by comparing
the use of Eq. (5) with a vector of ones.

3 Results

We collected Twitter data from December 10, 2010 to October 11, 2011 using a
hashtag-based search on the four most common tags from the Egyptian revolu-
tion (#Egypt, #Jan25, #mubarak, and #tahrir). A hashtag-based search does
not obtain every message that has been posted regarding the Egyptian revolu-
tion. Nevertheless, hashtags are employed in Twitter to broadcast to a specific
community of interest. While our approach does not assure that messages about
a specific topic are unmissed, it inherently bounds the network to a reasonable
size, with few false inclusions. We further filter the data to include only those
individuals stating they are located within Egypt. We will inherently miss indi-
viduals for whom their location is indeterminate, but we wish to capture those
individuals representing “on the ground” [5], actively involved participants and
witnesses to the events surrounding revolution.

Table 1 displays the top 10 users using our model from Eq. (2) for the four most
common hashtags related to the Egyptian revolution. Not surprisingly, there are
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Table 1. Top users by influence (x), for hashtags related to the Egyptian revolution

Rank #Egypt #Jan25 #tahrir #mubarak
1 dostornews dostornews lilianwagdy shorouk news
2 earhim ghonim gsquare86 monaeltahawy
3 ghonim sandmonkey carloslatuff adamakary
4 almasryalyoum a alaa shorouk news lilianwagdy
5 ontveg 3arabawy leilzahra raafatology
6 3arabawy almasryalyoum a salmasaid almasryalyoum a
7 egyfeeds monasosh 3arabawy egyptocracy
8 alaa dima khatib pakinamamer carloslatuff
9 carloslatuff wael monasosh almasryalyoum e
10 zeinobia egyptocracy sandmonkey daliaziada

Total 28,730 20,422 16,901 7,600

several common users across multiple hashtags, as these are all interrelated top-
ics. However, there are also users that appear prominently in one hashtag but
have a much lower influence in another. For example, @monaeltahawy has the
second highest influence score under the hashtag #mubarak but ranked 32nd,
20th, and 166th in #Egypt, #Jan25, and #tahrir, respectively. She had a rela-
tively large number of tweets that specifically addressed the regime and President
Mubarak. Alternatively, @lilianwagdy ranked much higher for #tahrir, as most
of her messages focused on events unfolding on the ground, at the location of
the protests. Many of the top influencers are news sources rather than individual
people (e.g. @dostornews, @earhim, @shorouk news, @almasryalyoum a).

Validation of this type of model is difficult, as there is no actual quanti-
tative “ground truth.” Thus we are limited to comparisons of influence using
other approaches. Here we compare our results to (1) a heuristic study and (2)
other measures of influence introduced in previous work. Table 2 shows a set
of heuristically selected users and their relative rankings based on our model.
The heuristic study involved qualitiative research of Twitter and other activities
surrounding the revolution [8], conducted prior to achieving the results from
our model and specifically singling out individuals rather than aggregate media
sources. Expected influential users rank very high in our influence model, as
desired. Of particular note is @ghonim, who, despite having a very low e, still
ranks in the > 98th percentile of all users. This user was actually captured and
detained for a large portion of the early Egyptian protests, but was considered
by other Egyptian Twitter revolutionaries very influential both before, during,
and after detainment. Therefore, his connectivity in the network led to a rel-
atively high importance despite not even having the chance to post messages
for a significant time, and posting zero messages using our four hashtags. Those
messages that he did post (before and after detainment) were mentioned and
retweeted frequently by a large number of other users. One could obviously per-
ceive how an adjustment of e or α could raise or lower this type of influencer
in the model. The last column of Table 3 shows how these scores change when
e is set to a constant value of one for all users. While in this case, @ghonim
and others with low e scores do not move up drastically, other users with high e
scores noticeably move down in rankings. @ghonim and @alaa do not move up in
rankings primarily because they are already second and fourth, respectively, and
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Table 2. Influence (x) rankings and ranking percentiles for a selection of heuristically-
determined important users, for four hashtags related to the Egyptian revolution

#Egypt #Jan25 #tahrir #mubarak
Name Rank Percentile Rank Percentile Rank Percentile Rank Percentile
@3arabawy 18 99.94% 5 99.98% 7 99.96% 38 99.50%
@gsquare86 25 99.91% 15 99.93% 2 99.99% 20 99.74%
@ghonim 4 99.99% 2 99.99% 141 99.17% 126 98.34%
@sandmonkey 54 99.81% 3 99.99% 10 99.94% 15 99.80%
@alaa 21 99.93% 4 99.98% 24 99.86% 764 89.95%
@waelabbas 79 99.73% 56 99.73% 107 99.37% 52 99.32%
@monasosh 1535 94.66% 7 99.97% 9 99.95% 1470 80.66%
@wael 151 99.47% 9 99.96% 235 98.61% 61 99.20%
@pakinamamer 23 99.92% 11 99.95% 8 99.95% 18 99.76%
@lilianwagdy 20 99.93% 39 99.81% 1 99.99% 4 99.95%

the number one ranked Twitter account (@dostornews) has a significant margin
ahead of the others.

Table 3 also displays this same selection of users for several influence mea-
sures, including number of tweets, followers, following, and exogenous impor-
tance (e). We further include the url-link-cascade based influence measure de-
scribed previously [12] and the general retweet network outdegree. Note that not
only @ghonim, but also @alaa and @monasosh did not have a recorded message
using the four hashtags collected on, so do not have scores for any influence
measures that require this characteristic. @alaa and @monasosh wrote almost
exclusively in Arabic, rarely using English hashtags and did not have a single
message in our dataset. Yet, because other users passed on their messages and
appended these hashtags, they became incorporated into the network model and
can actually achieve quite high influence measures. This result shows how we can
effectively expand the dataset to include relevant users and message-passing ex-
changes that were not a part of the original dataset simply through the inference
created by the retweet mechanism that leads to a link formed in the network.
Thus, a particular advantage of using a retweet-based network model is that
missing and incomplete data can still be incorporated indirectly, and lead to
users with very high influence measures if they are still central to the network.

Table 3. Comparison between influence (x) rankings and several other measures of
influence, for a selection of heuristically-determined important users and the #Jan25
hashtag

Name Followers Tweets Cascade Score e Retweet Outdegree x x(e = 1))
@3arabawy 28 21 3 4 6 5 7
@gsquare86 45 100 17 16 21 15 18
@ghonim NA NA NA NA 2 2 2
@sandmonkey 24 23 5 3 4 3 3
@alaa NA NA NA NA 5 4 5
@waelabbas 23 487 1556 68 73 56 73
@monasosh NA NA NA NA 7 7 6
@wael 43 112 29 18 13 9 11
@lilianwagdy 51 111 59 22 34 39 41
@pakinamamer 91 59 26 15 14 11 15
R vs. x 0.467 0.395 0.418 0.879 0.624 1.00 0.660
R vs. x(e = 1) 0.535 0.606 0.802 0.229 0.993 0.660 1.00



384 L.A. Overbey, C. Paribello, and T. Jackson

The last two rows of Table 3 reveal the Pearson correlations between our
measure of influence (with and without constant e) and the other measures of
influence over the complete dataset. We find a moderate correlation between
our measure and followers or tweets, analogous to previous findings [12]. We
find a strong correlation to either the information cascade-based measure of
influence or our exogenous importance score depending on whether that e was
used as a part of the alpha centrality. This result is expected, as both the cascade
score and the alpha centrality are based on network properties associated with
filtered recommendation mechanisms employed by Twitter users, and will be
more correlated if less weight is given to pre-existing measures of exogenous
importance in our measure. An advantage of our measure of influence over these
alternatives that it is tunable by varying α or by making e variable or constant
in Eq. (2). Using the retweet outdegree achieves scores even more closely aligned
to our measure with a constant e, as the alpha centrality with a low path length
is related to retweet network outdegree. Therefore, using the retweet outdegree
by itself is not unreasonable, but again does not allow for tunability based on
how much we wish to account for this exogenous importance.

For these results, we used an α very close to its maximum (α < 1
λ1
). Setting α

instead close to zero enables us to probe only the local structure of the network.
As α increases, longer paths become important, and the measure becomes more
global, with a path length of diffusion equal to 1

1−αλ1
[13]. Hence, using a low

α will result in a measure of influence much closer to each user’s exogenous
importance e, and the variability of x with α ranges from a number somewhat
close to e and the x shown.

4 Discussion

In this work, we introduce a model for automatically identifying opinion lead-
ers, e.g. key users with a higher likelihood of influencing others, for contentious
politics in internet social media. Specifically, we have examined Twitter activity
related to the revolution that occured beginning in early 2011 in Egypt. These
protests represented one of the first documented cases where internet social me-
dia was intrinsically involved and facilitated knowledge sharing, planning, and
situational awareness for communities of interest in contentious political actions.

The model allows for an exogenous influence based on the initial spread of
a user’s content to other users (e.g. the number of eyes on the content) and a
network-based measure using the alpha centrality that incorporates direction-
ality and can be viewed in terms of a non-conservative diffusion process. The
measure takes advantage of the underlying, direct communication network to
model the diffusion of ideas or information that are actually adopted or, at the
least, filtered based on relevance of content. Our measure agrees strongly with
heuristic expectations and compares well with other influence measures. Advan-
tages of this measure are its tunability based on the application of interest and
its ability to infer influence despite missing or incomplete data. The measure is
also a broad, but topic-specific measure of influence. Straightforward influence
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measures like Twitter followers are constant across any topic area and therefore
cannot identify influence for a particular domain or for a specific community of
interest. On the other hand, this measure is community wide, and so provides
a broader scope than measures that are limited to those users posting messages
with external URL links [12].
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of External Influence on Socio-Cultural
Opinion Evolution
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Abstract. This paper extends the framework for merging sociologically
inspired rational cognitive models of decision making with social me-
dia inspired feedback mechanisms. This model, with certain simplifying
assumptions, is used to analyze the effects of external influence on the
dynamics of opinion evolution in a fully connected society. The master
equation is shown to have the form of the Fokker-Planck equation, and
the necessary and sufficient conditions for a polynomial solution are in-
vestigated. It is proved that the parameters of the model guarantees the
existence of a polynomial solution.

Keywords: Socio Cultural Decision Modeling, Effective Influence,
Behavioral Dynamics.

1 Introduction

Recent events have amply demonstrated that cyber warfare is an extremely pow-
erful weapon that, in the wrong hands, can potentially cause rapid destabilization
and meltdown in an apparently stable society. On the other hand, proper tools
can help us understand, predict and influence the dynamics of opinion forma-
tion to steer a population towards stability during political turmoil and protect
critical markets and infrastructure.

These objectives can only be achieved with deep and concurrent understand-
ing of both complex microscopic human logic mechanisms, as well as the under-
lying network of social interactions. To date, cognitive architectures have largely
been applied to individual behavior. The concept of unified theories of cogni-
tion [1] implemented computationally as cognitive architectures [2] have pro-
duced an impressive collection of scientific contributions. In contrast, network
science focuses on the interaction between individuals and the social phenomena
that emerge from these interactions, while making oversimplifying assumptions
about individual cognition. These models are based on a macroscopic approach
utilizing a master equation or Boltzmann-like equations for global variables [3].
Graph-theoretic studies of opinion dynamics have been pioneered by Bikhchan-
dani S. et. al. [5], where the concept of information cascades, based on obser-
vational learning theory was formally introduced. Watts D.J. [6] has studied
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the origin of rare cascades in terms of a sparse, random network of interacting
agents using generating functions. The more recent Sznajd model [7], based on
the “united we stand” principle is capable of providing insight into the dynam-
ics of opinion formation and is of particular relevance to this paper. Analytical
results for the Sznajd model has been given by Slanina [8].

In an earlier work [9] we have put forward a Socio-Cultural Opinion Evolution
(SCOPE) modeling paradigm that utilizes a new language-measure based reward
maximization framework for stochastic simulation of a person’s decision making
process and studies them in the context of social influences and global (political)
human induced perturbations. This paper provides some analytical results for a
simplified version of the model described in [9]. It is shown that under certain
assumptions the language theoretic model converges to the Sznajd model. In
addition, the effect of including external influencing agents has been addressed
and analytical solutions have been provided.

For completeness, the main features of the language theoretic model is very suc-
cinctly described in the next section. Section 3 enumerates the assumptions needed
for the analysis and sets up themodel equations to account for external influencing
agents. The results are derived in Section 4 and the paper is concluded in Section 5.

2 Discrete Choice Modeling (DCM)

The assumptions inherent to the SCOPE model are as follows:

– Each decision scenario can be expressed as a finite set of discrete choices
Q ≡ {q1, q2, ..., qn}, where n is finite,

– There exists an identifiable equivalent normative (rational) perspective,
– The mechanism of decision making, while abiding by the rules of the common

sociologically defined normative perspective, is still probabilistic, varying
from person to person as well as from one time to another,

– Individuals can make extempore probabilistic decisions (internal events) or
decisions influenced by induced perturbations.

The assumption of normative perspective allows rational behavior, to be encoded
as a Probabilistic Finite State Automaton (PFSA). The PFSA is conceived as
an abstract mathematical construct that consists of a finite number of states
(or discrete choices, in the case of cognitive modeling). The individual cognitive
mechanism modeled by the PFSA, can probabilistically move from one state to
another when initiated by a triggering event or condition, called a transition. The
probabilistic automaton generalizes the concept of a Markov chain. As before,
let the discrete choice behavior be modeled as a PFSA:

Gi ≡ (Q,Σ, δ, qi, Qm) (1)

where Q = {q1, q2, ..., qn} is the finite set of choices and the initial state qi ∈ Q.
Σ = {σ1, σ2, ...σm} is the (finite) alphabet of events; the Kleene closure of Σ is
denoted as Σ∗; the (possibly partial) function δ : Q×Σ ×Q→ [0, 1] represents
probabilities of state transitions, δ∗ : Q × Σ∗ × Q → [0, 1] is an extension of δ;
and Qm ⊆ Q is the set of marked (i.e., accepted) states.
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Definition 1. The reward from each state χ : Q → [−1, 1] is defined as a
characteristic function that assigns a real weight to each state qi, such that

χ(qj) ∈
⎧⎨
⎩

[−1, 0) if qj ∈ Q−
m,

{0} if qj /∈ Qm,
(0, 1] if qj ∈ Q+

m.
where Qm = Q+

m ∪Q−
m (2)

Q+
M and Q−

m are considered ‘good’ and ‘bad’ marked states respectively. It may
be noted that such notions of good and bad are transient and changes with the
cultural climate.

Definition 2. The event transition cost, conditioned on a PFSA state at which
the event is generated, is defined as π̃ : Σ∗×Q→ [0, 1] such that ∀qj ∈ Q, ∀σk ∈
Σ, ∀s ∈ Σ∗,

(1) π̃[σk, qj ] ≡ π̃jk ∈ [0, 1);
(2) π̃[σ, qj ] = 0 if δ(qj , σ, qk) = 0 ∀k; π̃[ε, qj] = 1;
(3) π̃[σks, qj ] = π̃[σk, qj ] π̃[s, δ(qj , σk)].

The event cost matrix, (Π̃-matrix), is defined as: Π̃=

⎡
⎢⎢⎢⎣
π̃11 π̃12 . . . π̃1m

π̃21 π̃22 . . . π̃2n

...
...

. . .
...

π̃n1 π̃n2 . . . π̃nm

⎤
⎥⎥⎥⎦

The characteristic vector χ̄ is chosen based on the individual state’s impact. For
example, if the states represent various job choices, the remuneration from these
jobs, normalized between [−1, 1] can serve as the characteristic vector. The event
cost is an intrinsic property of the nominal perspective.

Definition 3. The state transition function of the PFSA is defined as a function
π : Q× Q→ [0, 1) such that ∀qj , and qk ∈ Q,

(1) π(qj , qk) =
∑

σ∈Σ: δ(qj ,σ,qk) �=0

π̃(σ, qj) ≡ πjk

(2) and πjk = 0 if {σ ∈ Σ : δ(qj , σ) = qk} = ∅.
The state transition matrix, (Π-matrix), is defined as: Π=

⎡
⎢⎢⎢⎣
π11 π12 . . . π1n

π21 π22 . . . π2n

...
...

. . .
...

πn1 πn2 . . . πnn

⎤
⎥⎥⎥⎦

Definition 4. A real measure μ(qi) over the discrete state space may be recur-
sively defined as [10]

μ(qi) =
∑
j

πijμ(qj) + χ(qi) (3)

The reader is referred to [10] for the complete derivation of Eqn. 3, but concep-
tually, the measure of state qi can be perceived as the weighted expected value
of χ over all time-steps in the future for the Markov process that begins in state
qi. The measure in vector form yields

μ̄ = (I−Π)−1 χ̄ (4)

This expression is a simplified version of the measure derived in [9] without using
any discount for more immediate transitions. Higher measure for a state implies
that the expected reward from that state is higher; consequently the incentive
to transition to that state is proportionately higher.
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3 Simplifications for a 2 State System with External
Influence Groups

The previous section provides a stochastic framework for modeling cognitive
processes and strategic decision making for maximizing future rewards. Let us
now make a few more constrictive assumptions in order to derive some interesting
dynamical characteristics of this system.

1. Only 2 states, i.e. |Q| = 2. Let Q = {q1, q2} as shown in Fig. 1,
2. The complex social network is approximated by a fully-connected network

(the complete graph) of N nodes. Here, any two nodes are neighbors.

 

 

q1 q2 
  

Fig. 1. PFSA modeling a 2 state decision process

For the 2 state system, conventionally represented by {+,−} or {↑, ↓} to corre-

spond to Ising spins, the transition matrix is simply Π =

[
π11 π12

π21 π22

]
, and Eqn. 3

becomes,
μ(q1) = π11μ(q1) + π12μ(q2) + χ1

μ(q2) = π21μ(q1) + π22μ(q2) + χ2

(5)

We can use μ(qi) as probability mass function (Pi = μ(qi)) defined over the
discrete decision states only if P1 + P2 = 1. Using Eqn. 5, and P1 + P2 = 1, it
can be easily shown that

P1 = 0.5 +
χ1

2π12

P2 = 0.5 +
χ2

2π21

(6)

Compact support conditions for the probability measure also dictates that

χ1

π12
+

χ2

π21
= 0

−π12 ≤ χ1 ≤ π12

−π21 ≤ χ2 ≤ π21

(7)

The reward function χ gets propagated through a network and evolves con-
stantly due to social feedback, media propaganda, external perturbations etc. In
one specific scenario, let us adopt the following rule for an individual’s reward
estimate update mechanism:
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– Pick a node (j) at random

– Pick a neighbor of node k at random

– If at that instant

• k is in state q1, node j sets χ1 = 0.5, χ2 = −0.5 and π12 = π21 = 0.5.
⇒ P j(q1) = 1 and P j(q2) = 0.

• k is in state q2, node j sets χ1 = −0.5, χ2 = 0.5 and π12 = π21 = 0.5.
⇒ P j(q1) = 0 and P j(q2) = 1.

That means with this reward update mechanism, the probability of node j mov-
ing to a particular state is the same as the probability of his randomly chosen
neighbor being in that state. This is the exact same framework suggested by
Ochrombel’s simplification [11] to the Sznajd [7] model.

Let us now consider the scenario depicted in Fig. 2. At a certain instant,
there are N1 nodes in state q1, N2 nodes in state q2. N = N1 + N2 nodes
make up the vertices of a complete graph. In addition, there are I = I1 + I2
external agents with respective pre-conceived allegiance to states q1 and q2. In
an election scenario, N can be thought of as undecided voters, while members
of the influence groups have already made up their minds one way or the other.

N1 
N2 

I1 

I2 

Fig. 2. Population composition and external influence groups

Let us define the control variable u = I1−I2
I and the magnetization parameter

m = N1−N2

N . We can then proceed to compose the master equation as

Ṗm = rm+ 2
N
Pm+ 2

N
+ gm− 2

N
Pm− 2

N
− (rm + gm)Pm (8)

where, rm+ 2
N

= P (m+
2

N
→ m) =

(
N1 + 1

N

)(
N2 − 1 + I2
N + I − 1

)

gm− 2
N

= P (m− 2

N
→ m) =

(
N2 + 1

N

)(
N2 − 1 + I1
N + I − 1

)

rm = P (m→ m− 2

N
) =

(
N1

N

)(
N2 + I2

N + I − 1

)

gm = P (m→ m− 2

N
) =

(
N2

N

)(
N2 + I1

N + I − 1

)
(9)
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Using Eqn. 9 in Eqn. 8, we get,

Ṗm =

(
N1 + 1

N

)(
N2 − 1 + I2
N + I − 1

)
Pm+ 2

N

+

(
N2 + 1

N

)(
N2 − 1 + I1
N + I − 1

)
Pm− 2

N

−
[(

N1

N

)(
N2 + I2

N + I − 1

)
+

(
N2

N

)(
N2 + I1

N + I − 1

)]
Pm

(10)

After some simple manipulation, the terms can be separated to yield,

Ṗm =
1

N(N + I − 1)

[
(1−m2)

∂2Pm

∂m2
− 4m

∂Pm

∂m
− 2Pm

]
+

1

N(N + I − 1)

[
2

N

∂Pm

∂m
(N1I2 −N2I1) + I2Pm+ 2

N
+ I1Pm− 2

N

] (11)

In the limit N → ∞, assuming that I � N , I2Pm+2/N + I1Pm−2/N ≈ IPm.
Also with proper scaling of time as τ = t/N2 and noting that N1I2 − N2I1 =
NI
2 (m− i), the master equation can be cast in its final form as,

∂Pm

∂τ
=

1

2

∂2

∂m2
[B(m)Pm]− ∂

∂m
[A(m)Pm] (12)

where, B(m) = 2
(
1−m2

)
(13)

A(m) = I (u−m) (14)

4 Conditions for Solution of the Master Equation

At this stage it is obvious that Eqn. 12 describing the time evolution of the prob-
ability density function of the magnetization parameter m is the Fokker-Planck
equation and can be treated with generic methods developed for such stochastic
differential equations. Wong [12] has reported certain general conditions under
which the problem reduces to an eigenvalue problem of the Sturm-Liouville type
and gives rise to polynomial solutions. If it is assumed that an equilibrium den-
sity function exists, and

lim
τ→∞

∂Pm

∂τ
= 0 (15)

then it is simple to show that the equilibrium density pe(m) satisfies

d

dm

(
(1 −m2)pe(m)

)− I(u−m)pe(m) = 0 (16)

if the constants of integration are assumed to be 0. Substituting Pm(τ) =
f(τ)pe(m)ϕ(m), in Eqn. 12 and using separation of variables, we get

df(τ)

dt
= −λf(t) (17)

d2

dm2

(
(1−m2)pe(m)ϕ(m)

) − d

dm
(I(u−m)pe(m)ϕ(m))

= −λpe(m)ϕ(m) (18)
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Assuming discrete eigenvalues, Eqn. 17 can be easily solved to yield,

fn(τ) = kne
−λnτ (19)

while using Eqn. 16 in Eqn. 18 gives the Sturm-Liouville form,

d

dm

(
(1−m2)pe(m)

dϕ(m)

dm

)
+ λpe(m)ϕ(m) = 0 (20)

Necessary and sufficient conditions for Eqn. 20 to yield a complete orthonormal
set of polynomials as eigenfunctions have been studied by Wong et. al. [12]. They
can be summarized as follows:

B(m1)pe(m1) = B(m2)pe(m2) = 0, where m1 ≤ m ≤ m2 (21)

A(m) = am+ b (22)

B(m) = cm2 + dm+ e (23)

and

∫ m2

m1

mnpe(m)dm <∞, n = 0, 1, ..., n <∞ (24)

From Eqn. 13,14 and noting that −1 ≤ m ≤ 1, it is easy to see that the necessary
and sufficient conditions are satisfied. The above conditions restrict the density
function pe(m) to be of the form [12],

pe(m) =
1

2α+β+1

Γ (α+ β + 2)

Γ (α+ 1)Γ (β + 1)
(1−m)α(1 +m)β , α, β > −1 (25)

while the polynomial eigenfunctions ϕn(m) orthonormalized with respect to the
equilibrium density function pe(m) are the Jacobi polynomials,

ϕn(m) =
(−1)n
2n

×
√

(2n+ α+ β + 1)Γ (n+ α+ β + 1)Γ (α+ 1)Γ (β + 1)

Γ (α+ β + 2)Γ (n+ α+ 1)Γ (n+ β + 1)n!

× (1−m)−α(1 +m)−β dn

dmn

[
(1−m)n+α(1 +m)n+β

]
(26)

For pe(m) defined as in Eqn. 25, the functions

A(m) = γ(β − α) − γ(α+ β + 2)m = Iu− Im from Eqn.14

B(m) = 2γ(1−m2) = 2(1−m2) from Eqn.13

and λn = γn(n+ α+ β + 1)

(27)

Solving 27 yields γ = 1, λn = n(n + I − 1), α = I2 − 1 and β = I1 − 1. This
restricts I1, I2 ≥ 1.

The joint probability density function p(m0,m; τ) have the form,

p(m0,m; τ) = pe(m0)pe(m)
∞∑
n=0

e−λnτϕn(m0)ϕn(m) (28)

where pe, ϕn andλn are givenby respectivelyEqns. 25, 26 and 27, andm0 = m(τ0).
This completely specifies the progression of the joint probability density function.
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5 Conclusion and Future Work

The main contributions of this paper are twofold.
This paper provides the groundwork for merging sociologically inspired ratio-

nal cognitive models of decision making with the diffusion and feedback mech-
anism of opinions in a fully connected society. Under certain assumptions, the
cognitive model can replicate the Sznajd model, but in its full generality, this
model is more realistic and flexible since it is inspired by strategic thinking and
policy optimization procedures.

Secondly, using this model, this paper provides a thorough analysis of the opin-
ion dynamics in a society which is influenced by external agents. Future studies
along the same lines would be to adopt the solution for more complex decision
space (|Q| > 2), more complex diffusion characteristics of the reward function χ
and control algorithms to drive the probability distribution P (m0,m; τ) to a de-
sired equilibrium distribution pde(m), using the control input u. These problems
are currently under investigation.
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Abstract. Twitter has become a key social media for sharing informa-
tion, not only for casual conversations but also for business and tech-
nologies. As the Twitter community continues to grow, an intriguing
question is to determine how to obtain most valuable information the
earliest by following fewest Tweeters or Tweets. This multi-criteria opti-
mization problem exhibits similar features as in the information cascade
problem for blogs. This work revises an information cascade outbreak de-
tection algorithm to find critical Twitter accounts that disseminate the
most cyber vulnerabilities the earliest. Three award functions are defined
to evaluate every account’s contribution per topic from three aspects:
timeliness, originality and influence. Critical users are selected according
to their total contribution on a specific security category. Experiments
were conducted using Tweets containing CVE information over a five-
week period, to compare the proposed algorithm with account selections
based on the number of followers and based on the PageRank algorithm.
The results show that with the same number of users and tweets, our
algorithm outperforms in both information coverage and timeliness.

1 Introduction

The volume of tweets has been continuously increasing significantly, from 340
million a day in March 2012 as released by Twitter to 400 million this June
[1]. Comparing to other social media or blogs, Twitter aims at providing timely
information in a concise format. Besides sharing people’s daily life or personal
opinions, Twitter can also play an role in broadcasting emergency information
to public when facing nature disasters. Sakaki et al. [2] first use Twitter as social
sensors to detect earthquakes in Japan. Every person who has a connection to
Internet can be a potential sensor which collects information and publishes on
Twitter. Similar uses can be applied to cyber security when new vulnerabilities or
exploits are discovered. Unfortunately, as the volume of tweets and the number of
Twitter accounts arise, research has shown that only a small portion of tweets are
worth reading [3]. The overwhelming number of retweets, duplicated data, and
trivial information makes this powerful social media less useful than it should be.
This paper addresses the question on how to obtain most valuable information
from least accounts and least tweets in the most timely fashion for the cyber
vulnerability related information in Twitter.

A.M. Greenberg, W.G. Kennedy, and N.D. Bos (Eds.): SBP 2013, LNCS 7812, pp. 394–402, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Research in social network has been addressing similar questions, including
the classical HITS [4] algorithm that defines links between web pages in hubs
and authorities. PageRank [5] evaluates the rank of web pages according to the
probability a user surfs a page. These analysis rank web pages according to the
authority or the origin of the information. Another set of research investigates the
influence models in social network, such as [6]. Both ranks and influence models
help find network centers, which allows to reach most nodes in a network.

Twitter has some distinctive characteristics, making direct applications of
these algorithms not effective. First, the Twitter follower-network gives the struc-
ture of popularity but not necessarily the effectiveness and timeliness of infor-
mation dissemination. Experts and celebrities may not the first ones posting the
breaking news. Second, the nature of retweets suggests the information dissemi-
nation flow, but only forms loosely connected information cascades. Third, for a
given specific topic area, it is unclear how to define the coverage of information.
Recognizing these limitations, this work develops a Twitter Critical Account Dis-
covery (TCAD) algorithm to find the optimal accounts that covers most topics
in the timeliest fashion for a given set of categories. The algorithm is an adap-
tation of the multi criteria information cascade outbreak detection algorithm
developed for blogs [7]. This work will focus primarily on cyber vulnerabilities
to demonstrate the professional uses of critical information in Twitter.

2 Problem Definition and Related Work

The problem may be formally described as follows. For a specific security vul-
nerability category (C), find the set of critical accounts S ⊂ V so that the total
reward function R(S) is maximized subject to the cost function C(S) ≤ L. Later
on, we will integrate the cost constraint into our total reward function and solve
the multi criteria problem heuristically.

max
S⊆V

R(S) subject to cost(S) � L (1)

The key in solving the problem is to properly define the reward and cost func-
tions. For this purpose, this work looked into related works that analyze the
importance of information flow in social media, particularly Twitter. Java et al.
[8] studied the topological and geographical properties of the large-scale Twitter
network and analyzed the community with users that share the same intention.
Haewoon et al. [9] compared the accounts’ influence based on the PageRank,
the number of followers, and the number of retweets. Cha et al. [10] analyzed
accounts influence in Twitter by their indegree, retweets, and number of men-
tions. Cha found influential accounts hold significant influence over a variety of
topics. Other related works studied the information diffusion problem using a
threshold model [11] and a cascade model [12]; both applied a similar concept
as epidemic disease propagation model. In the threshold model, a node adapts
when the weights connect to it crosses a threshold; while in the cascade model,
a node is infected by its neighbor with a probability. Gruhl et al. [13] charac-
terized how topics propagate from individual to individual, and used the theory
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of infectious diseases to model the flow. Gomez-Rodriguez et al. [14] discovered
the influence relations beneath the information diffusion network by using an
approximation algorithm to best explain the time sequences the nodes adopt in-
formation. Leskovec et al. [7] proposed a way to detect the information outbreak
among blogs.

The aforementioned set of work motivated the use of three reward functions:
timeliness, originality and influence, as well as model the cost as the number of
tweets needed to cover an information topic. We further acknowledge that the
algorithm developed in this work has been significantly influenced by [7], with
an adaptation to fit specifically to Twitter and Cyber Vulnerability topics.

3 TCAD (Twitter Critical Account Discovery)

The first challenge to identify critical accounts in a specific topic area,
i.e., Cyber Vulnerabilities for this paper, is to determine a filtering mechanism
of tweets related to the topic. In general, this requires an intelligent semantic
processing, allowing to determine not only the set of relevant tweets but also
the context of the tweets. In the context of Cyber Vulnerability, a well defined
and relatively unambiguous set of keywords is the Common Vulnerabilities and
Exposures index (CVE xxxx xxxx), an 8 digit number following ‘CVE’ - a dictio-
nary of publicly known information security vulnerabilities [15]. Using CVE tags
as keywords finds tweets that are explicitly addressing the cyber vulnerabilities,
and allows this work to concentrate on developing the algorithm that finds the
critical accounts from the relevant tweets. The semantic meanings of each tweets
are not treated in this work and will be addressed in future work.

Every CVE tag is assigned a CWE (Common Weakness Enumeration) type
by a third party organization [16], which defines a software security weakness.
Several CWEs make up a security vulnerability category. For example, CWE
119 (Failure to Constrain Operations within the Bounds of a Memory Buffer)
and CWE 20 (Improper Input Validation) belong to the same category that
causes Denial-of-Service (DoS). Fig. 1 illustrates the structure of CVE, CWE
and security vulnerability categories along with the Twitter accounts and retweet
relationship using directed edges.

In this information hierarchy, each CVE tag is treated as a unique information
topic within a security vulnerability category, and tweets containing this CVE
tag are attached to this topic. Each node in Fig. 1 represents a tweet, an original
or a retweet. The directed edges reflects the retweet(s) cite the information from
the original tweet. Clearly, the original tweets is more timely than the retweets
and the time stamps further differentiate quantitatively the timeliness among all
tweets. Each Twitter account may post tweets on multiple topics. An account
is considered covering a topic if it publishes a tweet in that CVE tag. The
more topic an account covers using fewest and timely tweets, the more critical
the account is. Three award functions are defined as follows to address this
multi-criteria problem.
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CVE_2012_4894
CWE 119

CVE_2012_1571
CWE 119

CVE_2012_5317
CWE  89 

CVE_2012_0327
CWE  79

DoS

Account A Account B

Fig. 1. Each layer stands for a CVE topic; each CVE has a CWE type which belongs
to a category. Circles in layers are tweets. Each user may publish tweets among topics.

3.1 Reward Functions

The reward functions are defined according to what we expect to gain from
selected accounts. In this case, the reward comes from three aspects:

Timeliness (RT ). Given multiple tweets about the same news, the first one
reveal the information is highly valued, with descending value for tweets there-
after. The reward function RT for a tweet W published by account A in a CVE
topic T is defined as:

RT (A,W, T ) = 1− D(W,W0(T ))

maxT∈C D(WL(T ),W0(T ))
(2)

where W0(T ) and WL(T ) are the first and last tweet in topic T ;
D(W,W0(T )) defines the time difference between the tweet W and W0;
maxT∈C D(WL(T ),W0(T )) is the longest time period of CVE topics in
category C.

Originality (RO). Though retweets help propagate information, it is still the
original tweets that are referenced. People also prefer the original tweets but not
the retweets. The intuition of reward RO is that a tweet’s originality is shared
by all of its retweets. This is similar to the way PageRank defines the relations
between web pages.

RO(A, W̃ , T ) =
RO(P,W, T )

Ñ(W ) + 1
(3)

where W̃ is a retweet of tweet W ; Ñ(W ) is the total number of retweets for
W ; P is the account for the original tweet W . This is a recursive definition.
RO(A, W̃ , T ) defines the originality of A’s retweet W̃ that splits the originality
of its parent tweet RO(P,W, T ).

Influence (RF ). If two tweets from accounts A and B contain the same in-
formation, same time stamp and are all original tweets. A should be rewarded
more if its tweet has been retweeted by more accounts, implying more people
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are influenced by the tweet from A. Thus, besides the timeliness and originality,
we define the reward of influence in (4).

RF (A,W, T ) =
Ñ(W )

N(T )
(4)

where N(T ) is the total number of posts in the topic T .

3.2 Total Reward

With the three reward functions RT , RO, RF , the problem becomes finding
optimal set S that maximizes the reward with multiple reward functions. Note
that it is possible to have two candidates sets S and S′, where RT (S) > RT (S

′)
but RO(S) < RO(S

′). A common approach in solving such problem is to find
the Pareto-optimal with respect to the following objective function:

max
S⊆V

∑
λ1RT (S) + λ2RO(S) + λ3RF (S) (5)

where λi are weights to trade off the importance of the reward functions. As
mentioned in Sec. 3.1, it is ambiguous to decide the reward of an account by se-
lecting a subset of these three reward functions. There is no reason to strengthen
or weaken one aspect reward. In this paper, we use the same weights for the three
rewards while normalizing the rewards in [0 1].

Recall that the optimization should be subject to the cost of the selected
accounts. This work defines the cost to be the total tweets N(A, T ) published
by each selected account A on a topic T . This is equivalent to find the reward
an account has on a topic per tweet. The final total reward function an account
A gain on topic T per post can then be written as:

R(A, T ) =
∑
W∈T

RT (A,W, T ) +RO(A,W, T ) +RF (A,W, T )

N(A, T )
(6)

For a set S, the total reward of this set on a topic T is:

R(S, T ) =

∑
A∈S R(A, T )×N(A, T )∑

A∈S N(A, T )
(7)

The total reward obtained by selecting a set of accounts in a category is the
summation of the reward on all topics belong to this category. Then the reward
by selecting an account set S in a category C is:

R(S,C) =
∑
T∈C

R(S, T ) (8)

3.3 Greedy Algorithm

Based on R(S,C) to select K from N Twitter accounts for the optimal total re-
ward could be computationally complex using a brute force approach which takes
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time exponential in K, especially when N is huge. In fact N can be significant
since Twitter has reached 500 million active accounts in July 2012 [17]. R(S,C) is
not monotonic since by selecting an account who always posts outdated retweets
may decrease the total R(S,C). It is also not submodular because it does not
guarantee ∀S ⊆ S′, A /∈ S′, R(S ∪ A,C) − R(S,C) ≥ R(S′ ∪ A,C) − R(S′, C).
This work developed a simple greedy algorithm, which exhibits outstanding per-
formance. The algorithm, independently executed for each category C, begins
by selecting one account A into S to maximize R(S, C). Then, during each it-
eration, it adds an account from the remaining set into S to maximize R(S,C).
This greedy algorithm has a complexity of O(KN) that each round iterates left
accounts and takes K rounds.

4 Experiment Design and Result

We collected about 5,000 CVE related tweets between Sep 25 and Nov 2 of 2012.
These tweets come from about 1,600 accounts and cover about 900 CVE topics.
Nine common security categories are selected according to [17]: GI (Gain Infor-
mation), RV (Reserved), EC (Execute Code), US (Unspecified), MC (Memory
Corruption), DoS (Denial of Service), DT (Directory Traversal), GP (Gain Priv-
ilege), CSS (Cross-site Script). The collected data is divided into two sets, one
for selecting critical accounts, another for testing how selected accounts perform
on unknown data.

We compare TCAD with two other approaches: PageRank and number of
retweeters. Account A is B’s retweeter if A has one or more retweets from B.
The same definition is used to define the directed links between accounts for
PageRank. Each approach selects top 10 critical accounts per category. The
performance is evaluated in terms of information coverage and timeliness. The
information coverage is defined as the topics mentioned by critical accounts
over the total topics in a category; the timeliness is defined as the normalized
RT (A,W, T ) for all W ∈ C. Both of them are normalized in [0 1]. A higher score
stands for a better topic coverage or obtaining information earlier.

Figures 2 and 3 show the information coverage and timeliness achieved by the
three algorithms for the two sets of data. It is clear that, by following the selected
accounts, TCAD significantly outperforms the other two popularity (retweeter)
based algorithms. The only category the two popularity-based algorithms not
perform terribly is DT (Directory Traversal). The reasons is that there are only
21 accounts in the collected data for DT, while there are typically hundreds of
accounts in other categories. Selecting 10 accounts out of 21 guarantees a rea-
sonable information coverage and timeliness. Coincidentally, the two popularity-
based approaches choose the same 10 accounts, which is why they have the same
performance in DT.

We ran additional experiments to test the scenario where the two popularity-
based approaches are executed in a category agnostic manner, i.e., accounts are
selected by mixing all tweets from all categories. The results were worse or the
same in all categories. This suggests a different conclusion from Cha et al. [12],
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Fig. 3. Topic publish timeliness of selected accounts in security vulnerability categories

which found that “influential accounts hold significant influence over a variety of
topics.” Another interesting observation is that some critical accounts selected
are Twitter machines such as scripts which publish posts when there is a security
alert. These accounts may not be the preferred human expert accounts but do
provide the most valuable information the earliest.

5 Conclusion

In this paper, we develop a Twitter Critical Account Discovery (TCAD) algo-
rithm to find critical accounts for Cyber Vulnerabilities based on rewards from
three aspects: timeliness, originality and influence. Compared to other two ap-
proaches: PageRank and Number of Retweeters, TCAD algorithm outperforms
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both in information coverage and timeliness. The results support our hypothesis
that ranking or influence model focusing on node popularity may not effectively
capture information needed. Also, the critical accounts selected from one security
category can be very different to another, thus suggesting that popular accounts
across many categories may not be the best account to follow for specific needs.
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Abstract. Respondent-driven sampling (RDS) is a commonly used
method for acquiring data on hidden communities, i.e., those that lack
unbiased sampling frames or face social stigmas that make their mem-
bers unwilling to identify themselves. Obtaining accurate statistical data
about such communities is important because, for instance, they often
have different health burdens from the greater population, and without
good statistics it is hard and expensive to effectively reach them for pre-
vention or treatment interventions. Online social networks (OSN) have
the potential to transform RDS for the better. We present a new RDS
recruitment protocol for (OSNs) and show via simulation that it out-
performs the standard RDS protocol in terms of sampling accuracy and
approaches the accuracy of Markov chain Monte Carlo random walks.

1 Introduction

Respondent-driven sampling (RDS) [Hec97, SH04, Hec07, VH08, WH08] is a
commonly used method to survey such communities as IV drug users, men who
have sex with men, and sex workers [MJK+08]; jazz musicians [HJ01]; unregu-
lated workers [BSPar]; native American subcommunities [WS02]; and other hid-
den communities. RDS is a variant of snowball sampling [Tho92] that uses a clever
recruitment protocol that: (1) helps ensure the confidentiality of respondents and
the anonymity of the target community and (2) generates a relatively large number
of recruitment waves, which hypothetically leads to unbiased sampling estimators.

Unfortunately, in terms of sampling accuracy there is still a large gap be-
tween theory and practice [Wej09, GH10, TG11, GS10]. A small body of
work [SH04, VH08, SH04, Hec07, VH08, WH08], most of which focuses on
improving the estimators on which RDS depends, deals with closing that gap.

This paper describes a new approach: leveraging the features of online social
networks (OSNs) to improve the sampling design. We believe OSNs have the po-
tential to dramatically transform RDS by enabling better neighborhood recall,
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randomized and confidential recruitment, and other improvements that allow it
to better meet the assumptions on which the estimators rest. Here we focus on
one particular modification, which is based on the network that a recruitment
protocol generates, i.e., the network consisting of all respondents as actors and
having directed ties between each respondent and those whom the respondent
recruits. The estimators for RDS typically assume that these so-called recruit-
ment networks are arbitrary, although in practice they are essentially trees. Gile
and Handcock show [GH10] in simulation that this discrepancy is a major source
of the poor performance they observe in established RDS estimators.

Our main contribution is a new protocol where the recruitment networks are
directed acyclic graphs (DAGs). This protocol, while likely infeasible in many
other settings, seems well suited for RDS over OSNs. Using the same simulation-
based experimental framework that Gile and Handcock [GH10] and Tomas and
Handcock [TG11] developed in their rather comprehensive assessments of RDS,
we show that this new protocol dramatically outperforms the standard RDS
protocol and approaches the sampling accuracy of a Markov chain Monte Carlo
(MCMC) random walk (a process that typically satisfies standard RDS sampling
assumptions). It even outperforms a recruitment protocol that, superficially at
least, more closely resembles MCMC walks than does ours.

Our work is related to that of Gjoka et al. [GKBM11], who use the estab-
lished RDS estimators to compare the performance of several different meth-
ods for passively—without the active participation of its users—crawling Face-
book, including MCMC random walks and breadth-first search. By contrast, we
are concerned primarily with methods that, due to confidentially concerns, re-
quire the active participation of those sampled, and this leads different sampling
dynamics.

In another closely related study, Wejnert and Heckathorn develop a tool for
conducting RDS over the World-Wide Web they call WebRDS [WH08]. Their
system explicitly fixes the recruitment graph to be a tree. We, on the other hand,
study what happens precisely when we relax this constraint.

2 A Brief Overview of Respondent-Driven Sampling

Heckathorn introduced RDS as a sampling protocol paired with an estima-
tor [Hec97]. The protocol begins with a small number of seed respondents from
the target community, who may be recruited in any fashion. Each respondent
takes a survey, and is then given a small number of recruitment coupons (e.g.,
three) to distribute among other members of the target community, each of which
allows whomever redeems it to take the survey (assuming that he or she meets
the inclusion criteria). Each respondent is paid for taking the survey and for
each of the redeemed coupons he or she distributed. The process continues until
a target number of either recruitment waves or samples is reached. Thus, RDS
uses the social network of the hidden population itself to do the work of subject
identification, and in this regard it has been very successful in finding hidden
communities. Couponing ensures the confidentiality of all those surveyed, which
is often a crucial concern for the communities RDS is designed to reach.
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Though the recruitment protocol has remained stable, the estimators have
evolved significantly over time as questions are raised about each successive gen-
eration of estimators. We present here what is known as the Volz-Heckathorn
(VH) estimator [VH08]. Although probably not as widely used as an earlier
estimator due to Salganik and Heckathorn [SH04], it is newer and has been
the subject of recent papers [GH10, TG11, GKBM11] that experimentally test
its performance. In particular, Handcock and Gile show that the VH estimator
frequently outperforms the Salganik-Heckathorn estimator [GH10]. The assump-
tions underlying the VH estimator are:

1. The network is connected and aperiodic.
2. Each respondent recruits exactly one person into the survey.
3. Each respondent chooses whom to recruit uniformly at random from all

network relationships.
4. All relationships are reciprocal.
5. Respondents are sampled with replacement (i.e., may be rerecruited into the

survey).
6. Respondents can accurately recall the number of people in the target com-

munity that they know.

It is fairly clear that in practice these assumptions, except possibly the first
one, never hold. In this paper, we are particularly interested in assumption 5. In
typical RDS settings most people lack the time to respond more than once, since
doing so often involves travel, so this assumption fails. Consequently, recruitment
networks tend to look like trees.

It is worth noting that prior estimators rested on even stronger assump-
tions [Hec97, SH04]. More recently, Handcock and Gile [HG10] proposed newer
estimators that depend on fewer assumptions and that seem in their experi-
ments to outperform earlier estimators [GH11] (see also [Gil11, TG11, GJS12]).
Though their approach seems very promising, it is model based, and such ap-
proaches themselves depend on assumptions that can be difficult or impossible
to validate.

Let {y1, . . . yn} be samples of some scalar property of a networked population.
Let each di ∈ {d1, . . . , dn} be the degree (number of network ties) of the per-
son associated with each sample. When the VH assumptions do hold, Markov
chain Monte Carlo (MCMC) theory suggests ŷ = (

∑n
i=1 yi/di)/(

∑n
i=1 1/di) as

an asymptotically unbiased estimator for the mean of {y1, . . . , yn}.

3 Simulation-Based Experiments for Assessing RDS

Gile and Handcock [GH10] and Tomas and Gile [TG11] provide a pair of thor-
ough critiques of the VH estimator. We adopted their methods to test our new
recruitment protocol, so we present them here in detail.
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They simulate RDS over graphs drawn randomly from an exponential random
graph model (ERGM). In each experiment, 20% of the network nodes are labeled
“infected” and the remaining are “uninfected.” The goal in these experiments is
to estimate the proportion of infected nodes in the population. Each experiment
fixes the ERGM and recruitment parameters, then repeats the following steps
1000 times:

1. Generate a test graph from the ERGM.
2. Run an RDS simulation on the test graph; stop when 500 samples are made.
3. Estimate the proportion of infected nodes using VH.

The ERGM parameters Gile and Handcock use are based on a CDC
study [AQHM+06]. Network size ranges from 525 to 1000. They fix the expected
degree at seven. Expected activity ratio is the mean degree of the infected nodes
divided by the mean degree of the uninfected nodes. This ranges from one to
three. Expected homophily is defined here as the expected number of relationship
between infected actors divided the expected number of relationships between
infected and uninfected actors. This ranges from two to thirteen.

Seed nodes are drawn at random in proportion to their neighborhood size,
either from all nodes, just the infected nodes, or just the non-infected nodes.
The number of seeds ranges from 4 to 10.

For the recruitment parameters, each chosen node recruits exactly two new
nodes uniformly at random from its “eligible” network neighbors, where “eli-
gible” is either all neighbors (for sampling with replacement) or all neighbors
who have not yet been sampled (for sampling without replacement). We call
the without-replacement protocol “RDS” and the with-replacement one “REP.”
Note that RDS produces trees as recruitment networks and REP produces
arbitrary graphs.

4 A New DAG-Based Recruitment Protocol

As Gile and Hancock show (see also Fig. 1–5, which reproduce in part their
results), the RDS protocol, even with perfect randomness and response in the
recruitment process, results in significantly degraded performance under the VH
estimator. But what if sampling with replacement were feasible? It seems plau-
sible do to so in an online setting, i.e., where the survey is administered via the
Web: if a respondent is recruited a second time, all the respondent needs to do is
log in to the website where the survey is administered and the system can auto-
matically count the respondent’s survey a second time (and send the respondent
additional electronic recruiting coupons) without requiring the respondent to
return to a physical polling site.

The trickier part is in the recruitment dynamics. If we let respondents rerecruit
freely, as in the REP protocol, then, in order to gain more money from survey
incentives, they could collude to rerecruit each other many more times than
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chance would predict, thus skewing the results. We propose to discourage this
behavior by allowing respondents to be rerecruited only if doing so does not result
in the recruitment graph containing a directed cycle. The resulting recruitment
graph is thus a directed acyclic graph. We call this protocol “DAG.”

5 Experiments and Results

We use the same methods as Gile and Handcock, as we described in section 3.
The major difference is that we consider two additional variants of the RDS
protocol: “MCMC,” in which each respondent recruits only one person (with
replacement), chosen from that person’s friend list uniformly at random, i.e., it
is a Markov chain Monte Carlo random walk and serves as a control case; and
“DAG,” as described in Sect. 4.

Figures 1–5 show some of our results. Here we run a series of tests, analogous
to those Gile and Handcock [GH10]. All tests shown used a seed size of six. The
first three figures show the effects of drawing seeds from the entire population,
just the infected population, and just the uninfected population, respectively.
Together, they show the effects of recruitment bias on the performance of the
estimators.

Additionally, we consider burn-in, a feature of most MCMC-based sampling in
which a fraction of the earliest samples are dropped, because they more heavily
depend on the seeds—and are thus more biased—than the later samples, which
are ideally independent of the seeds. The last two figures show the effects of
recruitment bias after a burn-in of the first 100 samples.

The parameters considered within each figure are the network sizes 1000, 715,
and 525 and the activity ratios (labeled “w”) 1.1 and 3.
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Fig. 1. Estimated size of infected population where seeds are drawn from the entire
population with no burn-in
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Fig. 3. Estimated size of infected population where seeds are drawn from the nonin-
fected population only with no burn-in
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population only with the first 100 nodes of each sample are discarded as “burn-in”
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Fig. 5. Estimated size of infected population where seeds are drawn from the non-
infected population only with the first 100 nodes of each sample are discarded as
“burn-in”

6 Discussion and Conclusion

The results for RDS and REP essentially replicate for comparison purposes those
of Gile and Handcock. One reason RDS performance degrades so dramatically
as network size decreases is that the probability that any node is sampled ap-
proaches one as the network size decreases, but the VH estimator still weighs
each sample as if it had been chosen in proportion to its network neighborhood.

Of all the protocols we test, MCMC performs best, which is what we would
expect as it represents RDS in the impractical case when all the VH assumptions
hold. Surprisingly to us, DAG was clearly second best, outperforming even REP,
the protocol which seemed to us to be the most like MCMC (note that both REP
and MCMC produce arbitrary recruitment networks). The only test in which
DAG did not perform at a level comparable to MCMC was when all seed nodes
were drawn from the infected population and the activity ratio was low, though
a 100 node burn-in almost corrects this. We are investigating why DAG performs
as well as it has. Space prevents us from giving details, but we have seen that
the recruitment graphs created by DAG have clustering coefficients and average
path lengths that are closer than the other protocols to MCMC.

We hope that this study shows that creative thinking about how RDS is imple-
mented in OSNs may lead to significant improvements in its sampling accuracy.
We have ideas about how human-computer inferace methods on OSNs can im-
prove neighborhood size recall and the randomness of the recruitment process,
neither of which we have space to discuss here. Additional open issues remain,
such as the inherent biases of OSNs and the degree of realism that the ERGM
models used here and in related work provide. In future work we plan to conduct
field studies of these issues and others, using an actual implementation of RDS
over Facebook.
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Abstract. Mobile phones are quickly becoming the primary source for social, 
behavioral, and environmental sensing and data collection. Today's 
smartphones are equipped with increasingly more sensors and accessible data 
types that enable the collection of literally dozens of signals related to the 
phone, its user, and its environment. A great deal of research effort in academia 
and industry is put into mining this raw data for higher level sense-making, 
such as understanding user context, inferring social networks, learning 
individual features, and behavior prediction. In this work we investigate the 
properties of learning and inferences of real world data collected via mobile 
phones. In particular, we look at the dynamic learning process over time with 
various sizes of sampling groups and examine the interplay between these two 
parameters. We validate our model using extensive simulations carried out 
using the "Friends and Family" dataset which contains rich data signals 
gathered from the smartphones of 140 adult members of a young-family 
residential community for over a year and is one of the most comprehensive 
mobile phone datasets gathered in academia to date.  

Keywords: Machine Learning, Social Networks, Mobile Networks.  

1 Introduction 

Mobile phones, and increasingly smartphones, have become an integral part of many 
people’s everyday lives. Users carry their smartphone almost everywhere and use it in 
order to perform many of their day-to-day communication and activities.  

The pervasiveness of mobile phones has made them popular scientific data 
collection tools, as social and behavioral sensors of location, proximity, 
communications and context. Eagle and Pentland [1] coined the term ``Reality 
Mining'' to describe collections of sensor data pertaining to human social behavior. 
While existing work has demonstrated results for modeling and inference of social 
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network structure and personal information out of mobile phone data, most are still 
mainly proofs of concept in a nascent field. The work of the “data scientist” is still 
that of an artisan, using personal experience, insight, and sometimes a “gut feeling” in 
order to extract meaning out of the plethora of data and noise. 

As the field of computational social science matures, there is need for more 
structured methodology that would assist the researcher or practitioner in designing 
data collection campaigns, understanding the potential of collected datasets and 
estimating the accuracy limits of current analysis strategy vs. alternative ones. Such a 
methodology would facilitate the process of maturing from a field of “craft” into a 
field of science. 

In this work, we present a first step in this direction. Specifically, we investigate 
the learning and prediction of social and individual models from raw phone-sensed 
data. We focus on social ties and individual descriptors that can be tied to social 
affiliation and affinity. For these prediction tasks, we look at the trade-off between the 
time period the data is collected in and the number of people that form the sample 
group. To do this, we use the Friends and Family dataset which contains rich data 
signals gathered from the smartphones of 140 adult members of a young-family 
residential community for over a year[2], in addition to self-reported personal and 
social-tie information. Preliminary results were described in [37] and [38]. 

We first build classifiers for predicting personal properties such as nationality or 
gender. We then proceeded to predict more complicated social links such as the 
subject’s life-partner or “significant other”. We demonstrated characteristics of the 
incremental learning of multiple social and individual properties from raw sensing 
data collected from mobile phones, as the information is accumulated over time, or 
alternatively, as the sample size is increased. We study the interplay between the 
change in time and the growth in sample size and present preliminary results that 
indicate that such a trade-off exists and that it reflects the network effect of the 
domain. 

2 Related Work  

In recent years, the social sciences have been undergoing a digital revolution, 
heralded by the emerging field of ‘‘computational social science’’. Lazer, Pentland,  
et al., [3] describe the potential of computational social sciences to increase our 
knowledge of individuals and groups with an unprecedented breadth, depth, and scale. 
Computational social sciences combine the leading techniques from network sciences 
[4-6] with new machine learning and pattern recognition tools specialized for the 
understanding of people's behavior and social interactions [7].  

2.1 Mobile Phones as Social Sensors 

The pervasiveness of mobile phones the world over has made them a premier data 
collection tool of choice and they are increasingly used as social and behavioral 
sensors of location, proximity, communications and context. Eagle and Pentland[1] 
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coined the term "Reality Mining" to describe the collection of sensor data pertaining 
to human social behavior. They show that by using call records, cellular-tower IDs 
and Bluetooth proximity logs collected via mobile phones at the individual level, the 
subjects' regular patterns in daily activity can be accurately detected[1, 7]. 
Furthermore, mobile phone records from telecommunications companies have proven 
to be quite valuable in uncovering human level insights. For example, Gonzales et al. 
illustrate how cell-tower location information can be used to characterize human 
mobility, based on the observation that humans follow simple reproducible mobility 
patterns[8]. This approach has already expanded beyond academia with companies 
like Sense Networks [9] employing such tools in the commercial world to understand 
customer churn, enhance targeted advertisements, offer improved personalization and 
many other services.  

2.2 Individual Based Data Collection 

On one hand, data gathered through service providers includes information on a very 
large numbers of subjects, but on the other hand, this information is constrained to a 
specific domain (email messages, financial transactions, etc.) and there is very little, if 
any, contextual information on the subjects themselves. The alternative approach of 
gathering data at the individual level allows collection of many more dimensions 
related to the end user which are many times not available at the operator level. 
Madan et al.[10] follow up on Eagle and Pentland's work [1] and show that mobile 
social sensing can be used measure and predict the health status of individuals based 
on mobility and communication patterns. They also investigate the spread of political 
opinion within a community [11]. Other examples for using mobile phones for 
individual-based social sensing are those by Montoliu et al. [12], Lu et al. [13], and 
projects coming out of the CENS center, e.g., Campaignr by Joki et al. [14] as well as 
additional works as described in [15]. Finally, the Friends and Family study, which 
our paper uses as its data source, is probably the richest mobile phone data collection 
initiative to date with regards to the number of signals collected, study duration, and 
the number of subjects. The technical advancements in mobile phone platforms and 
the availability of mobile software development kits (SDKs) to any developer makes 
the collection of Reality Mining types of data easier to collect than ever before. 
Analysis of the security aspects of this trend can be found in [36]. 

In addition to mobile phones, a notable example for wearable sensor-based social 
data collection initiative is the Sociometric Badge by Olguin et al., capturing human 
activity and socialization patterns via a wearable sensor badge, that has been used 
mostly for in organizational settings [16]. The results of our work are applicable to 
these types of studies as well. 

2.3 Learning and Prediction of Social and Individual Information 

Many studies which involve predicting individual traits and social ties have been 
conducted in the recent years within the general context of social networking. 
Relevant works have been published by Liben-Nowell and Kleinberg [17],  
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Mislove [18] and  Rokach et. al. [19], combining machine learning algorithms with 
social network data in order to build classifiers.  

3 Data Collection and Analysis Methods 

3.1 Friends and Family Dataset  

To the best of our knowledge, the dataset generated from this study is probably the 
largest and richest dataset ever collected on a residential community to date. The 
accumulated size of the database files uploaded from the study phone devices adds up 
to over 60 Gigabytes. The data is composed of over 30 million individual scan events 
(for all signals combined), where some events capture multiple data signals. Just as 
example, the dataset includes: 

• 20 million wifi scans, which in turn accumulated 243 million total scanned device 
records.  

• 5 million Bluetooth proximity scans, which in turn accumulated 16 million total 
scanned device records. 

• 200,000 phone calls.  
• 100,000 text messages (SMS). 

In the analysis presented in this paper we give special focus to the data that was 
collected in November 2010 and April 2011, after the mobile platform was improved, 
new features, such as different call types where added, and several hardware problems 
where fixed. These two months were without a major holiday break in the academic 
schedule of the university and the bulk of participants were physically on campus.  

In addition to the phone-based data, the study contained personal information on 
each participant, such as age, gender, religion, origin, current and previous income 
status, ethnicity, marriage information, and more. 

3.2 Machine Learning Predictions 

In order to evaluate learning over time, which is the main goal of our current work, 
we needed a set of learning and prediction models to work with. These are mostly 
illustrative models which enable us to conduct our main analysis. In order to achieve 
our final goal of predicting participants' personal and social information, we utilized 
two approaches;  a machine learning approach, described in this section and a social 
network based prediction approach, described in the following section.  

The first step in applying the machine learning methodology is to create feature 
vectors for each participant in the study. Each feature vector contains information on 
the participant’s communication and phone usage patterns as they were collected 
during the study. 

In order to cope with the huge amount of data collected during the study, we 
developed a code using C# and Python’s NetworkX library [21]. Our code parsed the 
collected data and extracted feature vectors for each participant. We extracted 32 
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different features within a specified time interval. Namely, we collected the following 
features for each participant: 

• Internet usage features: we calculated the number of distinct searches performed 
using the phone’s browser and the number distinct bookmarks saved by the user. 

• Calls pattern features: we computed the total number of calls, the number of 
unique phone numbers each user was in contact with  and the total duration of all 
calls. We had also calculated the number of incoming/outgoing/missed calls and 
the total call duration, per call type. 

• SMS messages pattern features: we computed the total number of SMS 
messages, the number of unique phone numbers each participant connected with 
via SMS and the of total incoming/outgoing SMS messages. 

• Phone applications related features: we counted the number of applications 
installed and uninstalled on each device. We also computed the total number of 
currently running applications (originally sampled every 30 seconds). 

• Alarm features: we counted the number of alarm-clock alarms and the number of 
“snooze” presses for each participant that used our alarm clock app. 

• Location features: we calculated the number of different cellular cell tower ids 
and the number of different wifi network names seen by the smartphone. These 
features act as a rough indication of the number of different locations a participant 
visited during the time period. 

 
Our next step was to extract all participant features for different time intervals. Using 
the extracted features, we can build different classifiers that are able to predict the 
participants` personal information. We used the WEKA software [22] in order to test 
different machine learning algorithms. In our experiments, we evaluated a number of 
popular learning methods: WEKA's C4.5 decision trees, Naive-Bayes, Rotation-
Forest, Random-Forest, and AdaBoostM1. Each classifier was evaluated using the 10-
fold cross validation approach and in order to compare results between different 
classification algorithms, we used each classifier’s Area Under Curve or AUC 
measure (also referred to as ROC Area) and F-measure results. In order to obtain an 
indication of the usefulness of various features, we analyzed their importance using 
WEKA’s information gain attribute selection algorithm. 

Using the machine learning approach we built five different classifiers which 
predict the following: (1) the gender of the participant, (2) whether the participant is a 
student or not, (3) whether the participant has children or not, (4) whether the 
participant is above the age of 30, and (5) whether the participant is a native US 
citizen or not. 

3.3 Social Network Predictions 

Another method for predicting a participant’s personal information details is by using 
the participants' different social networks. Using the data collected in the study, we 
can span different types of social networks between the participants according to 
different interaction modalities. Namely, we can define the following social networks: 
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• SMS Social Network: we constructed the community’s SMS messages social 
network as a weighted graph ,  according to the SMS messages the 
participants sent. Each weighted link , , ∈  in this social network 
represents connections between two different phone numbers u, v ∈ V, while w is 
the strength of the link defined as the number of SMS message sent between the 
two phone numbers.  

• Bluetooth Social Network: we constructed a weighted network graph ,  of face-to-face interactions according to information collected about 
nearby Bluetooth devices. Each link , , ∈   in this social network 
represent the fact that the two devices , ∈  encountered each other at least 
once, while w is the strength of the link, defined as the number of times the two 
devices meet. 

• Calls Social Network: similar to the SMS social network, we can construct a 
network based on the participant’s call graph ,  according to the 
participants` phone calls. In this social network, each link , , ∈   
represents the fact that at least one call was made between two different phone 
numbers , , ∈ ,  while w is the strength of the link, defined as the number of 
calls between u and v. 

By using the social networks defined above, together with different graph theory 
algorithms, we can predict different types of personal and social information. In order 
to predict the participants' significant other we analyzed the Bluetooth social network. 
We predicted that each participant’s significant other is the person that the participant 
spent the most time with during the measured interval. Namely, let ∈  then: 

significant-other(u)) | , , ∈    `, `, ` ∈  `  

In order to predict the subjects’ ethnicity we used the SMS social network, using the 
Louvain algorithm for community detection [23], which separates the graph into 
disjoint groups.  

For each iteration we assumed that we had information on the ethnicity of at least 
some of the nodes. We generated an ethnicity prediction for the members of each 
detected community based on the ethnicity of the majority of known nodes in that 
community (see more details in [24] or [18]).  

3.4 Prediction Accuracy Evolution over Time 

The goal of this work is to study and analyze the trade-off between the increased time 
given for the learning process of personal features and behavioral properties, and an 
increase in the sample size. For this analysis, we worry less about the specific learned 
models and their generalizability, and more about using them to study and benchmark 
the evolution of the learning process as the data accumulates. Understanding this 
process is of significant importance to researchers in a variety of fields, as it would 
provide an approximation of the amount of time that is needed in order to "learn" 
these features for some given accuracy, or alternatively, the level of accuracy that can 
be obtained for a given duration of time.  

To generate the models presented here, we collected the performance results of the 
system using many combinations of learning time X sample sizes. Each 
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predictor/classifier was executed on data gathered between November 1th and 
November 30th, 2010. Starting from an input of a single day (November 1st), in each 
consecutive execution, another day of data was added to the input so that iteration #1 
was on data from November 1st, execution #2 had input of data for two days, 
November 1 and 2 together, and so on until the accumulation of 30 days in which the 
classifier ran on data from the entire month of November. This process was repeated 
for varying sizes of the community, starting from 2% of the users to 90%.   

4 Results 

Following are several examples of the evolution of the learning process of personal 
and social traits from mobile phone over time (namely, for growing segments of time 
used for collecting the learned data):  

 

Fig. 1. Participants' origin Naïve-Bayes classifiers AUC results 

 

Fig. 2. Predicting if the Participant is a student over time: Rotation-Forest Classifier AUC 
results 
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Fig. 3. Predicting significant other over time (the node with the maximum strength) 

 
Fig. 4. Predicting ethnicity using SMS social network over time (65 weeks) using the Louvain 
Algorithm 

The following charts illustrate the improvement in the prediction performance, as a 
function of the sample size (namely, the number of people whose data is used for the 
learning process): 

After examining the way each of the properties affects the learning process 
separately, we can now examine the trade-off between an increase in the learning time 
and an increased sample size. The following charts represent the performance of the 
learning process (heights) as a function of the number of people of the sampling size 
(the longer axes) and the time in days. Notice that using the following charts the 
allocation of data collection and analysis resources can be empirically optimized. For 
example, given a data collection experiment that has X participants and that is going 
to last T days, the gradient of the appropriate f(X,T) (corresponding to the trait that is 
to be analyzed) can be numerically calculated, hinting on the best use of any 
additional resources (i.e. shall we recruit additional participants, or increase the 
duration of the experiment).  



420 Y. Altshuler et al. 

  

Fig. 5. The evolution of the learning process with the growth of the sample size (number of 
users as the X axes) 

 

Fig. 6. An illustration of the trade-off in the learning performance of a mobile social network 
(height of the function) between the time axis (from 1 to 61 days) and the number of people in a 
sample group (from 1 to 120). These four charts correspond to the learning of age (top-left), 
parenting (top-right), ethnicity (bottom-left) and religion (bottom-right). 
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5 Conclusions 

While there will always be the need for the expert and experienced “data artisan”, the 
exponential increase in accumulated data and the rise of a big-data ecosystem creates 
an imperative need to design more accurate science and engineering of data 
collection, processing, and analysis. Our work is a building block towards this  
larger goal. 

In this work we have discussed the trade-off between increased time (and data over 
time) and increased sample size, regarding the learning of personal features of mobile 
network users. For this, we have studied a comprehensive dataset of a mobile network 
containing phone calls, SMSs, and web activity, as well as self-reporting friendship 
queries. 

We demonstrated the characteristics of incremental learning of multiple social and 
individual properties from raw sensing data collected from mobile phones as the 
information is accumulated over time. We then did the same for a systemic increase in 
the sample size used by the learning process. This was done through the use of state 
of the art techniques for machine learning using all the possible scenarios in terms of 
learning time and sample size.  

We have presented the results of this analysis that hints to an inherent trade-off 
which is likely to be dominated by the "network-effect" of the domain the data is 
taken from. In the future stages of this research we intend to develop a mathematical 
model for the evolution of the learning process (with time and sample size) as well as 
suggest a mathematical model for the correlation and trade-off between the two.  

In addition, it would be interesting to examine the correlation between the 
efficiency of the learning process and the way we select the identity of the network 
members whose activities we monitor. Crafting an optimal deployment scheme for 
monitoring agents throughout the network might provide an additional increase in the 
convergence rate of the learning mechanism, significantly enhancing our ability to 
achieve reliable predictions using a given amount of network access. For example, 
should we aim for symmetric deployment of our monitoring resources? Preliminary 
results [39] hint though that this might not necessarily be the case. 
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Abstract. Privacy protection in web search engines is becoming more
and more serious in recent days. In this paper, we study the problem
of privacy protection in web search, with a special focus on IP-address
based personalized web search. Our goal is to break the linkage between
users’ identities (e.g., IP address) and their issued queries so as to prevent
privacy breaches. Our privacy model, which shares similar characteristics
of l-diversity in privacy preserving data publishing of relational data,
provides a strong privacy guarantee in web search. The central idea of
our privacy model is to protect user’s search activities within a social
peer group. A social peer group contains a set of individual users. From
search engines’s perspective, search queries issued by users from the same
peer group cannot be uniquely linked to individuals within the group.
A framework based on grouping social peer users is proposed to achieve
the privacy requirement. We also provide some experimental results to
show that our methods achieve high efficiency in practice.

Keywords: Privacy, Personalized Web Search, Social, Peer Group.

1 Introduction

Web search engines nowadays have become an indispensable component for mil-
lions of users to search desired information on the web. Associated with this,
however, are the increasing concerns that these search engine companies gather
tremendous amounts of users’ personal information. Although such information
can be used to provide personalized web search which improves the accuracy of
search results greatly, the intensive usage of users’ personal information in web
search engines also raises terrifying privacy threats to users.

Generally, information related to users’ search activities such as IP address,
search queries, and click-through data are all captured and maintained by web
search engines using search logs. A few real-life examples (e.g., IP tracer [18] and
AOL log data release [16]) indicate that detailed user profiles can be constructed
from search logs. In such a case, search engine companies have to be trusted to
not abuse their privileges, which may not always be desirable.
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Privacy breach in web search engines has introduced more and more threats
to individuals. There is an extremely high demand of effective privacy protection
mechanisms in web search. Generally, there are two major questions related to
privacy breach in web search. Firstly, who issued the search query? Secondly,
what is the search query about? From the individual’s point of view, if the
answers to each of the two questions are identified by some malicious attackers,
there is no big privacy concern. However, if a strong linkage between a user who
issued the search query and the content of the search query is uniquely identified,
the user’s search activity is undoubtedly under risk.

Clearly, the linkage between a user and his/her search query should be well
protected. If even the search engine companies could not correctly recover the
linkage, user’s privacy is strongly protected. In this paper, we focus on breaking
the linkage between users’ identities (e.g., IP address) and their issued queries so
as to prevent private information to be disclosed by any parties. Several existing
studies (e.g., onion routing [4] or anonymous proxy [17]) focus on hiding the
true IP address of the users who issued a query. However, these methods cannot
provide personalized searches which require the original IP address. For example,
using IP address-based personalized web search, a query “weather” would return
the detailed weather information for user’s location as the top result. Once the
true IP address is completely anonymized, the personalized search result cannot
be returned. Thus, can we develop techniques to provide strong privacy protection
guarantees for search engine users without compromising the personalized search
performance?

The major contribution of our work is a novel privacy framework with guaran-
teed privacy protection in IP address-based personalized web search. The central
idea of our privacy framework is to protect user’s search activities within a so-
cial peer group. A peer group represents a social group of individuals who share
similarities. The queries from the same peer group will be submitted to web
search engines together. From search engines’s perspective, search queries issued
by users from the same peer group cannot be uniquely linked to individuals
within the group. This framework consists of an online peer grouping step that
dynamically constructs a peer group for each user, and an information obfusca-
tion step which protects each individual user in the crowd (i.e., a peer group).
We also provide a practical privacy model which shares similar characteristics of
l-diversity in privacy preserving data publishing of relational data [9] to provide
a strong privacy guarantee in personalized web search.

The rest of the paper is organized as follows. We review some related studies
in Section 2. We present our privacy protection framework for personalized web
search in Section 3. A practical privacy model with strong privacy protection
guarantee is also discussed in this section. In Section 4, we discuss some strate-
gies to efficiently formalize peer groups which serve as core foundations of our
proposed privacy protection framework. A systematic empirical study conducted
on the AOL search log data set is reported in Section 5. Section 6 concludes the
paper.
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2 Related Work

Privacy has become a more and more serious concern in many applications. One
of the privacy related problems is publishing relational data for public use [12],
which has been extensively studied in the recent years. The major objective
of privacy preserving data publishing research is to hide sensitive knowledge
from the data while maintaining the utility of data for various data analysis
tasks [5]. Several privacy models, such as k-anonymity [14], l-diversity [9], and
their variations have been proposed for the purpose of privacy protection. Other
than relational data, some other types of data such as social networks and search
log data also suffer from privacy breaching concerns. Recently, k-anonymity [14]
and l-diversity [9] have been successfully extended to address privacy issues in
social networks [19,8] and search logs [6].

Privacy in web search has also attracted much attention in the past several
years. The Private Information Retrieval model [2] is considered to be the perfect
private solution to address the privacy breaching issues in web search. However,
due to its high complexity and the inability of personalized search, Private Infor-
mation Retrieval does not have practical usage. Some recent studies [10,11] try
to obfuscate the search query itself. Randomly generated keywords are injected
into the actual query to hide the real search intent. However, these methods rely
on a thesaurus for generating queries which is not practical in the web search
scenario. In addition, linkages between users’ identities and their queries are
maintained in the search logs, which in fact still poses great privacy threats to
associated individuals.

Our proposed privacy model is based on the concept of peer groups. Peer
group, which represents a social group of individuals who share similarities, has
been an important concept in social science research. The analysis of peer groups
has been applied in many areas, such as stock analysis [7], collaborative infor-
mation sharing [13], distributed computing [15] and cyber network structure [3].
However, the analysis of peer group has not been used for the purpose of privacy
protection in web search.

3 Privacy Protection Framework and Privacy Model

In this section, we first discuss our framework for protecting user’s privacy in
personalized web search. Then, we discuss a practical privacy model with strong
privacy protection guarantee in the web search scenario.

3.1 The Framework of Privacy Protection in Web Search

A web search activity usually involves interactions between a user (client) and
a web search engine (server). Our methods address the problem of privacy pre-
serving web search at the client side by formalizing a peer group for each web
user.
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Fig. 1. The framework of privacy protection in personalized web search (ui: user; qi:
query issued by ui; Ri: ranked result for qi)

Figure 1 presents the framework of our methods. While each user issues their
own query as usual from their clients (e.g., web browsers), an automatic online
grouping protocol will be applied to cluster users into peer groups. The queries
from the same peer group will be submitted to web search engines together. The
grouping protocol can be achieved by a software plug-in designed specifically for
those web browsers.

While this framework does not completely hide users’ actual search queries,
however, from the search engine’s point of view, it is equally plausible that an
individual issues one of the queries in the same peer group. As a result, even the
search engine cannot correctly infer which user issued what search query with
100% accuracy. Thus, the user’s privacy in web search is well protected.

3.2 The Privacy Model in Web Search

According to the l-diversity model for relational data [9], if queries from the
same peer group have the same search intent, a linkage is still able to be con-
structed between a user and a search intent. Thus, we define our privacy model
by considering the diversity of queries.

Definition 1 (l-Diversity Search Privacy). A user u1 issuing a query q1
has l-Diversity Search Privacy, if

1. The peer group G of u1 has at least l − 1 other distinct users, denoted as
G = {u1, u2, . . . , ul, . . .};
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2. Let I(G) be the most frequent search intent of queries in G, thus, I(G)
|G| ≤ 1

l ;

3. u1 only appears in one peer group G at any time.

In general, l-Diversity Search Privacy has a similar property of l-diversity. If a
user u satisfies l-Diversity Search Privacy, search engines could not determine a
linkage between u’s identity and u’s search intent with a confidence higher than
1
l . The larger the value of l, the stronger the privacy guarantee.

3.3 Discussions on the Privacy Framework

As the proposed privacy framework has an information obfuscation step to break
the linkage between a user’s identity and his/her search queries, it is necessary
to consider whether this would affect the quality of web search performance.
On the search engine side, each time it receives a group of user identities and
search queries. If the size of a group is l, there exist l2 different combinations of
user identities and search queries. To ensure that the actual personalized search
results are always generated, search engines need to conduct searches for all of
these l2 combinations. On the client side, the plug-in will only present to the
users the personalized search results of the original IP address. Therefore, the
quality of personalized search is not affected at all. It is interesting to see if a
balance between the overheads on the search engine side and the search quality
can be achieved. We leave this as a future research direction.

In the l-Diversity Search Privacy model, the grouping protocol knows all the
search queries and their corresponding IP address mapping. The grouping proto-
col should be robust and reliable. Any mapping information should not be leaked.
As an interesting future research direction, we plan to investigate practical se-
curity and encryption-based technique to enhance the security of the grouping
protocol.

4 Online Construction of Peer Groups

As the formalization of peer groups serves as core foundations to protect individ-
ual’s privacy in web search, an online formalization of peer groups is a necessity.
Not surprisingly, in the current information era, millions of users are issuing
queries to search engines at any time. An online grouping procedure needs to
be conducted to form peer groups instantly. The details of the algorithms will
be discussed in this section. In practice, users may stop issuing queries, and
new users will start to issue queries. Thus, when a user does not satisfy the
l-Diversity Search Privacy anymore, a reconstruction of peer groups is triggered
automatically.

To construct peer groups online, we model users’ search activities as a se-
quence of (ui, qi) pairs, where ui is user’s identification (e.g., IP address) and qi
is a query. The peer group construction problem then becomes a sequence parti-
tioning problem such that each partition should satisfy the privacy requirements
in Definition 1.
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Algorithm 1. The GreedyAdd algorithm

Input: a stream of users’ search queries S = {(u1, q1), (u2, q2), . . . , (ui, qi), . . .}
Output: a user group G;
1: let G = {u1};
2: let pointer = 2;
3: while |G| < l do
4: let count = 0;
5: for each u ∈ G do
6: if Sim(q, qpointer) > δ then
7: count = count+ 1;
8: end if
9: end for
10: if count = 0 then
11: let G = G ∪ {upointer};
12: let pointer = pointer + 1;
13: end if
14: end while
15: update S ;
16: return G;

To determine whether two queries have different search intents, a straight-
forward solution is to calculate a similarity score between them. We adopt a
similarity measure based on the Vector Space model due to its popularity. That
is, each query is regarded as a term vector. A cosine similarity is calculated to
measure the similarity between two queries.

We develop a greedy solution to construct partitions from a sequence of (ui, qi)
pairs. The major idea is to consider a variant of a traditional clustering prob-
lem: suppose n distinct users are issuing their own queries, we need to generate
clusters of users (and their queries) G = {G1, G2, . . .} such that:

1. ∀Gi ∈ G, the size of Gi, denoted as |Gi|, satisfies |Gi| ≥ l;
2. ∀uj , uk ∈ Gi, the similarity score of queries qj , qk issued by uj , uk (denoted as

Sim(qj , qk)) satisfies Sim(qj, qk) ≤ δ, where δ is a parameter that determines
whether two queries have different search intents.

The above problem is a variant of the k-Gather Clustering problem [1], which
is NP-hard. However, in the web search scenario, the optimal solution is not
necessary. In addition, millions of users may issue queries at the same time
and new users and new queries will be issued continually. Taking the efficiency
requirement into consideration, we develop the GreedyAdd algorithm.

The details of the GreedyAdd algorithm are summarized in Algorithm 1.
The algorithm starts by picking the top-1 user in the sequence of (u, q)
pairs. Then, it scans the remaining sequence and keeps adding users who
issued diverse queries into the current peer group until the group size reaches l.
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Once a peer group of l users is formalized, the queries are submitted to search
engines together.

5 Experimental Results

We conduct some experiments using the well-known publicly released AOL
search log data. The data set contains about 650,000 users over a 3-month pe-
riod. We adopted this search log data for the simulation of users issuing queries
to web search engines. Only user ids and their search queries are considered in
the simulation experiment.

As discussed in Section 4, the quality of personalized web search is not af-
fected at all using our proposed privacy protection framework. For the purpose
of evaluation, one important efficiency measure we considered is the time delay
for constructing the peer groups. Since a group of users and their queries are
submitted together, some users who issued queries earlier may have to wait until
the group is formed. To quantitatively evaluate this time delay, we use p(ui, qi),
the position of pair (ui, qi) in the sequence, as the time when ui issued a query
qi. The largest position of a pair in the peer group Gj is denoted as pGj . Thus,
the measure of time delay for Gj can be calculated as

Delay =

∑
(ui,qi)∈Gj

|p(ui, qi)− pGj |
|Gj | . (1)

Figure 2 shows the average time delay for all the users in the AOL search log
data. The X-axis represents the value of l – the size of peer groups, and the
Y-axis represents the delay as calculated using Equation 1. As a comparison, we
also calculate the minimal time delay which refers to the case that each peer
group contains a continuous set of (ui, qi) pairs in the sequence.
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Fig. 2. The time delay in the simulation experiment

In general, the time delay due to grouping is quite small. When the value of l
increases, the time delay increases as well. This is because the size of peer groups
increases. Considering the fact that millions of users are issuing queries within
a very short time period, the actual time delay for constructing peer groups in
practice can be neglected.
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6 Conclusion

In this paper, we proposed a practical privacy model for protecting user’s pri-
vacy in personalized web search. The general idea is to hide individual’s search
activities in a social crowd. Thus, the linkages between user’s identity and user’s
queries are disconnected.

There are several interesting future directions for our work, such as (1) how
to extend the proposed privacy model to prevent privacy breaches which utilize
individual’s sequential search activities; (2) how to integrate users’ click-through
data to enhance the privacy model in web search. In addition, the proposed
peer group formalization algorithm only considers whether user’s queries share
different search intents, it does not take into account whether users sharing
similar social background should be grouped with high priority. We are also
interested in exploring social profiles of users for more effective formalization of
peer groups.
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Abstract. In this paper we discuss the analysis of mobile networks communi-
cation patterns in the presence of some anomalous “real world event”. We argue
that given limited analysis resources (namely, limited number of network edges
we can analyze), it is best to select edges that are located around ‘hubs’ in the
network, resulting in an improved ability to detect such events. We demonstrate
this method using a dataset containing the call log data of 3 years from a major
mobile carrier in a developed European nation.

Keywords: Mobile Networks, Anomalies Detection, Emergencies, Behavior
Modeling.

1 Introduction

Analyzing the spreading of information in human networks has long been the focus
in many studies of social networks [17, 20]. A main challenge in practical analysis of
the way information flows between network’s participants is the trade-off between the
available analytic resources and the accuracy of the prediction they yield [3, 6].

Imagine a scenario where several people observe some extraordinary event, which
triggers a cascading sequence of reports between “social neighbors”. In this scenario,
it is possible for an external observer to track the volume of network traffic, but not its
content. How might that observer effectively make the inference that an extraordinary
event has occurred?

This is in fact a plausible scenario, with the existence of communication systems
where timing and volume of traffic is observed, but (typically) not content. Mobile
phones are particularly notable in this regard, because of how pervasive they are.
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Here we build on work examining detection of anomalous events in networks [10],
but with the focus on how to aggregate those signals in a computationally efficient
fashion. That is, if one cannot observe all nodes and edges, how best to sample the
network? We argue that an efficient monitoring strategy is focusing on network edges
that are located in vicinity to network hubs.

We demonstrate our approach using a comprehensive dataset, containing the entire
internal calls as well as many of the incoming and outgoing calls within a major mo-
bile carrier in a west European country, for a period of roughly 3 years. During this
period that mobile users have made approximately 12 billion phone calls. We used the
company’s log files, providing all phone calls (initiator, recipient, duration, and timing)
and SMS/MMS messages that the users exchange within and outside the company’s
network. The dataset also identifies the active cell towers of each call, thereby offering
real time location (with tower resolution) data for each user. All personal details have
been anonymized, and we have obtained IRB approval to perform research on it.

The rest of this paper contains related work that is discussed in Section 2, problem’s
definitions that is presented in Section 3, a demonstration of the proposed method using
real world cellular data in Section 4 and concluding remarks appear in Section 5.

2 Related Work

Recent research around the use of mobile network data for detection of extraordinary
events, had examined the question pertaining to the area where the event has occurred,
and its nature: a bomb attack is narrowly localized in space, thus likely the anomalous
calling activity will be limited to the immediate neighborhood of the event. This was
observed in an analysis of mobile data in the vicinity of a bomb attack [10].

It has been recently shown that in trying to assess the societal changes and anomalous
patterns that emerge in response to emergencies and security related events, it is crucial
to understand the underlying social network [26, 27], the role of the link weights [16],
as well as the response of the network to node and link removal [2].

Other works had examined the evolution of social groups, developing algorithms
capable of identifying “new groups” – a certain kind of anomalous network pattern [23],
or ways to cluster networks based on social and behavioral features [11]. In [19] the
behavior and social patterns 2.5 million mobile phone users, making 810 million phone
calls, were analyzed and resulted in clustering of the network to components showing
striking resemblance to the geographical districts the users live in.

In the broader scope, this line of work aims for creating techniques for analyzing
mobile phone data as ubiquitous and pervasive sensors networks. These techniques can
be used to detect social relations [1, 13], evolving behavioral trends [7, 24], mobility
patterns [15], environmental hazards [18, 25], socio-economical properties [14], and
various security related features [4, 5].

Another question of interest with this regards is the specific way we utilize our sen-
sors network. Namely, given a large number of sensors, what would be the best way to
deploy them, in order to obtain maximal pervasiveness ? Is the optimal deployment must
always be symmetric (as some works actually argue against this approach [8, 9, 21]) ?
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3 Problem Definitions

We denote the “global social network” as a graph G =< V,E > where V is the set of
all nodes and E is the set of directed edges over those nodes (an edge (u, v) exists if
and only if there has been a reciprocal call between users u and v).

We assume that occasionally various anomalous events take place in the “real world”,
that are being directly observed by some of the network’s users, that subsequently may
(or may not) react by calling one of more of their friends (i.e. their neighbors in the
social network).

Given a mobile carrier M , we denote its set of covered nodes (derived from its market
share) as VM ⊆ V , and its set of covered edges as EM ⊆ E. An edge is covered by M
if at least one of its nodes is covered by M , i.e. :

EM = {(u, v)|(u, v) ∈ E ∧ (u ∈ VM ∨ v ∈ VM )}

We assume that the operator M is interested to detect anomalous events such as emer-
gencies, and to do so with as high accuracy rate as possible, and using as little resources
as possible. We measure the amount of resources required by M as the overall number
of edges being analyzed, or monitored. We denote the subset of edges processed by M
as the “monitored edges”, SM ⊆ EM .

Given an upper bound, ε on the size of |SM |
|E| , we are interested in the highest detection

performance obtainable by monitoring a portion of the edges smaller than ε.
Throughout this work we refer to the “1 ego-network” of a node v as the graph

G1(V1, E1) such that V1 contains all of the nodes u such that there exists an edge (v, u)
in E, and that E1 contains all the edges from v to the nodes of V1. Furthermore, we
denote by the “1.5 ego-network” the graph G1.5(V1.5, E1.5) such that V1.5 = V1, and
that E1.5 = E1 ∪ Δ1.5 where Δ1.5 contains all the edges in E between nodes ui and
uj such that ui, uj ∈ V − v. The definitions of 1 ego-network and the 1.5 ego-network
are illustrated in Figure 1.

Fig. 1. An illustration of the 1 ego-network around (left chart) and the 1.5 ego-network (right
chart) around the same node v (marked in red). The nodes V1 = V1.5 are marked in blue. The E1

edges (left chart) and the E1.5 edges (right chart) are marked in green.
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3.1 Network Sampling

In this work we compare two alternatives for sampling a pre-defined number of net-
work’s edges. The basic method is simply to randomly select edges, with uniform distri-
bution (this will serve as the baseline for comparison). The second method we propose
in this work is to use the edges of the 1.5 ego-networks around network hubs – nodes
with high traffic (either incoming or outgoing). The rationale behind the use of hubs is
that hubs are highly likely to be exposed to new information, due to their high degree.

Specifically, given available resources ε, we select network nodes, v1, . . . , vn, from
VM , such that those nodes have the highest degrees in VM and the set SM =⋃

1≤i≤n E
1.5
M (vi) does not contain more than ε portion of the edges, where E1.5

M (v)
denote the 1.5 ego-network around node v, that is – the edges between v and all of v’s
neighbors, as well as the edges between v’s neighbors and themselves:

E1.5
M (vk) = EM (vk)

⋃
{(u1, u2)|(u1, u2) ∈ EM ∧ u1 ∈ E(vk) ∧ u2 ∈ E(vk)}

3.2 Anomalies Detection

In order to detect anomalies in the dynamics of the social network around the net-
work’s hubs we use the Local-Outlier-Factor (LOF) anomaly detection algorithm. In
other words, using the LOF algorithm for each network node we detected times where
anomaly features occur. Using majority voting between all the hubs under monitoring
we detected the times with the highest probability for anomalies.

We do so by ranking each day according to the number of hubs that reported it as
anomalous. Then, for each day we look at the 29 days that preceded it, and calculate
the final score of the day by its relative position in terms of anomaly-score within those
30 days. Namely, a day would be reported as anomalous (e.g., likely to contain some
emergency) if it is “more anomalous” compared to the past month, in terms of the
number of hubs-centered social networks influenced during it. Each day is given a score
between 0 and 1, stating its relative “anomaly location” within its preceding 30 days.

4 Emergency Detection Using Real World Data

For evaluating our proposed monitoring method as an enhanced method for anomalies
detection we have used a series of anomalous events that took place in the mobile net-
work country, during the time where the call logs data was recorded. Figure 2 presents
the events, including their “magnitude”, in terms of the time-span and size of population
they influenced.

We have divided the anomalies into the following three groups:

Concerts and Festivals. Events that are anomalous, but whose existence is known in
advance to a large enough group of people. Those include events number 9-16, as
appears in Figure 2.

“Small exposure events”. Anomalous events whose existence is unforseen, and that
were limited in their effect. Those include events number 1,2,5,6.

“Large exposure events”. Anomalous events whose existence is unforseen, that af-
fected a large population. Those include events number 3,4,7,8.
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Fig. 2. A detailed list of the anomalous events that were identified, including their duration (in
hours) and the number of population that resided in the relevant region (denoted as GP ). Further
details can be found in [10].

We rank each day between 0 and 1, according to its “anomalousness”, based on the
method explained above. This was done for increasingly growing number of monitored
edges, in order to track the evolution of the detection accuracy. The result of this process
was a series a numeric vectors pairs: (VBASE ,VHUBS)|E|, corresponding to the two
sampling methods used (e.g. the random network sampling for VBASE and the hubs-
sampling for VHUBS), for |E| edges which were monitored. In addition, we created a
binary vector V̂ having ‘1’ for anomalous days and ’0’ otherwise.

For |E| edges which were monitored we denote by δ|E| the difference between the

correlation coefficient of VHUBS and V̂ , and the correlation coefficient of VBASE and
V̂ , namely :

δ|E| = CORR(VHUBS , V̂)− CORR(VBASE , V̂)
for (VBASE ,VHUBS)|E|, and for CORR(x, y) the correlation coefficient function.

Figure 3 presents the values of δ|E| for number of monitored edges ranging between
300 and 800. It can be seen how the hubs-sampling outperforms the basic random-
sampling method. Furthermore, it can be seen that the positive delta increases with the
increase in the amount of available resources (namely, number of monitored edges).

Figure 4 presents the values of δ|E| for number of monitored edges between 300 and
800, for the three types of events.
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Fig. 3. The changes in the value of δ|E| for growing numbers of edges being analyzed, evaluated
using real anomalies and mobile calls data collected from a developed European country for a pe-
riod of 3 years. Positive values indicate a higher detection efficiency of hubs-sampling compared
to the basic random edge sampling, for the same number of monitored edges.
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Fig. 4. The changes in the value of δ|E| for growing numbers of edges being analysed, segregated
by the type of event detected. Notice how concerts and festivals that have high exposure value a
generate relatively lower values of δ|E| (but still monotonously increase with |E|), while the small
exposure events are characterized by the highest values of δ|E|, specifically for low values of |E|.
It is important to note that a low value of δ|E| does not imply that the accuracy of the detection
itself is low, but rather that the difference in accuracy between the two methods is small.



Detecting Anomalous Behaviors Using Structural Properties of Social Networks 439

5 Conclusions

In this paper we examined the problem of monitoring resources allocation for analyzing
mobile networks, and have shown that by using social features of the network (namely,
focusing on network hubs) prediction accuracy of anomalous events can be significantly
increased. Specifically, we have shown that focusing on the neighborhood around a hub
(the connections among the alters) will detect events external to the network that pro-
voke spreading communication within the network. Hubs act as collectors (and as a re-
sult, amplifiers) of social information, through facilitating the spread of communication
in their immediate neighborhood. Traces of small scale information diffusion processes
are more likely to be revealed when tracking hubs’ activities compared to randomly
selected nodes. In this work we show that this effect is so intense that in many cases
it outperforms the analysis of significantly larger amount of random nodes (in order to
compensate of the fact that the analysis of a single hub requires coverage of much more
edges than required for an arbitrary node).

We anticipate, however, that this methodology could be further extended and refined.
For example, as hubs can sometimes be major bottlenecks, it is plausible that other
neighborhoods within a large scale network would more efficiently act as social ampli-
fiers. For example, it is possible that generally densely connected communities within a
network would more efficiently disseminate observable changes in communication be-
havior, virtually acting as a kind of “distributed hub” (the dramatic effect of the network
topology on the dynamics of information diffusion in communities was demonstrated
in works such as [12, 22]). It is also possible that the incorporation of other kinds of
information about the properties of nodes would greatly improve the model.
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Abstract. People increasingly use social media to get first-hand news
and information. During disasters such as Hurricane Sandy and the
tsunami in Japan people used social media to report injuries as well as
send out their requests. During social movements such as Occupy Wall
Street (OWS) and the Arab Spring, people extensively used social media
to organize their events and spread the news. As more people rely on so-
cial media for political, social, and business events, it is more susceptible
to become a place for evildoers to use it to spread misinformation and
rumors. Therefore, users have the challenge to discern which piece of
information is credible or not. They also need to find ways to assess the
credibility of information. This problem becomes more important when
the source of the information is not known to the consumer.

In this paper we propose a method to measure user credibility in social
media. We study the situations in which we cannot assess the credibility
of the content or the credibility of the user (source of the information)
based on the user’s profile. We propose the CredRank algorithm to mea-
sure user credibility in social media. The algorithm analyzes social media
users’ online behavior to measure their credibility.

Keywords: Information Credibility, Behavior Analysis, Misinformation.

1 Introduction

Using social media, people easily can communicate and publish whatever they
like. As a result, people are able to create huge amounts of data. For example,
users on Twitter create 340 million tweets every day. Users on YouTube upload
72 hours of video every minute. In wordpress.com alone, bloggers submit 500,000
new posts and these posts receive more than 400,000 comments everyday1.

People use social media either for communications or share newsworthy infor-
mation. They use social media for almost every aspect of their lives. They use
social media during disasters to report injuries, damage, or their needs. Exam-
ples of events in which social media was utilized include the recent tsunami in
Japan, Hurricanes Irene, and Sandy, and the earthquake in Haiti [2]. In busi-
ness and marketing, social media is also used for product and service review and
recommendation. As a result, it is very common to read reviews and comments

1 http://www.jeffbullas.com/2012/08/02/

blogging-statistics-facts-and-figures-in-2012-infographic/
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before purchasing a product or using a service. During the social events such as
the Arab Spring and the Occupy Wall Street (OWS) movement, social media was
effective to spread information about the movements[13]. In many cases, people
report incidents and events almost instantly and their reports cover different as-
pects of the event (people act as social sensors). Social media provides first-hand
data, but one pressing problem is to distinguish true information from misin-
formation and rumors. In many cases, social media data is user generated and
can be biased, inaccurate, and subjective. Furthermore, some people use social
media to spread rumor and misinformation2. Consequently, information in social
media is not necessarily of equal value, and we need to assess the credibility of
the data before using it for decision making.

Using credible information is a prerequisite for accurate analysis utilizing so-
cial media data. Non-credible data will lead to inaccurate analysis, decision mak-
ing and predictions. Credibility is defined as “the quality of being trustworthy”.
In communication research, information credibility has three parts, message
credibility, source credibility, and media credibility [14]. Comparing conventional
media, assessing information credibility in social media is the more challenging
problem. In the case of conventional media such as newspapers, the source and
media are known; in addition the medium’s owners take responsibility for the
content. However in the case of social media, the source can be unknown thus no
one takes responsibility about the content. In many cases a username is the only
information we have about its source (e.g., an incomplete or even fake profile in
Twitter or YouTube that publishes information about an incident).

Ranking social media users on their credibility is one approach to measure the
credibility of the given piece of information. Twitter, for example, has a set of
verified accounts. These accounts have a blue badge on their profiles. According
to Twitter, “The verified badge helps users discover high-quality sources of in-
formation and trust that a legitimate source is authoring the account’s tweets.”3

Neither Twitter nor other social media websites are able and want to verify all
their users. In the best scenario, only a small portion of the users can be verified
by the websites. Considering this and the fact that many users would prefer to
remain unknown, it is expected that the majority of users in social media are
unverified.

This anonymity is both an advantage and a disadvantage of social media.
On one hand, people create content, and leave feedback or vote without being
afraid of any negative side effects resulting from their activities. This is a great
advantage especially for people in countries that lack the freedom of speech. On
the other hand, people could also take advantage of openness and anonymity.
Some would create many accounts in which to leave positive reviews in order
to boost one product or negative reviews to downgrade another. During social
and political movements (e.g., Arab Spring revolutions), one could observe many
highly organized Twitter accounts that actively tweet against the revolution[1].

2 http://personal.stevens.edu/~ysakamot/

726/paper/Grant/RAPIDdescription.pdf
3 http://www.twitter.com/verified

http://personal.stevens.edu/~ysakamot/726/paper/Grant/RAPIDdescription.pdf
http://personal.stevens.edu/~ysakamot/726/paper/Grant/RAPIDdescription.pdf
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We would see the same misbehavior in social bookmarking systems in which
highly coordinated accounts would try to change the voting results in a specific
direction. Such behavior could significantly decrease the quality of social media
content.

Contributions. We propose to address user credibility to tackle the information
credibility problem in social media. We propose the CredRank algorithm, which
measures the credibility of social media users based on their online behavior.

Paper Organization. The rest of the paper is organized as follows. Section 2,
Literature Review, reviews the related work on information credibility and cred-
ibility in social media. Section 3, Problem Statement, discusses the credibility
problem in social media. Section 4, A Proposed Solution, introduces the Cre-
dRank algorithm as one solution to measure user credibility. Section 5, Experi-
ments, shows the use of the proposed method on the U.S. Senate voting record
data. Section 6, Discussion, summarizes findings and describes future work.

2 Literature Review

Assessing credibility is an important part of research on mass communication.
Seminal work on credibility concentrated on source credibility as well as cred-
ibility attributed to different media channels [9]. In traditional media as well
as social media, the credibility of the source has a great effect on the pro-
cess of acquiring the content and changing audience attitudes and beliefs [5].
Studies confirm that people consider Internet information as credible as tra-
ditional media such as television, radio, and magazines but not as credible as
newspapers [11].

Castillo et al. in [6] discussed the information credibility of news propagated
through Twitter. They used users’ profile information, network information, and
users’ behavior (tweets and retweets) to assess the credibility of tweets. Barbier
and Liu in [4] proposed a method to find provenance paths leading to sources of
the information to evaluate its credibility. Researches have used trust information
to evaluate online content. Trust is widely exploited to help online users collect
reliable information in applications such as high-quality reviews detection and
product recommendations [10]. Guha et al. [8] studied the problem of propagat-
ing trust and distrust among Epinions’ 4 users, who may assign positive (trust)
and negative (distrust) ratings to one another. They used trust information to
rank users and using that, rank the content generated by the users. Castilo et
al. [6], used features from users’ posting behavior (tweet and retweet), text, and
the network (# of friends and # of followers) to distinguish credible from not
credible tweets. Agichtein et al. [3], used community information to identify high
quality content in question and answering portal (Yahoo! Answers5). They used
features from answers, questions, votes, and users’ information and relationship
to build a model to measure quality of the content.

4 http://www.epinions.com
5 http://answers.yahoo.com
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Popularity is the most accepted measure of assessing credibility of users and
content in social media. Usually popularity and credibility are used interchange-
ably. For example many users would trust a Twitter user who has many followers.
Similarly one might trust a piece of information (a video clip on YouTube) if
many people had already watched it. Using popularity idea, there are some work
that used link based information (e.g., PageRank and HITS) to rank the users
and evaluate the content based on the source’s rank. [12] used HITS to rank
users and find experts and high quality answers in the question and answering
communities. Using number of inlinks (# of friends on Facebook or # of follow-
ers on Twitter) is well-accepted feature to measure the importance (credibility
or influence in different concepts) or users. Cha et al. [7] use three approaches
(indegree, retweet, and mention) to measure users’ importance in Twitter. The
study shows that although indegree measures the popularity of a user, it does
not necessarily reflect the importance (or influence in some domains) of the user.

3 Non-credible Information and the Need for Detection

Non-credible users are responsible for part of the non-credible information in so-
cial media. In this section, using real examples from the Arab Spring movements
in social media sites, we show how users can generate and spread misinformation
or prevent the spread of trustworthy information.

Twitter. Usually for disasters or social events, the most useful and novel in-
formation is distributed by unknown or unpopular social media users. In this
situation, the receiver of the information does not have adequate time and/or
resources to assess source’s credibility. Since they cannot assess the credibility
of the information or sources, ordinarily the user relies on the popularity of
the source or the content (# of followers or # of retweets). However ordinary
Twitter users do not have many followers; therefore, their content would not
get attention and would be lost among many other tweets. On the other hand
some organized users take advantage of this situation. For example, during Arab
Spring there were many coordinated users tweeting against the revolutionists.
Many of them could be government-supported accounts. These users were very
organized and most of them followed one another and retweeted one another’s
tweets. Therefore, their content could easily be noticed in Twitter.

YouTube. In some cases, coordinated users targeted a video clip on YouTube
to take it down. They frequently submitted false reports against the video and
in many cases, these false reports led to the video removal from YouTube.

Voting Systems. In voting systems (social bookmarking systems), users who
have more supporters can get more votes and publicize their content more easily
than others. It is common in this kind of system that many users create a clique,
usually vote for one another’s content, and against other users’ contents. This
enables them to publicize their content and deter other users who cannot collect
enough votes for their content. These highly connected users also easily can
degrade others’ content by awarding them negative votes.
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In all of these cases coordinated users can easily suppress independent users
and prevent their content from spreading in social media. They also would be
able to spread misinformation. These coordinated users have highly correlated
behavior (e.g. their tweets are very similar or their votes have similar patterns).
The next section shows our attempt on detecting these users by monitoring
their online behavior. These are non-credible users who generate and spread
misinformation or prevent other users from spreading their content. The main
properties of non-credible users are:

– Creating a large number of accounts and using the accounts to spread the
word.

– Voting, regardless of content, for other users in their group. As the votes go
for the user, not the content, the number of votes coming from the group
members does not represent the quality of the content6.

4 Proposed Solution

Our solution gives each independent person an equal vote and a chance to pub-
licize his/her content. We perform the following steps: (1) detect and cluster
coordinated users (dependent users) together and (2) weight each cluster based
on the size of the cluster. We design the CredRank algorithm to perform these
two steps.

4.1 CredRank Algorithm

This algorithm finds users with similar behavior and clusters them. CredRank
uses a hierarchical clustering method to cluster similar users into clusters. We
measure similarity of behaviors to calculate the similarity between users.

Sim(ui, uj) =
1

tn − t0

tn∑
t=t0

σ(B(ui, t), B(uj, t)) (1)

where B(ui, t) is user ui’s behavior in timestamp t and σ(B(ui, t), B(uj , t)) is a
function that measures the similarity of two users’ behavior in the given times-
tamp t.

For each domain we use a specific function to measure similarity. For example,
to measure Twitter users’ similarity we calculate the similarity of their tweets.
In social bookmarking systems, we measure the similarity of their votes. We
can use various similarity measure approaches such as edit-distance, tf-idf, or
Jaccard’s coefficient. In our experiments we use Jaccard’s coefficient to calculate
behaviors’ similarity.

σ(Bi, Bj) =
|Bi ∩Bj |
|Bi ∪Bj | (2)

6 This problem also exists in political parties. In many cases, regardless of the topic,
legislators vote for their party
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Algorithm 1. CredRank Algorithm

1: Measure the pairwise similarity between users based on their behavior
(Sim(ui, uj)).

2: Cluster users together if their similarity exceeds the threshold τ .

3: Assign ωCi =

√
|Ci|

∑

j

√
|Cj |

to each cluster, which is the cluster’s weight. Each member

in the cluster Ci, has a weight of

√
|Ci|

|Ci| which is the credibility assigned to the
member.

σ(Bi, Bj) = 1 shows that two users’ behaviors are completely similar and
σ(Bi, Bj) = 0 shows that their behaviors are different.

After calculating the similarity between users, we cluster users together if their
similarity exceeds the threshold τ . The value of τ varies for different domains.

In the next step, using the following formula, we assign clusters’ weights.

ωCi =

√|Ci|∑
j

√|Cj |
(3)

where ωCi is the weight assigned to the cluster Ci with |Ci| members. Each

member in cluster Ci, has a weight of

√
|Ci|

|Ci| . This value show the amount of the

credibility associates with the member.

5 Experiments

We use US Senate voting history data to show how the proposed algorithm
helps us to detect coordinated collective behavior. In this case we consider the
highly coordinated voting as non-credible behaviors. In this section we show that
how we can detect these coordinated behavior. Then we use these coordinated
behaviors to detect senators with similar voting history. Then we cluster senators
with similar voting history in the same groups. Our analysis show that usually
votes in each cluster are highly correlated.

Dataset. We crawled United States Senate official websites 7 to collect sena-
tors’ votes records. The website provides Senate ”Roll Call Vote” results for the
current and several prior Congresses. We crawled voting history from 1989 to
2012. For each issue, we collected each Senator’s vote (yea or nay) and the vote
result (rejected, agreed to, passed, and confirmed).

To analyze the correlation between votes, we use CredRank algorithm idea
and calculate top eigenvalues as we report them in table 1.

7 http://www.senate.gov
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Table 1. Top eigenvalues of senators’ voting history

Eig 1 Eig 2 Eig 3 Eig 4 Eig 5 Eig 6

70.3542 12.2152 1.6815 0.9427 0.7385 0.7013

By using k-means, with different values of k, in most cases Democratic and
Republican senators cluster into different clusters. In almost all cases senators’
votes depend on their party. In only a few cases the votes really represent sen-
ator’s own opinion. Oftentimes votes of a few independent senators are highly
influential on the result of votes and usually the result is highly dependent on
their votes.

Referring to Table 1, the results show that Senators’ votes are highly corre-
lated. By using CredRank we can cluster senators into 6 clusters and rank them
based on the number of senators in each group. If we pick one representative for
each group, with the weight calculated by step 2 of the algorithm, we would be
able to generate the same vote results as of votes from all of the senators.

Despite the real-world voting systems, we do not expect to observe coordi-
nated voting behavior in social media. If two users in a rating system have very
similar votes for many products, we consider this voting behavior as non-credible
behavior. Therefore the users considered as non-credible users.

6 Discussion

In this paper, we propose a method to detect coordinated behavior in social
media and assign a lower credibility weight to users who are involved in the
coordinated behavior. In this process, we are able to prevent the spread of mis-
information generated by these users, which is an attempt to increase the quality
of information in social media. The proposed algorithm helps us to detect indi-
viduals who use many social media accounts and do so in a way to diffuse their
content. The CredRank algorithm can be used in many cases such as: preventing
the distribution of rumors, averting coordinated activities, and thwarting fake
product reviews. In the future work, we will improve the algorithm to solve two
drawbacks we mention them next. Using the method might prevent true diffu-
sion of information. In addition, calculating similarity among all users’ behaviors
in real time might be computationally expensive.

In order to achieve better results, we must consider all three parts involved
in information credibility, including message credibility, source credibility, and
media credibility. Focusing on source credibility and considering more features of
sources, such as network and profile, to assess user credibility is an extension to
this work. By considering behavior, network, and profile we expect to construct
a reliable model to assess source credibility in social media.

Acknowledgments. This research is sponsored, in part, by Office of Naval
Research (Grant number: N000141110527).
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Abstract. Understanding the mechanism of financial crises is an im-
portant issue, especially in a time of profound economic difficulty world-
wide. To gain insights into how economic crises develop, we examine
the exposure network associated with Fannie Mae/Freddie Mac, Lehman
Brothers, and American International Group, and show that the losses
associated with them can be modeled by an Omori-law-like distribution
for earthquake aftershocks. Under certain conditions, Omori’s law leads
to Pareto distribution. Positive Pareto incomes, together with Omori’s
law, motivate us to examine whether distributions of negative incomes
during crises may also be modeled by Pareto distributions. We find
that during crises, negative incomes not only may indeed be modeled
as Pareto-like distributions, but actually have heavier tails than those
for positive incomes. As a result, entropy flow associated with losses or
negative incomes provides an excellent technique for predicting economic
downturns.

1 Introduction

There have been a growing number of financial crises in the world, according
to the International Monetary Fund [1]. Important lessons may be learned from
previous major financial crises [2], such as (i) globalization has increased the
frequency and spread of financial crises, but not necessarily their severity, (ii)
early intervention by central banks is more effective in limiting their spread than
later moves, (iii) it is difficult to tell at the time whether a financial crisis will
have broader economic consequences, and (iv) regulators often cannot keep up
with the pace of financial innovation that may trigger a crisis. While financial
crises can be studied through theoretical modeling [3,4] and analysis of individual
companies [1,5,6,8], it is still an important open question whether financial crises
in general and the recent gigantic economic crisis in US in particular, can be
analyzed using analogies from the physical world. In this work, we focus on
the collective economic dynamics associated with losses or negative incomes.
Specifically, we shall start from the exposure networks of Fannie Mae/Freddie
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Mac (FNM/FRE), Lehman Brothers (LEH), and American International Group
(AIG), then examine the generic distributions associated with negative incomes,
and finally examine the entropy flow associated with losses or negative incomes
and prediction of economic downturns.

2 Distribution of Losses in Crisis Exposure Networks

The 2007 - 2009 financial crisis was a truly gigantic one, as it claimed Bear
Stearns, Fannie Mae (FNM), Freddie Mac (FRE), Lehman Brothers (LEH),
American International Group (AIG), and Washington Mutual (WaMu) in the
United States, and spiraled to the entire world and consumed other businesses,
including Japan’s Yamato Life Insurance. It even has much to do with the current
dire economic conditions in many countries in the European Unions. Here, we
report an effort of constructing networks exposed to AIG, LEH, and FNM/FRE.
We find that the distribution for the investments in those exposure networks is
strikingly similar to the Omori’s law for the rate of occurrence of aftershocks
triggered by a main earthquake. The similarity stimulates us to take an evolu-
tionary point of view and examine the entropy production associated with the
formation of exposure networks.

By searching on the Internet daily list of companies reporting AIG, LEH, and
FNM/FRE exposures in 2008, we found respectively, 34, 151, and 146 compa-
nies worldwide, exposed to AIG, LEH, and FNM/FRE, and constructed three
separate exposure networks. Based on the foreign exchange rate data on October
8, 2008, the amount of investments ranges from less than 1 million to hundreds
of millions or even tens of billions of US dollars in each network. AIG, LEH,
and FNM/FRE, being connected to all the companies exposed to them, may
be called hub-nodes, just as hubs of major airlines. In contrast, other compa-
nies may be called end-nodes, and the amount of their exposures to AIG, LEH,
and FNM/FRE determines the strength of the links connecting them to the
hub-nodes. To assess the severity of the collapse of hub-nodes, it is most impor-
tant to find the number of companies with big investments on those hub-nodes.
Mathematically, this amounts to estimating the complementary cumulative dis-
tribution function (CCDF), P (X ≥ x) = Probability that X ≥ x million. The
huge range of capitals involved in each network makes such a task feasible and
meaningful.

To reliably estimate distributions from sparse data with wide range, we have
used the technique of equal-log-bin [8] by first taking logarithm of the data,
then estimating the CCDF. The results are shown in Fig. 1. We observe that the
CCDFs for AIG and LEH are concave to the origin, while that for FNM/FRE is
a power-law. The similarity between AIG and LEH suggests that they may have
very similar business models/strategies. The power-law behavior for FNM/FRE
suggests that the FNM/FRE exposure network is a type of power-law or scale-
free network [9]. The difference between FNM/FRE and AIG/LEH might partly
be due to the fact that many companies had greatly reduced their investments
on FNM/FRE before FNM/FRE were taken over by the U.S. government.
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Fig. 1. CCDF for the investment distribution of the 3 exposure networks. (α, β) are
(2, 118), (1.6, 116), and (0.5, 2), for AIG, LEH, and FNM/FRE, respectively.

Can we find a simple closed-form formula to fit all the CCDFs found here? The
task sounds challenging, since the CCDFs for AIG and LEH are very different
from that for FNM/FRE. Surprisingly, it turns out that an Omori-like law for
earthquake aftershock activity solves the problem neatly. The Omori law for
aftershock activity states that [10],

r(t) =
1

τ [1 + t/c]p
(1)

where r(t) is the rate of occurrence of aftershocks with magnitudes greater than
m at time t after a major earthquake, τ and c are certain characteristic times,
and p > 0 is the scaling parameter. The Omori law has been used to describe
volatility return intervals in stock markets [11,12]. It has an interesting property
that when p 	= 1, it essentially keeps its functional form with integration or
differentiation. This motivates us to fit our CCDFs by the following formula,

P (X ≥ x) =
(
1 +

x

β

)−α

, (2)

where α > 0 and β > 0 are parameters. The fitting is shown in Fig. 1 as red
smooth curves, where (α, β) are (2, 118), (1.6, 116), and (0.5, 2), for AIG, LEH,
and FNM/FRE, respectively. In all three cases, the fitting is remarkably good.
This suggests that cascading of failures of financial institutions after the collapse
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of a major financial player is remarkably similar to the triggering of a sequence
of aftershocks by a major earthquake.

Note that when x� β, Eq. (2) becomes a power-law,

P (X ≥ x) ∼ x−α (3)

When α < 2, such a distribution is heavy-tailed having infinite variance. When
α ≤ 1, the mean also becomes infinite.

3 Distribution of Losses around Recession Times

It is well-known that positive incomes often follow a Pareto-like distribution. In
good economic times, losses are rare, and in general, one would not anticipate
Pareto-law to be relevant to the distribution of losses. However, the situation
drastically changes right before or during economic recessions. Since the Omori-
like law described by Eq.(2) has provided an excellent model for the loss dis-
tribution in exposure networks, we thus ask whether Omori’s Law in general,
and Pareto-law in particular, may be relevant for the characterization of losses
around recession times.

To show this, we examined pretax quarterly incomes, from the beginning of
1990 to the end of 2011, of thousands of U.S. companies in 9 sectors: Financial,
Consumer Goods, Consumer Services, Basic Materials, Health Care, Industrials,
Oil/Gas, Tech-Telecommunications, and Utilities (See Data Source). Prior to
1990, income data for many companies in these sectors are incomplete, and thus
meaningful analysis is not feasible. In the analyses below, we consider negative
and positive incomes as separate clusters; when the number of companies in
each category or cluster is sufficiently large, distributional analysis is feasible.
The black circles in Fig. 2 illustrate the positive income distributions in general,
and the straight lines in the tail region of the log-log plots clearly indicate a
heavy-tailed distribution. While the shape of the positive income distribution is
largely independent of the economic health of the sector, the parameter α is not
universal; instead, it correlates well with the health of the economy — it attains
a larger value when a recession is more serious.

The shape of distribution of negative incomes, in contrast, strongly depends
on the economic health of the sector. During healthy periods, negative incomes
occur because of nonsystemic reasons (e.g., poor management) and are rare and
small. When losses are very few, the loss distribution may not be well-defined;
when losses become slightly more numerous, X = −Y (where Y < 0 denotes
negative incomes) may roughly follow an exponential distribution, or, with even
more numerous losses, resemble a heavy-tailed distribution.

For the 2008 Financial Crisis, prior to the third quarter of 2007, the distribu-
tion of losses in any quarter is thinner than that of positive incomes in the same
quarter (i.e., the tail of the loss distribution lies beneath the tail of the profit
distribution). However, near the onset of and during a crisis, the distributions of
negative incomes not only have also become Pareto, but have even heavier tails
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(b) Industrial sector
     1992 Q1

(c) Technology sector
     2001 Q2

(d) Technology sector
      2001 Q4

(f) Financial sector
     2008 Q2

(e) Financial sector
      2007 Q4

α = 0.94 ± 0.13 α = 1.22 ± 0.16

α = 1.78 ± 0.27 α = 1.82 ± 0.40

α = 1.00 ± 0.05

(a) Industrial sector
     1991 Q4

α = 0.91 ± 0.10

α = 0.97 ± 0.06

α = 0.91 ± 0.07

α = 1.23 ± 0.10

α = 0.63 ± 0.10α = 0.91 ± 0.08

α = 0.96 ± 0.04

Fig. 2. CCDF (log-log scale) for negative (red square) and positive (black circle) pretax
incomes amongst U.S. companies: (a) industrial sector, fourth quarter of 1991, 116 and
327 negative and positive pretax incomes; (b) industrial sector, first quarter of 1992, 118
and 335 negative and positive pretax incomes; (c) technology sector, second quarter of
2001, 275 and 418 negative and positive pretax incomes; (d) technology sector, fourth
quarter of 2001, 356 and 345 negative and positive pretax incomes; (e) financial sector,
fourth quarter of 2007, 141 and 823 negative and positive pretax incomes; (f) financial
sector, second quarter of 2008, 157 and 800 negative and positive pretax incomes.
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than those of positive incomes during the same period (Fig. 2(e,f)). Again, such
behaviors is also seen in other recessions (Fig. 2(a–d)).

Two important conclusions can be deduced from Fig. 2: (i) the shape of the
distribution for the losses indicates the severity of the losses; and (i) a recession
may be defined as the instance that the distribution for the negative incomes is
on top of that for the positive incomes. Guided by these understanding, we have
found that the recent US recession ended around Q2 of 2009. Unfortunately, the
losses, especially for financial institutions, have still been significant, at least up
to Q2 of 2011.

4 Entropy Flow Associated Losses

As with income distribution analysis, it is more convenient to consider the en-
tropy of the positive and negative income clusters separately. The stability or
strength of an income cluster may be quantified by its entropy, given that the
second law of thermodynamics can be equivalently restated as saying that the
most stable configuration is the one with the highest entropy. For discrete proba-
bilities estimated from data, the following formula for entropy is most convenient

H = −
∑

Pi logPi, (4)

where Pi are the probabilities that the positive or negative incomes will fall
within a prescribed bin i (where a bin is an interval of fixed length). We shall
take 2 as the base of the logarithm so that the unit of the entropy is the bit.
Note that when all the probabilities are equal, Shannon entropy attains its largest
value; such a situation may be associated with the discretization of a uniform
distribution. Fig. 3 shows H from the first quarter of 2006 to the fourth quarter
of 2008, for positive (black circles) and negative (red squares) incomes in 5
sectors (Financial, Consumer Goods, Consumer Services, Technology, and Health
Care). The discrete probabilities in Fig. 3 are computed using a bin size of
$15 million. Tests using bin sizes of $5, $10, and $20 million shifted the curves
vertically, but the difference between H for positive and negative incomes is
largely independent of the bin size. The entropy of the distribution of positive
incomes is almost constant, for all five sectors examined here. In contrast, the
entropy of the distribution of negative incomes varies considerably with time.
For example, for the Financial sector, it is markedly smaller than the entropy of
positive incomes until the third quarter of 2007, when the entropy rises sharply.
By the third quarter of 2007, the difference between the two entropies is almost
zero, suggesting that the cluster of financial companies with losses is almost as
strong (i.e., this configuration is nearly as stable) as the cluster of profitable
financial companies, and signals weakness in the sector. From the third quarter
of 2007 on, the entropy of the distribution of negative incomes is noticeably larger
than for positive incomes, indicating that the cluster of financial companies with
negative incomes is well-established and stronger than the cluster of financial
companies with positive incomes, consistent with the progression of the 2008
Financial Crisis.
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Fig. 3. Entropies (in units of bits) for the distribution of positive (black circles) and
negative (red squares) incomes from the first quarter of 2006 to the fourth quarter of
2008 for 5 sectors
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The time series of entropy H for other sectors in the period preceeding and
during the 2008 Financial Crisis show behavior consistent with the leading role
of the Financial sector in the crisis, and propagation of the crisis from that sector
into other sectors of the economy. Consumer Services (Fig. 3(c)) and Technology
(Fig. 3(d)), for instance, do not show noticeable weakness until after third quar-
ter of 2008. The temporal variations of entropy for Consumer Goods (Fig. 3(b))
shows similar behavior, though in second quarter of 2007 the negative income
entropy nearly surpasses positive income entropy, suggesting the beginning of
sector weakness at that time.

Note that the propagation of weakness from one sector to another during the
2008 Financial Crisis, as revealed in positive and negative income entropy, is
also seen during other periods of market decline, such as the 1999–2003 tech-
nology stock fueled decline and the early 1990 recession. These results compare
well with the National Bureau of Economic Research (NBER)’s business cycle
contraction onset dating determinations during this period. The NBER busi-
ness cycles determinations are, however, retrospectives. If we compare the dates
of our entropy-based downturn onset identifications with the dates the NBER
announced their onset identifications, our entropy-based identifications preceed
the NBER announcements; for the 2008 crisis, the entropy-based identification
occurs 1 year earlier.

5 Discussions

To better understand the mechanism of financial crises, in this paper, we have
examined the distribution of losses associated with exposure networks of Fannie
Mae/Freddie Mac, Lehman Brothers, and American International Group, and
show that the losses associated with them can be modeled by an Omori-law-
like distribution for earthquake aftershocks. We also have shown that this law
is very relevant to the distribution of negative incomes around recession times.
Furthermore, we have considered entropy flow associated with losses or negative
incomes, and shown that entropy method provides an excellent technique for
predicting economic downturns. A remaining significant question would be to
analytically derive the Omori-law-like distribution, through an evolution point
of view.
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Abstract. Social media has changed the information landscape for a variety of 
events including natural disasters, demonstrations, and violent crises. During 
these events, people use a variety of social media, such as Twitter, to share in- 
formation with the world. Given the massive amount of data generated, it is dif- 
ficult to identify the valuable information in a sea of noise. In this study, we  
focus on a universal contributing factor to information value—trust—which is 
analyzed in two steps. Leveraging the theory of trust in information, a set of 
metrics is developed that focus on trusted relationships and behavioral 
indicators of trustworthiness within social media. Second, these trust metrics 
are tested on an anonymized data set and their results presented. 

Keywords: trust theory, trust metrics, social networks, graph theory, automated 
social media analysis. 

1 Introduction 

The proliferation of social media has changed the information landscape for a variety of 
events including natural disasters, demonstrations, and violent crises. During these events, 
people use a variety of social media (e.g., Twitter) to share information. Given the massive 
amount of data that can be generated in a short period of time by social media, it is 
difficult to identify valuable information in a sea of noise. That analysis is dependent on 
careful definitions of information value, which may shift according to the type of data 
considered, who is inspecting the data, and for what purposes the data is being used. To 
accommodate that broad range of definitions, many current attempts to exploit social 
media are highly manual, using “mechanical Turk” approaches to synthesize information. 
For example, the disaster response information sharing service Ushahidi (http:// 
www.ushahidi.com) used a team to manually categorize and store responses to the Haiti 
earthquake in January 2010. However, reliance on manual synthesis impedes scaling. As a 
result, approaches like Ushahidi are not well-suited in all situations to determine 
information value. A more robust solution, one that explicitly models information value in 
more automated and decision-relevant terms, is clearly required. 

This paper examines the notion of trust as a way to determine key information 
within social media using automated tools, which is accomplished in two steps.  
Leveraging the theory of “trust in information” as articulated by Henry and Dietz 
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(2011), a set of metrics is developed that focus on trusted relationships within social 
media data sets. These metrics focus on the structure of relationships rather than the 
content of messages passed within social media, which we posit as a more reliable 
indicator of trust. Second, these trust metrics are then tested on an anonymized 
Twitter data set from the Occupy Wall Street (OWS) movement. The results of this 
test indicate that trust relationships can be found within social media using automated 
tools. 

2 Metric Development 

We now present structure-based metrics that focus on the identification of trustworthy 
individuals. Our concept of trust in information considers network structural elements 
rather than message content, which is outside the scope of this study. 

We began by formalizing a conceptual hypothesis: that a node (or social media us- 
er) that served as a source of information to high-profile and widely-distributed users 
(e.g., news sources, celebrities) could provide high-value and potentially trustworthy 
information. This hypothesis leads to two graph-theoretic definitions. We define first- 
order influence as simply the degree to which a user receives attention from others in 
a social network. First-order influencers are not necessarily inherently trustworthy— 
news sources may be biased or untrustworthy in many areas of the world, and the 
same is true of other central figures such as celebrities. Rather, it is the second con- 
cept that allows for the identification of trust relationships. We define second-order 
influence as the degree to which a user indirectly receives attention in a social net- 
work. Second-order influence is measured by the propagation of a user’s ideas into a 
social network by means other than direct messages. We hypothesized that second- 
order influencers are more likely to provide trustworthy information, since first-order 
influencers look to them for local, timely, and detailed knowledge. In our OWS Twit- 
ter data set, we had access to the messages, but not to follower data for the users in 
question. In situations like this, a simple metric like degree centrality performed on a 
directed unweighted “mention network” in tweets can identify users with high first- 
order influence. Without resorting to computationally-intensive and unreliable content 
analysis techniques, we exploited a simple Twitter social convention, retweeting, to 
track second-order influence. While this specific mechanism is unique to Twitter, the 
general concept applies to most social media (e.g., resharing on Facebook), email 
systems (forwarding or quoting), and collaborative data sharing and office productivi- 
ty software (through mechanisms as simple as cutting and pasting). 

In our test data, we considered users to have high second-order influence if they 
were frequently retweeted by users with high first-order influence. Several metrics, 
such as Katz centrality or the PageRank metric, can identify users with high second- 
order influence, but our desired property is slightly more specific. Due to frequently 
dense connections between high first-order influence users, these users also have very 
high second-order influence, usually the highest in the network. For this study, we 
wanted to locate users with high second-order and low first-order influence. This 
distinction is not as simple as eliminating users with high first-order influence from 
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the result set, as we will see in the discussion below. These users, we theorized, would 
include on-the-scene local reports. These might be as diverse as trusted family mem- 
bers or news reporters reporting on natural disasters, to the man from Abbottabad who 
tweeted about helicopter noise, indicating the raid that successfully targeted Osama 
Bin Laden. Identifying and tracking these users would remove the delay associated 
with them being retweeted by high-profile news sources and would remove any filter- 
ing being done by those sources. To locate these users, we developed and tested a 
suite of potential metrics. 

The first two metrics we tested tried different approaches to isolating these users. 
Our first metric, Decremented Second-Order Centrality (see Equation 1), is a straight- 
forward naïve approach. We computed a simple approximation of second-order influ- 
ence for each user by summing the in-degree of all users that mentioned the user in 
question (in the future we will refer to this value as the unweighted second-order de- 
gree centrality), then subtracted the degree of the user. This proved insufficient, for 
several reasons. First, the natural degree distribution of the network was broad enough 
that the average degree of the network was significantly greater than 1 (we considered 
subtracting the degree of the central user multiplied by a coefficient equal to the aver- 
age degree of the network, but rejected this as too closely associated with a single 
data set, making it harder to generalize). Second, we found that users with high first- 
order influence often had considerably higher second-order influence than the users 
we were looking for, leading to them continuing to outperform our target users even 
in this metric.  

deg( )( )  deg ( )
 

Equation 1: Decremented Second-Order Centrality 
 
Our second metric, Scaled Second-Order Centrality (see Equation 2), took a differ- 

ent tack. Rather than the linear difference of second-order and first-order degree cen- 
tralities, we took the ratio of the two (or equivalently, we calculated the average de- 
gree of users who referred to the central user). This metric proved much more suc- 
cessful. The comparatively larger second-order influence of high-profile users was 
reduced, effectively, to simply the number of high-profile users referred to them, 
which was considerably lower than the values for low-profile users referred to by 
high-profile ones. This metric provided good progress towards our goals, but had 
several drawbacks, most notably that it did not provide higher values for users that 
were mentioned repeatedly by high-profile users or for users that were mentioned by 
multiple high-profile users. deg( )( ) deg ( )  

Equation 2: Scaled Second-Order Centrality 
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Based on the results of these two metrics, we iterated by developing a new pair of 
metrics, each a refined version of one of the previous two. We began with a refined 
version of the Decremented Second-Order Centrality metric, which we called Loga- 
rithm-Based Second-Order Centrality, illustrated in Equation 3. Rather than effective- 
ly subtracting 1 from every adjacent user’s degree before adding it to a running sum, 
we instead took the logarithm of each user’s centrality before adding it to the sum. 
This still had the effect of removing all nodes with degree 1 from the sum, but also 
reduced the impact of the medium-profile users. Ultimately, however, even this 
proved ineffective, as it failed to resolve the problems that stemmed from the compar- 
atively higher second-order influence of high-profile users over the users for which 
we were looking. log(deg( ))( )  

Equation 3: Logarithm-Based Second-Order Centrality 
 
Our refined version of the Scaled Second-Order Centrality metric was called Edge- 

Weighted Second-Order Centrality, illustrated in Equation 4. To calculate it, we add- 
ed new information to the graph by giving edges (based on mentions) a weight equal 
to the log of the number of mentions between the relevant pair of users. From this, we 
calculated a weighted degree average by multiplying each adjacent user’s degree by 
the weight of the edge between them and the central user before adding them to the 
sum (we call this sum, before it is divided by the central node’s degree, the weighted 
second-order degree centrality). This successfully promoted users repeatedly men- 
tioned by the same high-profile source over those who were only mentioned a single 
time. This approach still resulted in the highest scores being achieved by users only 
ever referenced by a single high-profile user, but this was considered acceptable, as 
ultimately any metric that does not suffer from this problem requires a way to catego- 
rize nodes into “low-profile” and “high-profile,” and as both iterations of the linear 
difference metric proved, this ends up being a highly network-specific question. deg( ) ( , )( ) deg ( )  

Equation 4: Edge-Weighted Second-Order Centrality 
 
After comparison of all four examined metrics, we determined that Edge-Weighted 

Second-Order Centrality generally was most successful at identifying users with high 
second-order influence and low first-order influence. These metrics are tested in the 
following section. 

3 Metric Results 

We applied the trust metrics to the anonymized OWS data set, which contained 
600MB worth of tweets, and compared the metrics against one another to test their 
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ability to identify promising second-order influencers. The running time to analyze 
the data set was under five minutes. Each of the algorithms rely upon a summation of 
the degree of surrounding users, meaning that running an algorithm on a network of n 
nodes will require an analysis of each node’s degree, and for each node, those degrees 
must be operated on and summed. This process scales linearly, meaning that these 
metrics are likely to prove effective for all conceivable applications. 

We present the results here in four tables with each corresponding to the four algo- 
rithms developed: (1) Decremented Second-Order (DSO) Centrality, (2) Scaled Se- 
cond-Order (SSO) Centrality, (3) Log-Based Second-Order (LBSO) Centrality, and 
(4) Edge-Weighted Second-Order (EWSO) Centrality. Each table focuses on a sepa- 
rate metric, with the highest value nodes from that algorithm presented in order. The 
node IDs and values for the other algorithms are provided as well to allow for com- 
parison of results across algorithms and to identify correlations among their results. 
Table 1 demonstrates the results from the naïve metric, Decremented Second-Order 
Centrality. The table lists the nodes with the highest degree, decremented by one (the 
highest-degree node in the OWS data set was node 19 with 561 links). Little insight is 
provided by the first table alone, but having this metric provides insight for the subse- 
quent analyses. 

Table 1. Trust metrics ordered by Decremented Second-Order (DSO) Centrality 

Node ID DSO SSO LBSO EWSO 
19 560 1.43 12.2 2.77

1818 391 1.18 5.26 1.74
62 386 2.018 10.9 3.32

367 236 3.19 12.0 5.86
2035 207 0.207 0.0414 0.207

259 195 1.18 2.50 1.56
20 187 3.39 6.80 4.23

826 181 2.58 3.96 3.39
212 171 2.06 3.90 3.29

1194 163 3.57 9.74 6.41
 
The top results for Scaled Second-Order Centrality are illustrated in Table 2. The 

top node, 14043, also correlates with high values for Log-Based and Edge-Weighted 
Second-Order Centrality. Of note, all of the top Scaled nodes have a value of zero for 
their Decremented cases. Reviewing this conclusion, we see that the Scaled Second- 
Order Centrality algorithm is working as designed: it focuses its attention on individ- 
uals that do not have high degree, but nonetheless have high influence. However, as 
noted in Section 4.4, this algorithm does not provide higher values for users that are 
mentioned repeatedly by high-profile users or for users that are mentioned by multiple 
high-profile users. This point will not become fully clear until we study Edge- 
Weighted Second-Order Centrality. 
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Table 2. Trust metrics ordered by Scaled Second-Order (SSO) Centrality 

Node ID DSO SSO LBSO EWSO 
14043 0 188 2.68 394

14006 0 188 1.28 188
5316 0 145 1.16 145

16907 0 123 1.09 123

14627 0 123 1.09 123

14314 0 123 1.09 123

14088 0 123 1.09 123

14087 0 123 1.09 123

13525 0 123 1.09 123

12827 0 123 1.09 123
 
Table 3 provides an overview of results ordered by Log-Based Second-Order Cen- 

trality. The intent of this algorithm was to “filter out” or lessen the impact of linkages 
to other nodes with low first-order influence by summing the logarithms of neighbors’ 
first-order influences. This method was generally successful, but looking at the top 
results, many top Log-Based influencers also have high Decremented results. This 
result means that the Log-Based algorithm is working as advertised, but fails to per- 
form a second step of filtering out users who are high first-order influencers in addi- 
tion to second-order influencers. In practice, additional predicate logic can filter out 
first-order influencers to truly reveal the non-obvious trusted sources, but that ap- 
proach may be subject to scalability issues. 

Table 3. Trust metrics ordered by Log-Based Second-Order (LBSO) Centrality 

Node ID DSO SSO LBSO EWSO

344 122 5.21 14.0 11.1

19 560 1.43 12.2 2.77

367 236 3.19 12.0 5.86

62 386 2.01 10.9 3.32

4452 63 11.8 10.6 17.8

385 81 6.13 10.6 15.9

1194 163 3.57 9.74 6.41

2206 144 5.10 9.71 7.41

436 133 4.09 9.20 6.26

1309 66 5.45 8.70 12.0
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Table 4 provides an overview of results ranked by Edge-Weighted Second-Order 
Centrality. Results are similar to the Scaled results (see Table 2), as one might expect 
since the two algorithms are related. Similar to the Scaled results, the highest Edge- 
Weighted results contain exclusively nodes with minimal first-order influence, which 
is a positive result. The intention of adding edge weighting in this algorithm was to 
promote users who were mentioned frequently by individuals with high influence. 
The results indicate that we succeed in promoting those users, since the table reveals 
that users must satisfy three general criteria simultaneously: (1) they must have low 
first-order influence; (2) they must have high Scaled influence (a direct but naïve 
indicator of second-order influence); and (3) they must have high Log-Based influ- 
ence (a more sensitive metric of influence). Based on these results, we posit that 
Edge-Weighted Second-Order Centrality is a very viable metric to identify non- 
obvious sources of trustworthy and high-value information. 

Table 4. Trust metrics ordered by Edge-Weighted Second-Order (EWSO) Centrality 

Node ID DSO SSO LBSO EWSO

14043 0 188 2.68 395

11455 0 123 2.61 294

11454 0 123 1.86 208

2778 0 123 1.86 208

1062 0 123 1.86 208

14006 0 188 1.28 188

5316 0 145 1.16 145

16907 0 123 1.09 123

14627 0 123 1.09 123

14314 0 123 1.09 123

4 Conclusion 

The proliferation of social media has changed the information landscape for a variety 
of events. In this study, we focus on a universal contributing factor to information 
value: trust. To support analysts in rapidly assessing the trustworthiness of social 
media data, we designed a set of metrics based on the theory of trust in information 
and tested those metrics on anonymized Twitter data, which was described in two 
sections. Leveraging the theory of “trust in information” that stresses structural net- 
work relationships, we developed a set of trust metrics. We then presented initial re- 
sults when they were tested against an anonymized Twitter data set and demonstrated 
that our algorithms accurately assessed the trustworthiness of social media data. Our 
algorithm design indicates that while the Edge-Weighted Second-Order Influence 
metric is the most accurate in assessing information value and trustworthiness in gen- 
eral cases, the other metrics designed under this program also yield insight into  



 Trust Metrics and Results for Social Media Analysis 465 

network dynamics that are useful to analysts assessing trustworthiness. These metrics 
are likely to help analysts identify trustworthy information more quickly than manual 
inspection. Future work may consider the application of these algorithms to various 
domains, including responses to natural disasters and crises that result from violent 
crowds. It would also be instructive to investigate how advanced content analysis 
techniques could be combined with these metrics. 
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Abstract. We investigate behavioral prediction approaches based on
subspace methods such as principal component analysis (PCA) and in-
dependent component analysis (ICA). Moreover, we propose a personal-
ized sequential prediction approach to predict next day behavior based
on features extracted from past behavioral data using subspace meth-
ods. The proposed approach is applied to the individual call (voice calls
and short messages) behavior prediction task. Experimental results on
the Nokia mobility data challenge (MDC) dataset are used to show the
feasibility of our proposed prediction approach. Furthermore, we investi-
gate whether prediction accuracy can be improved (i) when specific call
type (voice call or short message), instead of the general call behavior
prediction, is considered in the prediction task, and (ii) when workday
and weekend scenarios are considered separately.

Keywords: Sequential Prediction, Eigenbehavior, Principal Component
Analysis, Independent Component Analysis, Behavior Prediction.

1 Introduction

To make accurate prediction on individual activities and behavioral patterns are
new research directions in data mining, machine learning, and pervasive com-
puting research communities. Based on data collected from mobile devices such
as smart phones, one can predict and understand an individual’s behavior and
provide useful services or information to the individual. The industry takes a se-
rious interest in these research topics with their game-changing potential in the
highly competitive mobile device market [6]. Eagle and Pentland [2] introduced
the eigenbehavior to represent repeating structures in an individual’s behav-
ior using principal components similar to those for eigenface [7]. They further
claimed that “dimensionality reduction techniques [. . . ] will play an increasingly
important role in behavioral research”.

In this paper, the two main contributions are (i) our investigation on whether
independent components can be as useful as principal components in their rep-
resentation of individual behavior and (ii) a sequential prediction approach
to predict daily personal behavior modeled at hourly intervals. Our proposed
approach assumes that the behavior of interest represented by primary
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(either principal or independent) components remain (almost) unchanged in the
near future (e.g., the next few days). We demonstrate the feasibility of our
proposed sequential prediction approach on the individual mobile call behavior
prediction task. For this task, the objective is to predict whether an individual
will call (voice call or/and short message) within some hour interval on the next
day. Moreover, we investigate (i) whether predicting specific call type (voice call
or short message) is a better problem setting than the general call behavior
prediction setting; and (ii) whether splitting the training data to workday and
weekend data can improve the prediction performance.

2 Dataset and Data Preprocessing

In Section 2.1, we briefly describe the Nokia Mobility Data Challenge (MDC)
dataset that is used in this paper. In Section 2.2, we describe how we process
the MDC data for the mobile call prediction task.

2.1 Nokia MDC Dataset

The MDC dataset consists of smartphone data collected in the Lake Geneva
region from October 2009 to March 2011. Data types related to location (GPS,
WLAN), motion (accelerometer), proximity (Bluetooth), communication (phone
call and SMS logs), multimedia (camera, media player), and application usage
(user-downloaded applications in addition to system ones) and audio environ-
ment (optional) were collected [6]. A total of 185 participants were involved. 38%
of the participants are females and the rest are males. About two thirds of the
participants are of age ranging from 22 to 33. Individual data was collected using
the Nokia N95 smartphone and a client-server architecture. The open challenge
data subset from the MDC dataset consisting of data from 38 participants for
8154 days are used in this paper. We focus on the voice calls, short messages,
and the time they occurred.

2.2 Data Preprocessing

The call log data, consisting of call time, call duration, call type (short message
or voice call), and etc. Call time and call type are used in our investigation.
We, first, categorize about 2 years of daily call information for all participants
into valid and invalid days. A valid day is a day where there are some phone
activities (either voice calls or short messages). Otherwise, when there is no
phone activity, it is a invalid day. Invalid days are ignored in the construction of
the call behavior matrix for a participant so that there can be no row of zeros (i.e.
no phone activity). Hence, we may not have consecutive days of call behavior
vectors in the matrix. This call behavior matrix construction assumes that a
person must have daily phone activity. Towards this end, the trivial prediction
of no phone activity is not possible for our approach.
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The call behavior of a participant is characterized by a Di × 24 matrix Mi,
where i is the unique index for a participant and Di is the total number of valid
day used to construct our matrix for participant i. The call behavior matrix con-
sist of binary values, one and zero, representing the existence or the non-existence
of phone activity, respectively. Figure 1(a) shows the first 60 consecutive valid
days of the phone activities for participant 2. Figure 1(b) shows the total number
of valid days for the thirty-eight participants. Data from participant 7 include
only 25 valid days and hence his data are not used in our experiments.
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Fig. 1. The MDC data

3 Behavioral Representations

In Section 3.1, we introduce eigenbehavior and its implementation using principle
component analysis (PCA). In Section 3.2, we introduce independent component
analysis (ICA) as an alternative behavioral representation.

3.1 Eigenbehavior and Principal Component Analysis

Eigen representations have become one of the most popular techniques in pattern
recognition (e.g. face recognition [7]) because of its strong discriminative ability.
Eagle and Pentland [2] proposed using the so-called eigenbehavior to measure
the distance between people, which is then used for the construction of a social
network. They also apply the eigenbehavior for individual location prediction
[1]. Eigenbehavior is based on the application of principal component analysis
[5,2] on task-dependent daily individual behavioral representations.

Given an individual’s daily m-dimensional behavior vectors, Γ1, Γ2, . . . , Γi,
. . . , ΓD, for a total of D days. Based on the convention used in [1], the average
behavior of the individual is

Ψ =
1

D

D∑
i=1

Γi. (1)
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The behavior deviation for a particular day from the mean behavior is

Φi = Γi − Ψ. (2)

Principal components analysis (PCA) is then performed on these vectors gen-
erating a set of m orthonormal vectors that can be linearly combined that best
describe the distribution of the set of behavior vectors. The vectors and their
corresponding scalars computed from PCA are the eigenvectors and eigenvalues
of the covariance matrix

C =
1

D

D∑
i=1

ΦiΦ
T
i (3)

3.2 Representing Behavior Using Independent Components

The goal of PCA is to find a set of orthogonal components that minimize the
error in the reconstructed data. In fact, PCA seeks a transformation of the
original data into a new frame of reference with as little error as possible, using
fewer factors (i.e., principal components) than the original data. In particular,
PCA is a popular approach to perform dimensionality reduction [7].

Here, we investigate whether independent components derived from indepen-
dent component analysis (ICA) can be used to obtain behavior representation
as useful as eigenbehavior for prediction tasks. In contrast to PCA, ICA seeks,
not a set of orthogonal components, but a set of independent components. Two
components are independent if any knowledge about one implies nothing about
the other.

Again, given an individual’s daily m-dimensional behavior vectors,
Γ1, Γ2, . . . , Γi, . . . , ΓD, for a total of D days. Each behavior vector

Γi =

n∑
i=1

wisi (4)

is assumed to be generated by the set of independent components si, i = 1, . . . , n
and wi, i = 1, . . . , n, are the corresponding weights.

Our ICA representation is constructed using the InfoMax algorithm [3]. It is
based on maximizing the output entropy (or information flow) of a neural net-
work with non-linear outputs. Assume that x is the input to the neural network
whose outputs are of the form φi

(
wT

i x
)
, where the φi are some non-linear scalar

functions, and the wi are the weight vectors of the neurons [3]. Then ICA model
can be obtained by maximizing the entropy

H
[
φ1

(
wT

1 x
)
, · · · , φn

(
wT

nx
)]

(5)

of the outputs [4]. The MATLAB implementation of InfoMax algorithm is pub-
licly available in DTU toolbox [8].
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4 Behavior Prediction Approaches

In Section 4.1, we introduce the approach proposed by Eagle and Pentland [2]
that predicts the later part of the day based on information on the earlier part of
the day. In Section 4.2, we describe our proposed sequential prediction approach
for the next day(s) based only on data from previous days.

4.1 Single-Day Method

Both PCA (or eigenbehavior) and ICA share the same idea that the daily be-
havior vector obtained in Section 2.2 can be treated as a combination of several
primary daily behavior components generated by either approach. An individ-
ual’s primary daily behavior components represent a space upon which all of
his daily behavior can be projected with different levels of accuracy. Using the
primary behavior components, it is possible to predict the future behavior for
an individual.

One straightforward way to predict the future behavior for an individual at
the later part of a particular day is to reconstruct an entire daily behavior vector
using only behavior information from an earlier part for that day [2]. Let

A = [Φ1,Φ2, . . . ,Φi, . . . ,ΦM] (6)

denotes the primary behavior matrix calculated from N days of behavior data
such that each column contains one principal/independent component Φi that is
a 24−dimensional vector corresponding to the ith primary behavior component.
Assuming the first p hours behavior for that day, Γ1:p, are known. Hence,

Asv = Γ1:p (7)

where As is a p ×M matrix corresponding to the first p row of A. Then one
obtains a M -dimensional reconstruction vector

v = As
−1Γ1:p (8)

where As
−1 is the pseudo inverse matrix of As. To predict the rest of the day,

i.e., p+ 1 to 24 hours in Γ, one reconstructs the entire behavior vector using

Γ = Av. (9)

The above predictive model assumes dependency of behavior within the same
day, and the relationship stays relatively stable. We refer to this prediction ap-
proach as the single-day method.

4.2 Multiple-Day Method

An alternative prediction approach is to model the daily behavior as a whole
day event and then predict the next day(s). Assuming a sequence of D days
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Fig. 2. Multiple-day method for generic future behavior prediction

of 24-dimensional behavior vectors in our prediction scenario, one predicts the
behavior for dayDs+1 given behavior information from previousDs days. Based
on the assumption that there cannot be too much changes in a person’s behavior
within a short time interval, our proposed approach models daily behavior within
a fixed temporal window of Ds days (see Figure 2) and predict the next day’s
(day Ds + 1) behavior based on this daily behavior model. We first obtain the
primary behavior matrix representing the behavior from day 1 to Ds, denoted
as ΓDs

1 corresponding to the red bounding box in Figure 2. According to our
assumption, ΓDs+1

2 (denoted as the green bounding box in Figure 2) share the
same primary behavior matrix as ΓDs

1 . Note that row Ds + 1 represents the
unknown next day behavior that we want to predict.

Using the Ds days of daily behavior vectors, one obtains the daily behavior
model as a set of Ds-dimensional primary components, Φ′

i, i = 1, . . . , 24. The
firstM primary components are chosen to construct the primary behavior matrix

C = [Φ′
1,Φ

′
2, . . . ,Φ

′
M] (10)

where each column of C correspond to a primary vector. Then one obtains the
M × 24 reconstruction matrix

V = Cs
−1ΓDs

2 (11)

where Cs
−1 is the pseudo inverse matrix of the (Ds − 1)×M matrix Cs corre-

sponding to the first Ds − 1 rows of C, since

ΓDs
2 = CsV (12)

Then, the prediction of day Ds + 1 can be obtained as the last row of

Γ = CV. (13)

This method makes use of the relationship embedded in the historical data from
the previous Ds days. We refer to this prediction approach as the multiple-day
method. Note that the multiple-day method can be used to predict not only
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the behavior for the next day (i.e., Ds + 1) but also the next n(<< Ds) day’s
behavior. The modified prediction scheme for day Ds + n is

Γ = C
(
C′

s
−1

ΓDs
n+1

)
(14)

where C′
s is a (Ds−n)×M matrix corresponding to the first Ds−n rows of C.

5 Experimental Results

First, we study the prediction performance of two subspace approaches, PCA and
ICA, utilizing different number of daily behavior vectors via the single-day and
multiple-day methods. Then, we investigate whether the prediction performance
can be improved by (i) considering the call types: short messages and voice calls;
and (ii) then further splitting the data into workday and weekend observations.
For illustration purposes, we apply only the PCA-based single-day and multiple
day methods for this investigation. For all our empirical results, we use 4 primary
components for either PCA or ICA. Since the objective of the prediction task
is to predict whether an individual will or will not call (i.e., 1 or 0) within
some hour interval the next day, a threshold is required to decide on the final
prediction. Here, the threshold is set to 0.5.

From Figure 3, we observe that both PCA-based and ICA-based multiple-day
methods perform better than the single-day methods. Moreover, their prediction
performance are comparable. PCA-based single-day method performs slightly
better than ICA-based single-day method. One thing to note is that the single
day approach has to use the first p (here, p = 12, i.e., using first half of the day
to predict the second half) hourly observations to calculate the reconstruction
vector, v in (8). Thus, it is impossible to predict the whole day. On the other
hand, the multiple-day method uses the previous days’ observations to calculate
the reconstruction matrix V in (11). Therefore, it can predict an individual’s
behavior for the entire day.

From Figure 3, we see that the number of daily behavior vectors used for opti-
mal prediction performance is seventy for the PCA-based single-day method and
the multiple-day methods. However, PCA-based single-day method has compa-
rable prediction performance when the number of days used is between 10 and
80. The performance of ICA-based single-day methods degrades as the number
of days used increases.

Using 20 days and 70 days of data to build the behavior matrices, we in-
vestigate the distribution of participants at various level of average prediction
accuracy shown in Figure 4. Considering using 70 days of data, we observe
that the multiple-day method is very competitive due to its use of information
from previous 70 days when prediction is made. In particular, 21 out of the 38
participants achieve prediction accuracy of more than 80% for each multiple-
day method. Furthermore, one observes that prediction performance for single
methods can go as low as 55% for a user while multiple-day methods achieves a
minimum of 65% accuracy for the participants. Considering using only 20 days of
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data, PCA-based multiple-day method performs the best with 19 out of 38 par-
ticipants achieve 80% or more prediction accuracy. While PCA-based single day
performs relative well with 17 participants achieving accuracy of 80% or more,
we observe from the Figure 4 that prediction performance for 6 participants are
65% or below. Compared to the other approaches, the number of participants
with poor prediction performance is significantly higher. One notes that when
a small number of days of data are used, ICA-based methods have average pre-
diction performance with respect to the number of participants. Again, readers
are reminded that multiple-day and single-day methods can be considered to be
solutions for two different prediction tasks or problem settings.

Fig. 3. Effect of different number of daily behavior vectors on prediction performance

Fig. 4. The number of participants achieving various average prediction accuracy for
the different approaches when the number of days to build the behavior matrix are 70
(left) and 20 (right), respectively

From Figure 5, we observe that prediction performances are improved for
both methods when call types: short messages and voice calls, are considered.
Hence, specific (call) behaviors are more predictable. One notes that the number
of days of data used has a significant effect on the PCA-based single-day method
for short messaging prediction.
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Fig. 5. Prediction accuracy for PCA-based Single-Day Method (left) and PCA-based
Multiple-Day Method (right) when call behavior is further categorized into sending
short messages and making voice calls

Fig. 6. Prediction accuracy for PCA-based Single-Day Method (top) and PCA-based
Multiple-Day Method (bottom) when short message data (left) and voice call data
(right) are split based on whether they occurred on weekends or workdays

From Figure 6, we observe that in general the two methods have better pre-
diction performance for workday call behavior than for weekend call behavior.
It is particularly significant that short messaging behavior is less predictable
during weekends. The significant drop and haphazardness in the prediction
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performance during weekends as the number of days of observation used in-
creases is most probably due to shortage of data for testing purposes. Hence,
the empirical results using more than 60 days of data should be ignored. To-
wards this end, we conclude that PCA-based multiple-day method predicts well
on voice call behavior for both weekend and workday, and occasionally even
slightly better than using weekend and workday data together (see bottom right
graph in Figure 6).

6 Conclusions

In this paper, we investigate whether independent components can be as useful
as principal components in their representation of individual behavior. Moreover,
we propose a sequential prediction approach to predict daily personal behavior
modeled at hourly intervals. We demonstrate the feasibility of our proposed
sequential prediction approach on the individual mobile call behavior prediction
task using the Nokia MDC dataset. We observe that formulating a specific (voice
call or short message) behavior prediction problem is better than a general (call)
behavior prediction problem as one can obtain better prediction accuracy in
the former task. Also in general, we observe that workday behavior is more
predictable than weekend behavior.
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Abstract. We describe results from a computer simulation-based study
of a large-scale, human-initiated crisis in a densely populated urban set-
ting. We focus on the interaction between human behavior and the com-
munication infrastructure in the aftermath of the crisis. We study the
effects of sending emergency broadcasts immediately after the event,
advising people to shelter in place, and show that this relatively mild
intervention can have a large beneficial impact.

Keywords: synthetic information, computer simulations, disaster mod-
eling, nuclear terrorism.

1 Introduction

Increasing threats from natural disasters (e.g., hurricanes Katrina and Sandy)
and human-initiated attacks/failures (especially, nuclear threats) on urban pop-
ulations and infrastructures have led to significant interest in the analysis of
potential impacts and contingency planning, e.g. [1, 2]. Government agencies at
all levels–federal, state and local–routinely plan for such disasters. There has
been a lot of work on modeling the effects of nuclear disasters [1–5], primarily
focused on health effects and “evacuation” vs. “shelter in place” policies. They
capture the physical, geographical and radiological aspects in great detail, but
ignore the interdependencies between infrastructures and the effect of behavior.
Failures (and methods to prevent them) have been studied in inter-dependent
critical infrastructures in the case of non-nuclear disasters [6–9]. Some of these,
e.g., [8, 10, 11] have studied the impact of the communication network, but
primarily in the context of evacuation.

A common limitation in most of this research is that effects of individual be-
havior are not adequately modeled. It has been observed repeatedly that people
do not always follow emergency plans. This is especially important in disasters
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that might be caused by nuclear explosions, where exposure in the first few hours
of the event can cause significant health hazards. A common policy recommen-
dation in such events is to shelter in place; however, many studies from past
disasters (both nuclear and non-nuclear) have shown that people do not adhere
to such recommendations, e.g., [12–14]. Some of the key reasons include: lack
of information, need to coordinate with their family (e.g., ensuring the safety
of children), lack of resources. It suggests that the availability of the communi-
cation network would have a significant impact on the response to a disaster,
which is borne out from past experience. There has been very limited study of
the impact of failures of the communication network, because of the modeling
and computational challenges involved. Therefore, modeling individual behav-
ior, and interdependent infrastructures is crucial for analyzing and planning for
large disasters in urban regions (see, e.g., [8, 10]).

In this paper, we use an agent-based simulation approach to evaluate the im-
pact of failures in the communication infrastructure on individual behavior and
their health. We study a hypothetical nuclear detonation scenario in Washington
DC, in which parts of the cellular infrastructure (as well as other infrastructures,
such as roads and the power network) are partially destroyed. We study a spe-
cific aspect of the communication network, namely, the support for Emergency
Broadcasts in the affected region in the aftermath of the event, and its impact on
panic behavior, and the overall health effects. We find that even a simple inter-
vention of emergency broadcast (EBR) which prompts people to take shelter-in-
place, sent every two hours, can save thousands of lives and reduce panic. More
specifically, we find that without EBR, 5-7% of people seek shelter whereas with
EBR 15-20% people seek shelter, in our simulated scenario. This, in turn, leads
to people who received the EBR having less than a quarter of the exposure to
radiation of those who do not receive an EBR. This suggests that restoring the
communication network might be a very useful strategy. Further information on
this topic can be found at [15].

2 Scenario and System Model

Scenario Description: The scenario assumes a nuclear detonation at a ground
level on a working day at 10 a.m. in the heart of Washington DC. The prompt
radiation (gamma and neutron) effects of this blast cover a circular area from
ground zero and the degree of damage subsides with distance from ground zero.

Most of the human casualties occur from thermal burns, exposure to radia-
tion, pressure wave, impact of projectiles and fragments including glass created
by the blast, and radioactive fallout. Due to environmental contamination, the
occurrence of injuries and fatalities continue even after the burning and blast
effects have tapered off.

In case of a nuclear detonation, limited resources need to be used to ensure
that people shelter-in-place instead of evacuating to minimize exposure to ra-
diation. This is especially important for individuals who are likely to be in the
fallout path as they evacuate. Another critical step is to communicate to the
exposed population how to efficiently decontaminate. Timely decontamination



478 S. Chandan et al.

of highly contaminated individuals has been proven to be effective in reducing
casualties [4].

Given the importance of disseminating timely and appropriate instructions,
we focus on understanding the role of communication in influencing human be-
havior and its further effect on their exposure to radiation. In such a scenario,
there will be widespread power outages and heavy losses to the cellular infras-
tructure and electronic devices. We assume that the planning authorities will
try to send “Emergency Broadcasts” (EBR) every two hours to communicate
instructions to the people. However due to power outage, only a small subset
of base stations and cell phone devices are operational and hence only 10% of
the individuals in the affected study area receive the EBR. We further assume
that individuals who receive the EBR have a 50% chance of sheltering-in-place
because in spite of understanding the benefits of sheltering, some people among
the ones who received the EBR, will still try to evacuate or reconstitute family
or visit a hospital etc.

(a) Polygon Showing the Detailed
Study Area and the fallout path

(b) Cell tower locations in the region.

Fig. 1. Simulation region and communication infrastructure

Modeling the Communication Infrastructure: Our communication net-
work model builds on the framework of [16], which develops a first-principles
based approach for modeling mobile networks and spectrum demand. Most cel-
lular infrastructure data is proprietary, and is difficult to obtain. Hence we con-
struct a partial representation of the cellular infrastructure in this region by in-
tegrating cell tower data from TowerMaps [17], and by queries to the APIs from
Sprint, AT&T and the FCC Antenna Registration System; let C denote the set
of all the inferred cell tower locations. For our region, we have |C| = 5187. Since
we do not have information about sharing agreements between providers, we
assume that all the cell towers for different providers are co-located (i.e., each
tower in C hosts antennas for all the providers).

Further, since the antenna characteristics are not known, we assume the cov-
erage region for a tower C ∈ C is part of the region associated with C in the
voronoi decomposition for C, within a given service range (which varies from
0.75 miles to 1.5 miles, depending on the scenario). Each tower is assumed to
have a maximum capacity of 50 Mbit/sec. and the cell tower battery is expected
to last for one hour; therefore, the region which loses power also loses cell phone



Emergency Communications 479

coverage after 1 hour, except for those parts which are within the service range
of other cell towers with power. Also, all cell towers within 0.6 miles of the blast
site get destroyed by the blast.

Individuals in the population are assigned cellular devices based on their de-
mographics, using a CDC survey [18]. The survey data provides household’s size,
income and ages, number of workers in the household, number of cells phones
and a device penetration rate of 53.44%. We construct regression trees based
on the demographic information that best describes the average number of cell
phones among households, and use them to assign device ownership [16]. This
method leads to a cell phone assignment that closely matches the survey data.

We assign wireless providers to device owned households randomly, in pro-
portion to their market shares as given in [19]. Initially, we assume phones have
battery levels chosen randomly; these drain over time, depending on the number
of calls made. The communication network supports normal voice and digital
calls, as well as Emergency Broadcasts from the cell towers.

We assume in the event of such a disaster, normal traffic is disrupted, and peo-
ple call only for reconstituting their families, in order to respond to the disaster.
Therefore, instead of using measured arrival rate distributions for determining
calls (as in [16]), the Behavioral Module selects the calls to be made. More details
of the communication model e.g. call sessions on a normative day, mobility of
the people, load calculation, channel allocation, etc. can be found in [20–22].

The Emergency Broadcasts (EBR) are done every two hours at locations
where cell tower coverage is available. We assume that EBR messages can be
received by individuals even if they do not have functioning phones, through
sharing–as a user who receives an EBR can inform others who might not have
phones at that location. Therefore, the following simple model works for EBR:
each time the EBR is made, a randomly selected 10% of the population in the
cell coverage area receives the EBR. Cell tower coverage is available where cell
towers either have power or backup battery. Given the random selection and the
movement of the population, every time the EBR is sent, a partially different
set of population receives it.

A related study on human-initiated cascading failures in societal infrastruc-
tures which uses this communication model is available in [10]. Also see [23,24].

Modeling the Population and Human Behavior: We model a synthetic
population of the Washington DC Metro Area using techniques described in
Barrett et al. [25] and Beckman et al. [26]. This generated synthetic population
consists of ∼4.1 million agents, endowed with demographics, home locations,
and daily activity patterns. These daily activities are geo-located, which allows
us to pinpoint the geographic location of each individual at each instant in a
typical weekday.

From this population, we sub-select the individuals who are present in the
study area at the time of the detonation. This is a population of 730,833 agents,
which includes residents of the area, residents of surrounding areas whose activ-
ities have brought them into the study area at the moment of the detonation,
as well as a set of transients who happen to be visiting the region (tourists and
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Synth. pop. Data sources

Base US pop. Amer. Community Survey
TIGER/Line shapefiles
Nat. Center for Edu. Stat.
Nat. Household Travel Sur.
Navteq
Dun & Bradstreet

Transient pop. Destination DC
(additional) Smithsonian visit counts
Dorm students CityTownInfo
(additional) DC public access -

online Data Catalog

(a)

Behavior High-level description

Household Call, move towards
reconstitution household members
Evacuation Move outside region
Shelter-seeking Shelter in place,

or move towards shelter
Healthcare- Call 911,
seeking move towards hospital
Panic Call 911, run outdoors,

move towards hospital
Aid & Assist Transport hurt

individuals to hospital

(b)

Fig. 2. Datasets and Behaviors for the synthetic population used in the simulation

business travelers) [27]. The data sets used and the populations generated are
summarized in table 2a.

Agent behavior is modeled using a decentralized semi-Markov decision process
formalism using the framework of options [28]. An option is a behavior that is
described as a policy over low-level actions, together with conditions for starting
and stopping the execution of the option. The low-level actions in our simulation
are just moving (towards a chosen destination) and/or calling (a family member
or 911). The high-level behaviors, or options, are described in table 2b. More
details are available elsewhere [27].

This study is computationally very challenging, and we summarize the re-
sources used here. The total compute time for one complete simulation run is
about 35 hours, on a large 60 node multi-core cluster. The computation is very
data intensive, and in order to facilitate the data exchange, our system is tightly
coupled with an oracle database. Each module uses the database for storing the
inputs and outputs, as well as intermediate data, in some cases. Each simulation
run requires about 27GB of space for storing all the data, which leads to a few
TB of space for a complete experiment.

3 Results and Discussion

In order to understand the impact of timely information dissemination, and its
consequent effect on radiation exposure, we set up the following experiment.
An emergency broadcast (EBR) is made every two hours after the detonation,
through which authorities communicate relevant information to the people. We
assume that only 10% of the population receives EBR and those who receive
EBR have a 50% probability of taking shelter. However people who do not
receive EBR have only 10% probability of sheltering. The higher conditional
probability of sheltering by those who receive EBR results in lower exposure
to radiation because more of these individuals choose to shelter as opposed to
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engaging in other behavioral options such as family reconstitution, evacuation,
panic etc. which are likely to keep them outdoors and exposed.

The results highlight the changes in people’s behavior due to EBRs and the
resulting changes in health outcomes due to differences in the speed of com-
munication of safety information. Figure 3a shows the behaviors adopted by
the subpopulation which never receives EBR. It also shows the proportion of
those (among the ones who never receive EBR) who have died and have moved
out of the study area. Iteration 1-35 correspond to hour 0-16; hour 0 being the
time of detonation. It shows that by hour 16, about 75% of the people with no
communication have died.

A very small fraction, i.e. approximately 5%, have moved out of the study
area whereas a large fraction of people are engaged in household reconstitution
right after the event. Unaware of the existence of radiation and the importance of
sheltering, it is natural to try and find family members in a disaster. This drives
people to go outdoors, resulting in exposure and ultimately casualties for some.
The exposure to radiation is maximum in the early part of post-detonation and
this is also the time when people are confused, panicked, worried about family
and unsure of what just occurred. The figure shows that there is high level of
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(a) No EBR.
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(b) EBR within 4 hours.
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(c) EBR within 4 hours, within 1 mile.

Fig. 3. Proportions of behaviors/state for two different sub-populations
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panic and family constitution in the early part of the graph, resulting in higher
deaths in the later part as exposure accumulates.

Figure 3 focuses on individuals who received at least one emergency broadcast
during the study time. Figure 3b shows the behavior or state of the people who
received an EBR within the first 4 hours of the detonation whereas figure 3c
spatially restricts it to people who were within 1 mile of ground zero.

Lets first compare figure 3b with figure 3a to observe the difference in behavior
between people who received an EBR versus those who did not receive an EBR.
Important observations include: (1) Less than 5% of the people who receive an
EBR die as opposed to 75% in the “no EBR” case. (2) Without EBR 5-7% of the
people are seeking shelter whereas with EBR 15-20% people are seeking shelter.
(3) After iteration 10 (hour 3), when the radiation has subsided, lot more people
with EBR are evacuating to safer grounds and out of area.

Now lets compare figure 3b and 3c. Both figures consider the sub-population
that received EBR within 4 hours however 3c constraints it further by spatially
restricting it to within 1 mile of ground zero. The plots show that the proportion
of dead and panic near ground zero is much higher within 1 mile compared to
the rest of the study area.

Figures 4 shows the average cumulative exposure levels of the people over
time. Figure 4a shows radiation exposure of individuals who never received an
EBR and those who received within 4 hours and were located within a mile of
ground zero. The average cumulative exposure of “no EBR” population grows
to more than 800cG whereas the ones with EBR stays constant around 200cG.

Figure 4b shows the importance of the speed of communication in the time
of crisis. It contrasts the average cumulative exposure of people who received
EBR within 4 hours; within 4-6 hours and within 6-8 hours since the time of
detonation. Results find that the longer it takes to communicate, the higher
is the average exposure level. Since the population in the plot is not spatially
restricted and is averaged over the entire study area, the exposure level is much
lower at up to 50cG compared to 200cG near ground zero in figure 4a.

Validation. We have made significant effort to ensure that the models used in
the study are validated. We discuss this briefly below. Additional work needs to
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Fig. 4. Average exposure over time for various sub-populations
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be done in this area. The advent of social media and data collected during recent
large-scale crisis (e.g. Fukashima disaster) can be very useful in this regard.
Additional discussion on this subject can be found in [15, 29, 30].

1. A range of public and commercial data sets (see Table 2) were used to ensure
that the synthetic population and the built infrastructure is accurately rep-
resented at the time of the detonation. Specifically, our methods ensure that
the statistical distribution of our synthetic population agrees with measured
census data. Data regarding built infrastructure has been obtained via a
number of open source and commercial sites. Information regarding cellular
infrastructure is also obtained from diverse sources to ensure that cell towers
are located accurately. See [16, 31–33] for more information on this topic.

2. Structural validation was performed to ensure that emergent system level
properties exhibit observed structural features. This includes, the spatial
and temporal density of the populations, distribution of digital devices and
movement patterns of individuals.

3. For certain parameters, e.g. probability of sheltering and EBR fraction, there
is no published data. Given this, we do a sensitivity analysis study to un-
derstand their impact on the system-level behavior. We refer the reader
to [20, 30, 32, 33] for more details on the population model and validation.

4 Conclusions

This research uses an agent-based simulation approach to understand the im-
pact of timely communication, after an improvised nuclear device detonation, on
individuals’ behavior and health. Results show that emergency broadcast which
prompts people to take shelter-in-place, sent every two hours, can have significant
impact on reducing casualties and adverse health effects. They can also reduce
fear and panic in the population. Our work is a first step in evaluating important
policy recommendations in [1,34] as they relate to use of tele-communication net-
works for timely information dissemination, using realistic large scale computer
simulations.
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Abstract. Dengue is a major international public health concern that impacts 
one-third of the world’s population. There are four serotypes of the dengue 
virus (DENV). Infection with one serotype affords life-long immunity to that 
serotype but only temporary cross immunity (CI) to other serotypes. The risk of 
lethal complications is elevated upon re-infection, possibly because of the effect 
of antibody-dependent enhancement (ADE). In this paper we propose a system 
dynamics model that captures both host and vector populations, latency, and 
four dengue serotypes. This model allows one to study both CI and ADE. 
Modeling the Aedes vector adds complexity, but we consider this to be 
important because combating the mosquito vector may be the most practical 
intervention in the absence of an effective vaccine. Our results support the need 
to model the vector population and ADE to explain the observed 
epidemiological data. 

Keywords: Dengue, cross immunity, antibody-dependent enhancement, system 
dynamics model, dynamic behaviors. 

1 Introduction 

Dengue is now endemic in half the world’s nations and impacts more than one-third 
of the world’s population [1]. Countries in Southeast Asia, the Americas, Africa, and 
the Western Pacific have become focal points for this mosquito-borne plague [1]. 
Dengue is a leading cause of childhood hospitalization in Thailand [2] and death in 
Southeast Asia [3]. Officials report that over 30,000 people in India had been 
sickened with dengue fever (hospitalizations and confirmed by laboratories) through 
October 2012, a 59% jump from the 2011 record of 18,860. In countries where 
dengue is not endemic it can be introduced through international travel, migration, 
and trade [4]. Growing numbers of Western tourists return from warm-weather 
vacations with the disease, which has now reached the United States and Europe. 
                                                           
* Corresponding author. 
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dengue have been attributed to two critical factors: antibody-dependent enhancement 
(ADE) and/or the strength of cross strain immunity (CI).1 

2 Description of the Models and Experiments 

In order to evaluate the effects of CI and ADE, it is necessary to explicitly model all 
four strains of the virus. Nisalak et al. [2] showed that the majority of dengue cases 
are either primary or secondary infections (with no evidence for tertiary infection) 
[17]. We defined a set of differential equations to describe the disease state in both 
host and vector populations for four DENV serotypes and up to two sequential 
infections. Epidemiological parameters in the model were chosen based on a review 
of the literature and listed in Table 1.  

Table 1. Summary of model inputs for mathematical models designed to simulate the 
transmission of dengue in predefined populations 

Model input / Parameter Value Range Sources (ref.) Unit 

, basic reproductive number 2 2-4 [18-20]  dimensionless 

, host birth and death rate 0.02 0.03-0.01 [9]  year-1 

, vector birth and death rate 35 24-61 [19, 21]  year-1 

, host incubation rate 65 52-91 [19]  year-1 

, vector incubation rate 30 23-33 [19]  year-1 

, transmission rate from host to 

host (no vector in model) 
200 100-300 [22]  year-1 

,transmission rate from vector 

to host* 15 12-21 [19]  year-1 

,transmission rate from host to 

vector* 
530 136-1000 [19]  year-1 

, host recovery rate 100 50-200 [9, 23]  year-1 

, cross immunity loss rate of host 

population 
2 2-9 [11]  Month 

m, vector per host 1.9‡ 1-6 [19]  dimensionless 

 , ADE factor n.a.§ 1-3 Range explored dimensionless 

ε, strength of cross immunity n.a.§ 0-1 Range explored dimensionless 

* We obtained the values of transmission rates in the model when integrating vector population from the 

biting rate (unit: bites per mosquito per day) used in [19]. In Table 1 we adjusted the value from the 

literature so that the units of transmission rate are year-1. 

‡ The value of m is calculated to be 1.9 to keep host-to-host transmission constant even after adding vector 

component (since the model in this study is based on the base model by Bianco [16]). 

§ Not applicable. 

                                                           
1 The model reported here was developed using the Eclipse Spatio-Temporal Epidemiological Modeler 

(STEM) and is available free (source code and executable) as open source through the Eclipse 
Foundation at http://www.eclipse.org/stem/. 



 Modeling the Dynamics of Dengue Fever 489 

The basic reproductive number, , is defined as the number of secondary host 
infections caused by one primary host infection introduced to a fully susceptible host 
population at a demographic steady state [24-26]. The literature reports a wide range of 
values of  for dengue fever [27]. In most cases, however,  is generally thought to 
be near 2.0 for dengue, which we adopted in this study. It is noted that  itself is not 
an independent parameter. The formulation for  shown below is slightly different 
from the standardized formulation for host-host transmission [16] in that it includes 
host-vector transmission as well as the exposed (E) host state. Specifically, the number 
of exposed vectors generated by one primary infectious host is / σ + , the 
fraction of /  of which become infectious, where m is the number of vectors 
per host (female mosquitoes per human). In addition, /  stands for the 
probability that the exposed host survives the incubation period. We note that this 
expression does not depend on the ADE factor,  or the strength of cross immunity, ε. 

                                                                       (1) 

2.1 Model Structure and Formulations 

The full compartment diagram for the dengue model reported here is shown in Fig. 2. 
The model includes ordinary differential equations for the disease state (four 
serotypes) in both human and mosquito populations, and includes exposed state to 
capture the known period of incubation. The effects of partial cross strain immunity 
CI and ADE can be explored by varying the corresponding epidemiological 
parameters, effecting the state transition rates shown in Fig. 2. 
 

 

 

Fig. 2. The structure of the full model composed by 51 compartments including both host and 
vector populations 

In the figure, population sizes are constant and normalized to unity, so each state 
represents a fraction of the total population. Populations are divided into the following 
states: S denotes the fraction of the population that has not yet been infected by any of 
the serotypes and is thus totally susceptible; Ei is the proportion of the exposed 
population infected by serotype  without shedding any viruses (latency); Ii is the 
proportion of the population infectious due to a primary infection with serotype ; Ci 
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is the proportion of the population recovered from a primary infection and 
temporarily immune to all serotypes; Ri is the proportion of the population recovered 
from a primary infection with serotype  and susceptible to serotypes other than ; Eij 
is the proportion of the exposed population recovered from serotype i and currently 
infected by serotype  who have not shed any virus of  yet ( ); Iij is for 
secondary infection, in which individuals are infectious with serotype , but 
recovered from infection with serotype . Finally, R is the proportion of population 
who are completely immune because of historical exposure to two serotypes [2].  

Female mosquito population is categorized as susceptible (S), exposed (Ei) and 
infectious (Ii) states. Once infected by a blood meal, a mosquito is assumed to 
experience a fixed extrinsic incubation period gv for about 8–12 days in the exposed 
(Ei) state [19]. An infected mosquito never recovers from dengue fever so there is no 
‘‘recovered’’ compartment for the vector component. The life span of the adult Aedes 
mosquito is relatively short, roughly around 8–10 days [1].  

The structure of the full model requires 51 differential equations. To simplify the 
notation, we define two infection rates in terms of two populations:  is the infection 
rate of susceptible hosts for serotype ;  is the infection rate of susceptible vectors for 
serotype . The differential equations are then given by Eqs (2): 

 
      Vector: 

 

  

 

       Host: 

 

    1    

    

1       

where , 

 

 

(2) 
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3 Result and Analysis 

3.1 Dominant Period 

Measurement of the bifurcation diagram from a simple time series (e.g., of the 
fraction of susceptible) is a useful way to determine if a system leads to sustained 
oscillations, but does not provide insight into the dominant period or relevant 
timescale of these oscillations. To determine this in one measurement, we measured 
the power spectrum of the susceptible fraction of total dengue cases for over 20,000 
simulations with 1≤ADE≤ 3, and 0≤CI≤1. The power spectrum of the susceptible (S 
state) provides a measure of the dominant period. Phase diagrams were then created 
from this data with color indicating the dominant period, and intensity the 
amplitude of the primary peak in each power spectrum. The results are shown for 
two values of the host cross immunity loss rate (CILR) spanning the accepted 
range. The black regions indicate the system has reached a disease free or endemic 
equilibrium state (infinite period). In regions where the system exhibits sustained 
oscillations, the colors show the dominant time scale measured in the power 
spectrum (refer to the legend on the right hand side of Fig. 3). Solid color indicates 
a transition to periodic behavior (with one or more frequency components) whereas 
speckle indicates frequency instability or chaos (e.g., in Fig. 3 (a), when CI>0.7 and 
1.5<ADE<2.5). 

 

Fig. 3. Periodicity plot for full model with CILR=1 and 22 

Analysis of the bifurcation phase diagrams as a function of ADE and CI can 
provide insight into the range of parameters likely to produce the periodicities 
reported for real dengue outbreaks (approximately 3-4 years in Bangkok, Thailand. 
See: Fig. 1). As shown in Fig. 3, a transition from steady state to periodic or even 
chaotic behavior is observed as a function of both CI and ADE. For a CILR=2, the 
model exhibits no transition at ADE=1 (i.e., increasing only CI). If the vector is not 
included, the model [16] exhibits a very high degree of frequency instability at high 
CI. Including the exposed state, E, also quenches this frequency instability.  

                                                           
2 With the largest amplitude scaled to maximum brightness for the pixel color. 

(a) (b) 
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3.2 Sensitivity Analysis 

Fig. 4 shows the sensitivity of the periodicity plots in Fig. 3 to variation of the basic 
reproductive number, R . The consensus range of R  from the literature (Table 1) is 
2.0≤R ≤4.0. A base value of R 2.0 was chosen for consistency with Billings et al. 
[18] and Bianco et al. [16]. Fig. 4(a) show the periodicity plots for R  = 1.2 (40% 
below the literature minimum), and Fig. 4(b) shows the corresponding plots for R  = 
4. The same protocol used for base case experiment was adopted. R  can be changed 
by varying , , or m. They are mathematically equivalent (refer to Eq. 2).  
 

 

Fig. 4. Sensitivity analysis for the primary period obtained by increasing and decreasing the 
basic reproductive number, , by +/- 40% 

Lowering  below the literature range by 40% (Fig. 4(a)), some dynamic regions 
disappear (see Fig. 4(a)). This is expected as  approaches 1. Black regions indicate 
epidemic extinction or a fixed point of endemic infection. At higher values of , the 
basic form of the frequency plots is robust throughout the literature range. At the 
upper bound (  = 4), coherent regions with a 3-4 year period are still observed, albeit 
shifted in parameter space (Fig. 4(b)). Regions with “realistic” period (3-4 years) 
observed above ADE=2.5 in Fig. 3(b) shift with ADE as  is increased. A new 
narrow region with this period appears at ADE=1 with CI=1.0 (see Fig. 4(b)). 
Measurement of the epidemic period alone is not enough to identify a “realistic” point 
in parameter space for dengue fever. It is also necessary to examine the detailed time 
series data. Given that the dominant epidemic period of dengue fever shifts with 
variation in  and other parameters, future work will be required to establish the 
precise range of epidemiological parameters describing dengue. This work suggests 
nonzero values of both CI and ADE will be required. 

4 Conclusion 

In this paper, we proposed a deterministic model for dengue fever, including 
mosquito vector and the effects of host incubation, in a four serotype model extending 
Bianco [16]. The model makes it possible to explore the interacting effects of ADE 
and CI on the dynamics of dengue epidemics. As these important factors are varied, a 
systematic change in dynamics is observed. The vector model exhibits a transition 

(a) (b) 
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from steady state to periodic dynamics as a function of both CI and ADE. No 
dynamic behavior is observed by including CI alone (ADE=1).  

We also measured the dominant timescale of the dynamics from the peak in the 
power spectrum of the epidemic time series. It is possible to find regions of parameter 
space with a realistic period for dengue outbreaks (3-4 years). Regions with “realistic” 
dynamics and desynchronization between serotypes are observed at nontrivial levels 
of ADE (>2). The epidemics for different serotypes are phase locked, even though 
one can obtain a 3-4 year period at ADE=1. Also, it is inevitable that partial cross 
strain immunity plays a very important and necessary role.  

The model reported here is not intended to represent a “perfect” model of dengue 
fever. Indeed, the model is analyzed in a deterministic setting and lacks a stochastic 
component. Stochasticity, realistic seasonal forces, demographic dynamics, and 
longer term environmental and climate changes may all influence dengue burden and 
its dynamical signatures [27]. More work is required to evaluate these factors. 

Without inclusion of the mosquito vector [16], a large degree of frequency 
instability or “chaotic” behavior is observed. Such instability makes future creation of 
a predictive model problematic (even for short term predictions). Explicit inclusion of 
the vector may resolve this problem as it quenches the instability, stabilizing the 
epidemic dynamic timescales over extended regions of parameter space. This could 
be quite important to future attempts to calibrate a model of dengue fever based on 
surveillance data, and to derive more accurate estimates of the epidemiological 
parameters for the known serotypes. Models including the vector component are also 
more robust with respect to large seasonal changes in .  
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Abstract. The Markov Chain Monte Carlo (MCMC) family of meth-
ods form a valuable part of the toolbox of social modeling and prediction
techniques, enabling modelers to generate samples and summary statis-
tics of a population of interest with minimal information. It has been
used successfully to model changes over time in many types of social
systems, including patterns of disease spread, adolescent smoking, and
geopolitical conflicts. In MCMC an initial proposal distribution is itera-
tively refined until it approximates the posterior distribution. However,
the selection of the proposal distribution can have a significant impact
on model convergence. In this paper, we propose a new hybrid model-
ing technique in which an agent-based model is used to initialize the
proposal distribution of the MCMC simulation. We demonstrate the use
of our modeling technique in an urban transportation prediction sce-
nario and show that the hybrid combined model produces more accurate
predictions than either of the parent models.

Keywords: Markov Chain Monte Carlo, agent-based models.

1 Introduction

Markov chain Monte Carlo (MCMC) simulation is a simple, easily parallelizable
methodology for estimating the summary statistics of a population from minimal
information. The aim of the process is to approximate the posterior distribution
of the model parameters based on the observed data. By using Monte Carlo
simulations to perform the high-dimensional integrations necessary to calculate
marginal and posterior distributions, algorithms such as Metropolis-Hastings
can make the Bayesian inference process tractable. MCMC has been used as
a key component in the model fitting process in many types of social model-
ing and prediction problems. For instance, Cauchemez et al. use a Bayesian
MCMC approach to examine the main characteristics that affect influenza dis-
ease transmission between households [1]. Similarly, the effect of spatial influ-
ences on geopolitical conflicts has been modeled using an MCMC formulation
in which the likelihood of war involvement for each nation is conditioned on the
decisions of proximate states [2].
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Although the MCMC methodology has many advantages, many of the com-
monly used MCMC algorithms are strongly dependent upon good initialization
of the proposal distribution. In cases where the proposal distribution is far from
the desired posterior distribution the algorithm may converge to a poor local
minimum or require a long time to achieve convergence. In this paper, we fo-
cus on the question of how to select a good proposal distribution for MCMC
algorithms. To address this problem, we turn to another modeling technique,
agent-based modeling (ABM), to generate simulated data which is then used to
initialize the proposal distribution of the MCMC. The combination of the two
models, agent-based and MCMC, produces a more accurate result than either of
the parent models and facilitates the MCMC convergence. To demonstrate the
strengths of this approach, we present a case study on modeling and predicting
transportation patterns and parking lot usage on a large university campus.

2 Related Work

Markov Chain Monte Carlo describes a family of methods for performing
Bayesian inference through stochastic simulations of a Markov process. In the
domain of social modeling and prediction, MCMC is well suited for studying the
effect of long-term influences on dynamic systems of social agents. For instance,
SIENA (Simulation Investigation for Empirical Network Analysis) uses MCMC
for analyzing longitudinal data of networks and behavior [3]. SIENA is a pow-
erful toolkit that can be used to test hypotheses about the effects of actor and
tie covariates on network structure and actor behavior [4]. However, for large
and complicated datasets, it can be challenging to get the MCMC component of
SIENA to converge in a reasonable period of time. Since our proposed method
initializes the proposal distribution at a point closer to the target distribution,
it improves the convergence rate of MCMC.

MCMC is an alternative to two other commonly used approximation meth-
ods: 1) importance sampling—samples are drawn from a distribution other than
the target one, then reweighted to account for differences between the two distri-
butions, and 2) variational inference—the original integration problem is trans-
formed into an optimization problem [5]. Effectively MCMC allows us to draw
samples from a distribution π(x) without having to know its normalization.
With these samples, it is possible to compute any quantity of interest about the
distribution of x, such as means, confidence regions, or covariance [6]. In this
paper, MCMC is used as a simulation technique, and the sample set used to
characterize the posterior distribution is simply compared against the output of
other simulation techniques such as agent-based modeling, rather than used to
perform Bayesian inference over model parameters.

This paper focuses on improving the performance of the Metropolis-Hastings
algorithm (MH) [7] which is relatively sensitive to the initial proposal distribu-
tion. It is because of this sensitivity that researchers sometimes opt to use alter-
native MCMC algorithms, such as Gibbs sampling [8]. Our proposed method is
a variation on the idea of using suboptimal inference and learning algorithms to
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generate data-driven proposal distributions for the MH algorithm [9]. Eaton et
al. [10] used dynamic programming to create a proposal distribution for MCMC
in the space of directed acyclic graphs. They showed that this hybrid technique
converges to the posterior faster than other methods, resulting in more accurate
structure learning of graphical models and higher predictive likelihoods on test
data.

In [11], de Freitas et al. introduce two different methods to overcome the prob-
lem of finding a good proposal distribution. In the first approach, a mixture of
two kernels is used to drive the search process: 1) a variational kernel to broadly
explore the problem domain and locate regions of high-probability and 2) a
Metropolis kernel to explore the local regions. One drawback with this method
is that finding a good variational kernel can be difficult to do. To combat this is-
sue, the authors propose a second technique called adaptive MCMC in which the
proposal distribution is updated at run-time based on the behavior of Markov
chain. Adaptive methods generally seek to construct a better proposal distribu-
tion through the combination of stochastic approximation and MCMC [12]. One
issue with this class of adaptive techniques is that they often rely on certain
mathematical assumptions being valid, and thus can only be used in a limited
set of conditions unlike our proposed approach. Reversible jump MCMC is a
different form of run-time modification in which the dimensionality of proposal
distribution is changed; this technique can be used even in cases that the number
of parameters is not known [13]. Brooks et al. introduced a new methodology
for constructing efficient reversible jump MCMC proposal distributions [14].

Agent-based modeling can be an effective way of modeling complex systems
that are not easy to characterize analytically. Typically, each agent in the sim-
ulation operates according to a set of simple rules representing the decision-
making process of a human, or a group of humans. Simulating the social system
reveals emergent interactions between the agents, which are often not immedi-
ately obvious from the rules of the system. For a more comprehensive overview of
agent-based modeling approaches and applications, the reader is referred to [15].
Although agent-based systems are a powerful simulation and modeling tool in
the hands of a domain expert, it is generally difficult to reproduce or verify con-
clusions drawn from more complicated ABMs since it rarely possible to exhaus-
tively describe all the interactions which occur within the ABM or to quantify
the impact of software modifications to the simulation. In this paper, since the
ABM is used exclusively to shape the proposal distribution, it is easy to quantify
the contribution of the ABM and reproduce the results.

3 Method

Figure 1 provides an overview of our proposed hybrid modeling technique in
which an agent-based model is used to generate the proposal distribution used
by the Markov Chain Monte Carlo algorithm. For this paper, we present a case
study illustrating the usage of our technique as part of modeling effort to under-
stand transportation patterns and parking lot occupancy on the campus of the
University of Central Florida.
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Fig. 1. Overview of proposed method

First, we distributed an online survey to the population of interest on campus-
wide email lists; the results of the survey were then used to initialize an ABM
model with reasonable parameters. The ABM creates 1) a realistic simulated
campus population according to parameters fitted with the survey data 2) sched-
ules for the simulated population members using an activity-based microsimula-
tion 3) paths for the agents to move between their scheduled activities. General
trends of student movement can be viewed using the ABM. To estimate a specific
quantity of interest, such as usage for a specific parking lot at a particular time
and day, the MCMC is used. The Metropolis-Hastings algorithm is initialized
using a proposal distribution based directly on the output of the ABM and run
to convergence.

In this paper, we compare the prediction performance of three different mod-
eling techniques: 1) ABM only 2) an MCMC using a standard proposal distri-
bution combined with observed data based directly on the surveys 3) our hybrid
method in which the classic MCMC sampling is done in two separate phases.
In the first phase, data from the agent-based population is sampled to create a
proposal distribution, and in the second phase the Markov chain is repeatedly
sampled to obtain the target distribution.

3.1 Agent-Based Transportation Model

To perform transportation forecasting on the UCF campus, we created an agent-
based model for simulating the common activities (transportation, dining, recre-
ation, and building occupancy) performed by the 47,000 students on the main
campus. 1003 students responded to our online survey posted on KwikSurveys

which was advertised on various campus email lists. The questions on the sur-
vey were grouped into different categories, related to possible places that could
be visited on the main campus, and students were specifically queried about
their visitation frequencies. Based on this data, we created the activity-based
microsimulation described in [16].

Each agent in the model represents an individual student and has a unique set
of parameters that govern his/her activity profile. An agent’s defining parameters
are: entrance, dormitory, department, class building, arrive, depart, lunch, din-
ner, beverage, recreation and wellness, parking, shuttle, and miscellaneous. The
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first four parameters designate the single (most common) value of the agents’
entry point to the campus, housing situation, home department, and main class
building. Arrive and depart are lists showing the times the agent enters the cam-
pus and leaves it. The remaining parameters are lists of locations for the agent’s
dining, recreation, and commuting. Additionally, each parameter that includes
a location has another matching parameter that shows the time or frequency of
visiting that location.

Rather than directly mapping the survey data to simulated entities that match
the exact preferences of one of the survey respondents, we attempt to learn a
general model of the population by fitting a set of distributions to the answers
of every question. When the simulation commences, all the agents are initialized
with parameters that remain constant over the lifetime of the agent and are used
to create daily activity profiles. Our simulation is implemented in the Netlogo [17]
environment and is freely available at: http://code.google.com/p/ucf-abm/.

3.2 MCMC

To benchmark the performance of our ABM MCMC model, we created a Markov
Chain Monte Carlo simulation with a standard proposal distribution for making
a limited set of forecasts based on the survey data. We use the Metropolis-
Hastings algorithm as follows:

– Select a proposal distribution Q
– Initialize the starting point, x0

– Do
• Generate a candidate point xc, according to the probability Q(xc|xi)
• Calculate the acceptance probability:

α(xi, xc) = min(1,
π(xc)q(xi|xc)

π(xi)q(xc|xi)
)

• Choose xi+1 = xc with probability α, xi+1 = xi with probability (1−α)

This procedure is executed until the Markov chain has reached its stationary
distribution according to a convergence diagnostic. To validate the simulation,
MH is used to estimate the number of cars entering the parking lots at different
times of a day. One can envision this as a two dimensional diagram with the hor-
izontal axis corresponding to the time of a day, and the vertical one showing the
number of cars entering a specific parking lot. The survey data from the ques-
tions about the attendance pattern and frequency of parking lot usage is used to
initialize observed data used by the MCMC model. Our MCMC model assumes
the unnormalized distribution, π(x), is of the form of a Poisson distribution, and
a standard multivariate Gaussian is used for the proposal distribution.

3.3 ABM MCMC

In our proposed method, the samples produced by the ABM are used to construct
the proposal distribution. Then this distribution is employed by the MCMC

http://code.google.com/p/ucf-abm/
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method to find the target distribution. In this case study, the goal of the campus
modeling problem is to build a model describing the transportation patterns of
students, hence the distribution that we are seeking (the target distribution)
should represent the location of students at different times. The samples that
are collected from the agent-based model include x and y coordinates of agents
at each hour. This produces a population of samples containing x, y and time.
The proposal probability of each vector is set equal to the number of times
the vector exists in the dataset divided by the total number of dataset records.
This makes the implicit assumption that the agent-based model has produced
an evenly distributed set of samples from the population domain.

4 Results

One of the main applications of our microsimulation is analyzing pedestrian
movement and car traffic on campus. Figure 2 shows the average visitation fre-
quency for UCF campus locations (junctions, roads, and buildings) as predicted
by the ABM MCMC simulation. The darkness of the circles in Figure 2 is pro-
portional to the number of the students who passed or visited these places.

Fig. 2. Average traffic through different locations on the campus as predicted by ABM
MCMC estimation with darker circles showing more probable locations. The simula-
tion clearly shows several campus usage trends that are easily verified, including high
student union usage (center) and high traffic at main campus entrances (bottom left
and up left).

A question of daily interest for most students is parking lot usage: which lots
have vacancies and where can the best parking spots be found? UCF Parking
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Service performed a visual survey of lot usage in Fall 2011 and created a data
set which we compared to our hourly forecasts of student lot usage. Figures 3a
and 3b show the microsimulation forecasts for the different student parking lots
as predicted by: 1) ABM: the agent-based model; 2) MCMC: the Markov
Chain Monte Carlo with standard proposal distribution 3) ABM MCMC: the
proposed hybrid method. The horizontal axis shows the names of the parking
lots and the vertical the difference between the model predictions and the actual
parking lot occupancy tallied by UCF Parking Office. The ABM is much better
at predicting parking lot usage, compared to the MCMC (standard proposal
distribution). However, the hybrid method produces estimations of parking lot
usage that are virtually identical to the actual parking lot survey, with improved
convergence rates.
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Fig. 3. The absolute value of the prediction error of the MCMC simulation with stan-
dard proposal distribution (MCMC), the agent-based modeling method (ABM), and
our proposed method (ABM MCMC). Shorter bars represent predictions that diverge
less from the actual observed Parking Services data. Our proposed method accurately
forecasts the parking lot usage across all the parking lots (A-I) at noon (3a) and 4 pm
(3b).

5 Conclusions

This paper introduces a new hybrid modeling method for combining agent-based
models with MCMC. We demonstrate that the proposed method for initializing
the MCMC proposal distribution with ABM data significantly reduces the pre-
diction error over standard MCMC and also improves upon the ABM alone. We
hypothesize that the combined ABM MCMC finds a more general model of the
the posterior distribution than the ABM alone. Although agent-based models
are often difficult to formally specify and reproduce exactly, the contribution of
the ABM can be entirely quantified by the single proposal distribution, which
makes it possible to reproduce the results without replicating the entire ABM.
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Abstract. In the course of counter-insurgency campaigns, military
forces expend considerable resources and time conducting cordon and
search operations in an effort to interdict and suppress criminal groups.
However, these operations have a low success rate, with most operations
yielding little intelligence or marginal tactical gains while simultaneously
angering the local populace. This paper demonstrates methods for im-
proving the success rate of cordon and search operations by leverag-
ing Criminal Site Selection (CSS) models for geographic profiling. This
new modeling approach provides statistically significant performance im-
provements over the current best method for geographic profiling and
provides geographic profiles that are often accurate enough to facilitate
tactical success, with the modeled criminal group’s anchor point falling
within the search profile for military unit cordon and search operations.

1 Introduction

Military forces engaged in counter-insurgency campaigns perform many of the
same security and crime suppression activities as domestic police forces. How-
ever, they are much more focused on capturing or suppressing groups of offend-
ers than capturing and prosecuting individual serial criminals. These criminal
groups, organized into “cells” or small paramilitary elements, cooperate to co-
ordinate attacks on the local population, the government, and security forces
in an effort to destabilize the government. Cordon and search operations are
one of the most frequently employed techniques military forces use in targeting
these criminal groups [20]. Military forces perform cordon and search operations
by establishing an impermeable outer security perimeter (the cordon) and then
systematically searching the target area in an effort to locate enemy combatants
or equipment. Effective geographic profiling techniques could provide a method
for determining high probability search zones for military cordon and search.

Geographic profiling is an investigative technique used by police that uses
the known locations of a crime series to determine a serial offender’s anchor
point, usually a residence or workplace. However, despite several high-profile
successes, geographic profiling models [9,13,15,17] have not yet been developed
that are demonstrably more accurate than simple centrographic techniques such

� The rights of this work are transferred to the extent transferable according to title
17 U.S.C. 105.
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as calculation of the Fermat-Weber point, more commonly known as the Center
of Minimum Distance (CMD) [9, 14, 15]. Effective solutions to this problem are
in high demand because a critical function in the criminal investigative process
is locating unknown serial offenders [17].

This paper demonstrates the use of Criminal Site Selection (CSS) models
to develop geographic profiles in support of military cordon and search opera-
tions against the anchor points (addresses) for the criminal activities of known
criminal groups. CSS models are a technique used to develop hot-spot maps to
predict future criminal activity. CSS models have been shown to significantly
improve predictive performance over traditional kernel density hot-spot meth-
ods for predicting crimes such as burglaries [10, 21], terrorist events [3], suicide
bombings [18], and criminal activity by street gangs [5,6]. However, CSS models
have not yet been applied to geographic profiling.

2 Data Set

Many researchers have noted the similarities between criminal street gangs and
insurgent groups operating in urban environments [1,4,11]. In our investigation,
we used crime data for criminal street gangs in Santa Ana, California as a sub-
stitute for sensitive datasets from ongoing military operations. The data came
from three sources: the Gang Incident Tracking System (GITS) crime dataset
for the city of Santa Ana [12], the 2000 US Census, and a gang intelligence map
provided by the Santa Ana Police Department. The gang intelligence map de-
tailed known gang territories and point locations (addresses) for many of the
criminal gangs active in the city during the study period. We were able to iden-
tify crime series containing more than 3 criminal events from the GITS database
for 17 of the gangs for which there was a defined anchor point (address) in the
gang intelligence map. The US Census provided socio-economic and demographic
information at the census block group level for Santa Ana.

3 Methodology

The formal definition of this problem is to identify the anchor point zj ∈  2

for criminal group j from a crime series of size Nj committed by that group
at locations Sj = {sj1, sj2, ..., sjNj}. This anchor point will be probabilistically
assigned to a grid cell of possible locations i ∈  2 where i indexes a series of 50
meter x 50 meter grid cells in the domain of interest. The variable I represents
the total count of approximately 30,000 grid cells mapped within the city limits
of Santa Ana, California. Figure 1 provides an example of a geographic profile
(the mapped model outputs over the index i) for a criminal anchor point using
one of the methods developed below.

3.1 Data Set Preparation

Developing a CSS geographic profiling model requires a training dataset contain-
ing (solved) crime series linked to serial offenders and their known anchor points.
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Fig. 1. A geographic profile produced using the CSSB approach for Gang 5’s anchor
point in 3-D (top left), at the city scale (top right), and at the scale appropriate for
tactical level planning (bottom right)

There are several data preparation steps necessary to develop a CSS model
of criminal behavior. First, the geographic locations of crimes in the training
dataset are converted into a marked spatial point pattern by using a Geographic
Information System (GIS) to attach socio-economic features from the US census
as well as calculating the Euclidean distance to feature-space predictors [10] such
as the responsible party’s anchor point, the nearest gang territory, the nearest
gang address and other crime generators or attractors [2]. Note that the distance
between the crimes and anchor points is only one of many geographic distances
considered in the model structure. The response variable y for all of the actual
crime locations is recorded as yi = 1. A null grid is laid over the study domain
at 50-meter intervals and marked with predictive features in the same way. The
null grid provides observations for locations where criminals chose not to com-
mit crimes (i.e. the response variable at these locations is recorded as yi = 0).
This grid is also used to map probabilistic estimates for gang anchor points by
plotting the model predictions over the grid as a raster image, as seen in Figure
1. The training data set therefore contains a response vector Y indexed by i and
a predictor matrix X , with each row of X corresponding to a location i and each
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column of X corresponding to a predictive feature. For notational convenience,
the distance between group j’s known anchor point zj and location i is held out
of the predictor matrix X and referenced in the notation below as ||i − zj||.

3.2 Criminal Site Selection (CSS) Modeling of Group Behavior

Criminal Site Selection (CSS) models calculate the probability that a crime by
group j occurs at location i using a logistic regression equation.

Pj(yi = 1|Xi, zj) =
exp (AXi +B‖i− zj‖)

1 + exp (AXi +B‖i− zj‖) (1)

In the logistic regression above, the A coefficient vector specifies the relation-
ship to the environmental factors associated with a location, which are recorded
in vector Xi. The B coefficient captures the distance-decay relationship for the
criminal’s journey to crime (once the effects of the other environmental factors
have been accounted for). This model structure improves current geographic pro-
filing techniques in that it models the effect of the journey to crime relationship
after considering other environmental effects such as socio-economic conditions,
crime generators, and crime attractors that might affect a criminal’s decision-
making process.

We fit the logistic regression models in this paper using the stats package
in R software, using stepwise regression to automate feature selection. Predic-
tors consistently selected using stepwise regression for the CSS models included
distance to the gang’s anchor point, distance to other gang addresses (known
crime generators and attractors), median home values, the percentage of homes
that were owner occupied, the percentage of the population 18-30 years old, the
percentage of the population on public assistance, and racial demographics.

3.3 Developing a Geographic Profile from a New Crime Series

The CSS model is a descriptive model of what is generally true about how
criminals in a specific geographic area respond to environmental factors, crime
attractors, crime generators, and their own geographic anchor points. Once this
model is built for a specific geographic region, it can be used to find the ge-
ographic anchor points for a newly observed crime series. Three methods for
generating a predictive geographic profile are outlined below. The first approach
(CSSB) uses the CSS model within a Bayesian framework. The second method
(CSSM) uses the CSS model as a mathematical scoring function. The last ap-
proach uses the CMD algorithm as a mathematical scoring function. The CMD
method is included to enable performance comparison of the CSS modeling ap-
proach for geographic profiling to what is widely considered to be the current
best method [7, 9, 14, 19].

The input data used to generate the geographic profile for a new group is a
crime series by that group. This crime series defines the set of crime locations
Sj = {sj1, sj2, ...sjNj}. In order to employ the CSS model, we must develop
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the predictive matrix X used in the CSS model for each of the incidents in Sj ,
as discussed in Section 3.1 above. This forms the predictive matrix Xj , which
containsNj rows, with each row indexing crime n. Finally, the Euclidean distance
‖sjn − i‖ is calculated for all i and n.

A Bayesian (CSSB) Method. The first CSS modeling approach places the
CSS model within a Bayesian framework to calculate the joint probability of an
observed crime series. This approach uses the CSS model and Bayes’ Theorem
to calculate the posterior probability of an anchor point given a crime:

P (zj = i|Xjn, sjn) =
P (sjn|Xjn, zj = i)P (zj = i|Xjn)

P (sjn|Xjn)
(2)

The posterior probability of interest is the probability that the gang’s anchor
point zj is located at location i given criminal event sjn and the predictive
features at the location of the criminal event described by the matrix Xjn. For
notational convenience, we define the conditional probability of known crime
series event sjn, which occurs at location i, as P (sjn|Xjn, zj) and define that this
notation is equivalent to Pj(yi = 1|Xi, zj) since when yi = 1 it joins the set Sj .
The CSS model shown in Equation 1 provides P (sjn|Xjn, zj = i). P (zj = i|Xjn)
is defined uniformly to be 1/I for all points zj (i.e. we use a non-informative
prior distribution for the location of the gang’s anchor point).

Estimating the data probability P (sjn|Xjn) has presented some significant
challenges in other profiling approaches employing the Bayesian paradigm. As
[8] notes, “there is no simple way of estimating the probability of obtaining
the information [data] under all possible scenarios.” Note that in the way we
have developed the problem, the data probability depends only on the feature
set of that location. Since this probability is by definition independent of the
location of the anchor point, we can assert that for all possible anchor points
we evaluate with the posterior probability function, this probability will be the
same (unknown) constant, D. Assuming the crime series is a set of independent
observations yields:

P
(
zj = i|sj1, sj2, .., sjNj

)
=

Nj∏
n=1

[
1

IDjn
P (sjn|Xjn, zj = i)

]
(3)

The product term
∏Nj

n=1 [1/ (IDjn)] represents some unknown constant. We can
estimate a probability density for the anchor point for unique location, f(yi) by
dropping this constant term. The resulting density estimate at location yi is the
product of the conditionally independent probabilities for the entire crime series
and is proportional to the joint posterior probability in Equation 3:

f(yi) =

Nj∏
n=1

[P (sjn|Xjn, zj = i)] ∝ P
(
zj = i|sj1, sj2, .., sjNj

)
(4)
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Figure 1 illustrates the resulting mapped probability density surface for one of
the criminal gangs. This density surface is sufficient for planning cordon and
search operations in an effort to locate the anchor point for a criminal group.
To obtain an estimate of the posterior probabilities at the various locations, one
can normalize the probability density surface f(Y ) to sum to one, producing a
probability surface. The resulting mapped joint posterior probability surface is
indistinguishable from the mapped density surface shown in Figure 1.

A Mathematical Scoring (CSSM) Method. The second CSS modeling ap-
proach replaces the distance-based mathematical scoring functions used in other
geographic profiling methods [7,17] with the CSS model. The CSS mathematical
scoring method (CSSM) calculates the score L for location i as:

L(i) =

Nj∑
n=1

P (sjn|Xjn, zj = i) =

Nj∑
n=1

[
exp (AXjn +B‖sjn − i‖)

1 + exp (AXjn +B‖sjn − i‖)
]

(5)

The significant difference between this approach and previous mathematical
modeling approaches is the ability of the CSS model to incorporate additional in-
formation about environmental factors such as socio-economic conditions, crime
generators, and crime attractors. When the scores for all locations are mapped,
they produce a geographic profile similar to that illustrated in Figure 1.

The Center of Minimum Distance (CMD) Method. The center of mini-
mum distance (CMD) is calculated as:

CMD = argmin
i∈�2

Nj∑
n=1

‖sjn − i‖ (6)

Many researchers have noted that this statistic provides the most accurate point
estimate for the location of a serial offender’s anchor point [9, 14, 15]. The sig-
nificant drawback to the use of this statistic has been that it provides only a
point estimate for the anchor point’s location. However, with some adjustment,
the algorithm used to calculate CMD can also be leveraged as a simple heuristic
approach for developing a geographic profile:

L(i) =
1

Nj∑
n=1

‖sjn − i‖
(7)

The simple heuristic in Equation 7 uses the inverse function to reverse the mini-
mization function and maps this calculation for all i. This produces a geographic
profile similar to that shown in Figure 1.
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3.4 Results

To conduct a performance comparison of the three modeling approaches, we used
cross-validation to develop these results by iteratively using the crime series and
anchor points for 16 of the gangs to develop a CSS model and then applied that
CSS model to predict the “unknown” anchor point of the gang held out of the
data set. We assess geographic profiling model performance using three metrics
commonly used for geographical profiling models: error distance, search cost,
and profile accuracy [16]. Error distance is the Euclidean distance between the
point location predicted for the anchor point (the i with the highest geographic
profile score) and the actual address for the criminal gang. Search cost is the
number of 50 x 50 m grid squares that would have to be searched in order to
find the gang anchor point. Table 3.4 provides error distance and search cost
performance for each of the gangs.

Table 1. Crime counts, error distance (in meters), and search cost (in count of 50
meter x 50 meter grid cells) by gang for the three geographic profiling methods

Gang Crime Count
Error Distance Search Cost
CMD CSSB CSSM CMD CSSB CSSM

1 8 110 710 184 24 444 83
2 9 572 535 742 435 334 607
3 10 100 100 100 14 13 14
4 8 1535 1535 1564 2418 2761 1794
5 4 69 69 69 10 7 9
6 18 118 273 100 14 90 18
7 22 1010 1112 1067 1307 1653 1047
8 10 2189 2334 1462 6479 6920 4404
9 15 50 20 50 2 1 2
10 5 414 534 387 199 339 195
11 14 1944 1957 1955 4099 4421 2640
12 11 1681 1807 1343 5083 5564 2985
13 14 1517 1632 1490 4012 4219 3394
14 7 459 462 588 289 327 376
15 32 31 73 31 1 3 1
16 15 287 519 183 101 330 23
17 18 216 174 216 46 44 37

Average 13 724 814 678 1443 1616 1037

The CSSM method provides the best overall performance on these metrics. In
pairwise comparison, the performance improvements the CSSM method provides
over the CMD method are not statistically significant for the the error distance
metric but are significant for search cost performance (p = 0.484 and 0.032 by
Wilcoxon Signed Rank Test). The CSSM approach provides statistically signifi-
cant performance improvement over the CSSB approach for both error distance
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Table 2. Profile accuracy comparison for various search profiles

Search Diameter Search Blocks CMD CSSB CSSM

100 M 4 12% 12% 12%
250 M 25 35% 24% 35%
500 M 100 41% 35% 47%
1000 M 400 59% 59% 59%

and search cost (p = 0.032 and 0.005). The CMD method likewise provides
statistically significant performance improvement in both measures over the
CSSB method (p = 0.006 and 0.004).

Table 2 summarizes the profile accuracy performance for the three geographic
profiling methods for profile areas that can be used to define the cordon limits for
increasing echelons of military units conducting cordon and search operations.
Profile accuracy measures the percentage of criminal gang anchor points that
would be found by conducting a cordon and search for a specifically defined
region. For example, the geographic search profile for the smallest echelon of
military unit that could conduct a cordon and search operation is a diameter of
about 100 meters laid over the target location, or the cordon of a neighborhood
region containing four 50 x 50 meter search blocks. The CSSM approach again
provides the best performance overall performance, although for three of the
four search profile zones, the CMD method provides equivalent performance.

Figure 2 visually summarizes the information in Tables 1 and 2. It provides
a plot of search cost efficiency: the percentage of gang anchor points in the
dataset that are identified when a cordon and search operation of a defined
search cost is conducted. As can be seen in the left panel of Figure 2, the CSSM
provides better overall performance in search cost efficiency. The right panel
illustrates the search cost efficiency over the region applicable to military cordon
and search operations. As can be seen in this graphic, the performance of the
CSSM approach and CMD approach are very similar in this trade-off space.

3.5 Discussion and Conclusions

Overall, the CSSM model provided the best performance. However, it requires
significantly more data than the CMD approach. The CMD method requires
only a crime series in excess of three crimes while both of the CSS methods
require mapped information about environmental influences (known in military
parlance as the human geography), a training data set containing crime series
linked to their known anchor points, and the ability to fit the CSS statistical
model. Therefore, the CMD method provides a simple method that provides
good performance for the small search profiles applicable to military cordon and
search operations.

A significant shortcoming of all of the modeling approaches demonstrated
here (and geographic profiling models in general) is that they cannot accurately
identify an anchor point that is not encircled by a crime series (Gangs 8, 10, 12,
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Fig. 2. A graphical search cost efficiency comparison throughout the trade-off space
(left panel) and scaled to highlight the region applicable to military and cordon and
search operations (right panel)

and 13) and tend to perform poorly when the anchor point is very close to the
edge of the crime series (Gangs 7 and 11). Thus, these models are inappropriate
for commuter offenders, who travel to target areas away from their anchor points
to commit their crimes, but are applicable to marauding offenders who fan out
from a central anchor point in search of criminal opportunities.

While the CSSB method provided the worst performance in this case, a data
source important to the CSSB approach was unavailable. One of the strengths of
the CSSB approach is the ability to leverage additional information such as an
informative distribution for the prior probability for the criminal anchor point
for a criminal group. These informative distributions for the prior probability for
anchor points could be developed by incorporating data received from additional
intelligence sources such as human and signals intelligence (HUMINT/SIGINT).
However, the data available for this study did not contain information that could
be leveraged in this way.

Both CSS modeling approaches contribute to the geographic profiling model
literature by providing a method for modeling the effect of the journey to crime
relationship after considering other environmental effects such as socio-economic
conditions, crime generators, and crime attractors that might affect a crimi-
nal’s decision-making process. Future model adaptions include development of
informative distributions for the prior probability for anchor points for use in
the CSSB method by incorporating data received from additional intelligence
sources such as human and signals intelligence (HUMINT/SIGINT) and geo-
graphic profiling of individual serial criminals instead of group behavior.
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Abstract. In many contexts, people generate forecasts about events of interest, 
and decision-makers wish to aggregate these forecasts to improve their accura-
cy. These forecasts differ from signals in the physical sciences. In particular, 
sensor signals are noisy samples from a common underlying distribution, while 
human-generated forecasts are based on cognitive models that vary from one in-
formant to another. As a result, human forecasts, unlike physical signals, are not 
guaranteed to be statistically independent conditioned on the true outcome. 
These differences both provide new opportunities for aggregation, and impose 
restrictions that do not apply to physical signals. This paper describes the dif-
ference between forecasts and physical signals, outlines a strategy for exploiting 
these differences in aggregation, and demonstrates modest but statistically sig-
nificant gains in the accuracy of aggregated forecasts using data from a large 
ongoing experiment in forecasting world events.  

Keywords: Mental models, generated and interpreted signals, forecast  
aggregation. 

1 Introduction 

In many contexts, people forecast events, and decision-makers wish to aggregate 
these forecasts in the hopes of improving their accuracy. An example question is, 
“Will Bashar al-Assad be removed from power before 31 December 2013?” Forecas-
ter i’s answer is a binomial distribution θi over outcomes {Yes, No}. Forecasts to 
questions with more than two outcomes are multinomial distributions.  

The intuitive approach is to average the forecasts. With constant weighting, such 
an approach is called an Unweighted Linear Opinion Pool (ULinOP). One might vary 
the weights by a range of factors, including the confidence of individual forecasters 
[3] or the expected information gain that they have to offer [11].  

This intuition, which assumes independence among individual forecasts, is mis-
leading. Information from cognitive processes is likely to be very different from that 
from physical sensors, both qualitatively and statistically. In particular, it depends on 
idiosyncratic mental models through which people view the world. Appropriate ag-
gregation across such data should take into account the degree to which informants 
are working with the same or different mental models.  
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Previous work shows that distinctive characteristics of forecasts derived from cog-
nitive processes (Section 2) urge aggregation methods other than averaging (e.g., 
voting), and motivate estimations of differences between informants’ mental models 
(Section 3). This paper demonstrates modest but statistically significant gains in fore-
cast aggregation using such estimates in a voting framework (Section 4). Section 5 
discusses main lessons. 

2 Generated and Interpreted Signals 

In this section, we distinguish two main categories of data sources [5] and summarize 
how differences in their statistical properties affect aggregation [8]. 

Most analysis methods assume information sources that perform like a physical 
sensor: given a characteristic of the environment (e.g., temperature t), the sensor “ge-
nerates” a value x = t + ε, where the error ε is drawn from some distribution. A con-
ventional decision-making process with such “generated” signals compares the signal 
with a threshold T, and answers “yes” or “no” depending on whether the signal ex-
ceeds the threshold. If queried repeatedly, such a source yields answers that are inde-
pendent of one another, conditioned on the true value of the condition t > T. 

Some information elicited from people may satisfy this model. For example, in 
magnitude estimation in psychophysics [4], people confronted with external stimuli 
(such as sounds of different loudness, or light of different brightness) function as a 
transducer, converting a simple stimulus into a correlated number. 

This model is less satisfying in explaining how people assign probabilities to com-
plex world events. Whether a dictator will leave office depends on a complex web of 
events, including the country’s economy, the level of civil unrest, dissension within 
the government, and relations with other nations. An intelligence report for decision-
makers consists not just of a probability estimate associated with the final event, but 
also a discussion of the various factors that influence this outcome. Trained analysts 
describe their work as weighing these factors and the relations among them. In other 
words, they claim to be interpreting the world through an internal cognitive model. 
The same kind of processing is performed by many AI (“artificial intelligence”) sys-
tems, which manipulate symbolic information that is mapped onto statements about 
the world. We call such a signal, an “interpreted signal.”  

Each source of an interpreted signal may have a different cognitive model, attend-
ing to different features of the world. Typically, no single model includes all relevant 
features, and some features may be invisible to all informants. The responses generat-
ed by such a system are not independent, but are guaranteed to be negatively corre-
lated, conditioned on at least one outcome [5].  

Interpreted data differ from generated data not only in their correlations, but also in 
the relation of the optimal aggregation to individual forecasts. Each forecast is a vec-
tor of probabilities across the possible outcomes. The space of all such probabilities 
for a given problem is a “simplex,” which is the line segment [0, 1] for a binary prob-
lem, an equilateral triangle for a problem with three outcomes, and so forth. For ex-
ample, Fig. 1 shows three forecasts (a, b, c) against a three-outcome question.  
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The dashed line is the simplex, the space of 
all triples (p1, p2, p3) such that pi ∈ [0, 1] 
and pi = 1. The corners of the simplex 
correspond to outcomes. a assigns 100% to 
the first outcome and nothing to the other 
two. b assigns 50% each to the first and 
third outcomes, and nothing to the second. c 
is the uniform forecast, assigning 33.3% to 
each outcome.  

Any set of forecasts on the simplex has a 
convex hull (subject to certain information-
geometric refinements [8]). In Fig. 1 the 
convex hull of (a, b, c) is a solid line.  

Under benign constraints, the best aggre-
gation of a set of generated estimates lies within their convex hull, while the best 
aggregation of a set of interpreted estimates can lie outside the convex hull [8]. Com-
mon aggregation methods (such as taking a weighted average with non-negative 
weights) are constrained to the convex hull, and cannot adequately process interpreted 
estimates. We explore an alternative approach, voting, which can leave the hull. 

These differences between interpreted and generated signals highlight the impor-
tance of characterizing forecasters in terms of their individual cognitive models. 

A caveat is in order. People can produce generated signals from low-level stimuli, 
and a response to a forecasting question may include both generated and interpreted 
components. Such a mixture might result, for example, from emotional stress in the 
respondent, which in turn might come from a question’s subject matter, the complexi-
ty of the elicitation environment, or exogenous factors in the respondent’s personal 
life. From our perspective, such a generated component is noise in the signal.  

3 Estimating Model Differences 

A cognitive model behind an interpreted signal describe the world in terms of state 
variables, mutually exclusive and collectively exhaustive states, or non-independent 
statements about the world [7]. Whatever the form, the underlying reasoning deals 
with a discrete set of features, and in realistic settings, different informants may not 
attend to the same subset of features. 

Estimating a forecaster’s actual model would be valuable. For example, a decision-
maker who relies on an aggregated forecast is likely to be very interested in under-
standing the various mental models that support and oppose the conclusion that is 
presented. However, in this paper we focus simply on the difference between pairs of 
models, to guide aggregation of the resulting forecasts.  

We distinguish three broad approaches to estimating model differences [9]. 
Some approaches to estimating model differences make assumptions about the in-

ternal structure of the models. For example, given a graph-structured model with 
statements as nodes and either conditional probabilities (a Bayesian belief network 

 

Fig. 1. Three forecasts on the trinomial 
simplex 
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[10]) or transition weights (a Narrative Space Model [7]) on the edges, we might ask 
forecasters what news items they found helpful in responding to a question, and use 
these to infer what statements a forecaster’s model might contain.  

At the other extreme, if forecasters are allowed to choose the questions that they 
address, it is reasonable to assume that forecasters will prefer questions on which their 
models can shed light. In our experiments, some forecasters are determined to address 
every question, so their selection does not give a distinct signature. However, for 
selective forecasters, we can use the overlap in questions between two forecasters to 
estimate the similarity of their models. 

In this paper, we use an intermediate class of measure that requires only the actual 
forecasts θi, θj from two forecasters i, j. Each time we aggregate two forecasts from 
these forecasters, we compute a notional “distance” between their forecasts. One 
would like such a measure to be invariant with respect to invertible differentiable 
transformations of the set over which probabilities are defined. This condition allows 
only a 1-parameter family of geometries [2], characterized by the formula [13]: 

 ,  ∑
  (1) 

where δ is the parameter identifying the geometry. Well-known examples are the 
Hellinger divergence (for δ = 0.5) and the Kullback-Liebler divergence (or relative 
entropy, for δ = 1). We use the δ = 0.95 divergence, which we symmetrize (by averag-
ing with the δ = 0.5 divergence) and normalize to yield a true distance in [0, 1]. 

Let us denote this difference for aggregation episode k as wij|k, or (where there is no 
risk of confusion) as wij. wij is the within-event distance between i and j at a single 
aggregation event. If forecasters i and j participate in multiple such events, we can 
compute a cross-event divergence, 

 
∑ |  (2) 

where N is the number of shared aggregation events. cij estimates the overall tendency 
of i and j to produce different forecasts on different questions, or on different res-
ponses to the same questions (which might reflect differential attention to news events 
relevant to their respective models). For two forecasters with identical models, cij ≈ 0, 
recognizing the potential noise discussed at the end of Section  2. 

Both wij and cij are in [0, 1]. How might they compare with each other? 

• If both are high, we have different forecasts (high wij) from forecasters with differ-
ent models (high cij), an unremarkable situation. 

• We are also not surprised if both are low (similar forecasts from similar models). 
• If wij is high and cij is low, two forecasters give different results even though their 

underlying models are similar. This circumstance raises questions about whether 
their models have purchase on this particular question (or perhaps whether one or 
the other of them has a high noise component in the forecast in question). In either 
case, we should discount their divergent contributions to the aggregate. 

• If wij is low and cij is high, different models lead to a similar answer. Such a cir-
cumstance encourages us to pay more attention to their joint opinion. 
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4 Exploiting Model Diversity in Aggregation 

This section outlines how to apply the insights from the previous sections, using di-
versity measures to modulate voting. We outline our methodology, then define the 
two dimensions of experimental space: how to select the outcome for which a vote is 
cast, and how to compute the size of the vote.  

4.1 Evaluation Methodology 

We analyze responses to 98 forecasting questions from various subsets of 169 fore-
casters, some responding multiple times to a single question, over time periods rang-
ing from 2 to 245 days. Responses are collected through an on-line interface at 
https://ace-informed.net. Each question is aggregated once a day while it is active, 
using the most recent forecast from each forecaster. 

We measure forecast accuracy with the Brier score [1], a quadratic error score in 
[0, 2]. We average the scores from daily aggregation events on a question to give an 
overall “mean daily error” (MDE) for that question, then average the MDE across all 
questions to give an overall score, the “mean mean daily error”(MMDE). We measure 
the performance of an algorithm as the percentage improvement of its overall score 
(the MMDE) compared to that for ULinOP. 

Small improvements may result from a method’s exceptional success on a few 
questions. To estimate the significance of improvements between two methods, we 
compare the question-by-question MDEs for each method to see whether the method 
with better MMDE also improves more individual questions. We use the nonparame-
tric Wilcoxon signed rank test [12]. Each question contributes two scores, one from 
each method being compared. We rank the pairs by the magnitude of their difference. 
The test statistic W is the difference between the sum of the ranks for which the first 
method is better and the sum of the ranks for which the second is better. If the two 
methods are comparable, W should approach 0. The distribution of W approaches 
normality for N > 10, a condition clearly satisfied by our 98 questions, allowing us to 
estimate the probability of the null hypothesis (that the median of the differences be-
tween each pair of results is 0). Small values of p(H0) increase our confidence that 
one method is superior to the other. 

4.2 Averaging vs. Voting 

The ideal aggregate for interpreted signals can leave the convex hull of the individual 
forecasts [8]. Weighted averages with non-zero weights are confined to the hull, but 
voting methods can leave the hull. Can voting do better than weighted averages? 

Let Fi be the set of forecasters who assign their largest probability to outcome j, 

 :  (3) 

Assign vote vi to forecaster i. Then the voting aggregate is 
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∑ ∈∑   (4) 

With unit votes, : 1 , voting outperforms ULinOP by 2.8%, with p(H0) = 
0.006. Substantially greater gains (~30%) are achievable by modulating the value of 
the vi by various factors, such as a forecaster’s historical accuracy, but we have found 
no benefit to using any diversity measure to change a forecaster-based vote. In the 
nature of the case, such a vote must be an average across the forecaster’s diversity 
with respect to all other forecasters. We hypothesize that taking such an average dis-
cards important information, and we explore here pairwise voting methods in which 
each pair of forecasters casts a vote for an outcome derived from their individual 
forecasts. We explore three ways of selecting the outcome for a given pair of  
forecasters.  

Average Pairwise Voting (APV) votes for the outcome favored by the average of the 
forecasts. If the forecasts differ, this approach selects the outcome favored by the 
more extreme forecaster. With unit votes, this approach is 7.4% better than ULinOP 
with p(H0) = 0.002. To understand this gain, note that the more extreme forecast (the 
forecast with lower entropy) determines the outcome that receives the vote. Other 
experiments show that in general, more extreme forecasts (reflecting higher forecaster 
confidence [3]) are more likely to be correct. To remove this entropy effect, we define 
two alternative pairwise voting methods.  

Split Pairwise Voting (SPV) assigns a vote of 0.5 to the outcome favored by each 
forecaster. When they agree on the outcome, the entire vote goes to their consensus, 
but when they do not, each outcome gets half of the credit.  

Consensus Pairwise Voting (CPV) gives a vote to a pair only when they agree on 
the outcome, and registers no vote for pairs who disagree.  

4.3 Using Estimates of Model Diversity 

We experiment with four vote values. Three use a gain γ reflecting diversity. 
The unit vote gives each pair has one vote. Combined with SPV, this approach 

yields the proportion of the forecasters who favor each outcome. 
The ratio γ vote uses the ratio of cij and wij. To avoid singularities, we add a con-

stant ζ (e.g., 0.1) to the numerator and denominator: 

 |  (5) 

High values of γa indicate that the average forecast of i and j should be given higher 
credence, while low values indicate that the (divergent) forecasts merit less attention. 
The unit vote represents the limit of ratio γ when ζ  ∞. 

The difference γ vote transforms (5) so it is bounded to [0, 2] and c = w  γ = 1: 

 1  (6) 
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To derive (6), since c and w are in [0, 1], γ is bounded by 

 , γ   (7) 

First, we scale γ to [0, 1]: 

     (8) 

Next, when c = w, the parenthesized term in the last element of Equation 4 becomes 
unity, so we reach γ’ = 0.5 at the midpoint by allowing ζ  ∞. Taking this limit in (8) 
and multiplying by 2 so that γ = 1 at the midpoint, we obtain (6). Scaling before tak-
ing the limit retains the influence of c and w, avoiding a unit vote.  

The velocity γ vote looks at how two forecasters are moving relative to one anoth-
er on the simplex in their successive forecasts against a single IFP. This vote requires 
multiple forecasts from at least one forecaster. Consider three conditions: 

1. If two forecasters move in synchrony with one another, they probably have very 
similar models. We will give them a unit vote (comparable to ratio γ when w and c 
are the same size). 

2. If they move apart over time, they are responding differently to events they observe 
in the world, and we should downweight their vote (a value between 0 and 1). 

3. If they move together over time, they started in different positions on the simplex 
(reflecting different models), but now are coming closer together, suggesting that 
we should give them a greater vote (say, between 1 and 2). 

Let wij|k be the distance between forecasters i and j at aggregation event k, where k is 
augmented each time one or the other of them updates a forecast to the IFP in ques-
tion. When we are considering a single pair, we write simply wk for their separation at 
event k. (9) has the required properties: 

 1  (9) 

When two forecasters start with the same forecast (wk-1 = 0) and move apart, (9) takes 
the value 0. When they start with different forecasts and move together (wk = 0), it has 
the value 2. When they move in synchrony (wk-1 = wk), it has the value 1. 

The value varies reasonably with distance moved in all cases except when wk-1 or 
wk is 0. In this case, regardless of the value of the other (non-zero) w, γ will be 0 or 2, 
depending on the direction of the move. To avoid this, we constrain w to be no less 
than a minimum value w0 (0.01 in the experiments reported here). In addition, at the 
first aggregation event involving a pair of forecasters, we use γ = 1.  

These diversity measures can be applied both to averaging and to voting aggrega-
tion. We have explored two averaging approaches. Naively, one might form all possi-
ble pairs of forecasts, and weight the average within each pair by γ: 

  ∑ ∑  (10) 
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Since γij is symmetrical, we can define ∑ , and (10) becomes 

  ∑∑  (11) 

This approach gives no benefit over ULinOP. Assigning a single aggregate γ to each 
forecaster throws away information about the value of specific pairs of forecasts. 

An alternative approach, Cluster-Weighted Aggregation (CWA) [6], agglomera-
tively clusters individual forecasts using a weighted sum of cij and wij as the distance 
measure. It then aggregates forecasts following the structure of the dendrogram, start-
ing at the leaves, and weighting each cluster by γ before aggregating it into higher-
level clusters. This approach offers on the order of 5% improvement over ULinOP 
with either ratio or velocity γ. Difference γ offers no improvement. 

5 Experimental Results 

We have ten conditions to compare: ULinOP and 3x3 experimental conditions.  
Table 1 reports two numbers for each pair of conditions: the lift of the column method 
over the row method, and the statistical significance (p(H0) from the signed rank test 
over individual IFPs). The table is symmetrical, so we report only the upper half. 

The various voting schemes with APV dominate everything else, because of the 
entropy factor, reflecting forecaster confidence. Even with this factor removed, unit 
voting dominates averaging, decisively for SPV (p(H0) = 0.018), and suggestively for 
CPV (p(H0) = 0.053). All three forms of γ give positive lift over ULinOP, significant-
ly for difference γ in SPV, for ratio γ in CPV, and for velocity γ in both. Restricting 
our attention to SPV and CPV, velocity γ dominates the other two forms, and also 

Table 1. Lift and Significance of Column over Row (only upper half-table reported). Green 
bold values have p(H0) ≤ 0.05, red values have p(H0) > 0.1. 

 

 APV, 
Unit 

APV, 
Ratio 

APV, 
Diff. 

APV, 
Velocity 

SPV, 
Unit 

SPV, 
Ratio 

SPV, 
Diff. 

SPV, 
Velocity 

CPV, 
Unit 

CPV, 
Ratio 

CPV, 
Diff. 

CPV, 
Velocity  

ULinOP .074 
.002 

.056

.002 
.072 
.005 

.015 

.048 
.030
.018 

.013

.118 
.032
.018 

.072

.003 
.015
.053 

.026

.035 
.011
.061 

.034 

.013 ULinOP 

APV, 
Unit  -.018

.285 
-.002 
.463 

-.059 
.294 

-.044
.002 

-.062
.001 

-.043
.001 

-002
.778 

-.059
.353 

-.049
.105 

-.063
.411 

-.040 
.003 

APV, 
Unit 

APV, 
Ratio 

  .015 
.300 

-.041 
.257 

-.026
.048

-.044
.007

-.025
.086

.015

.261
-.042
.269

-.031
.193

-.046
.317

-.022 
.064 

APV, 
Ratio 

APV, 
Diff.    

-.057 
.269 

-.041
.002 

-.059
.002 

-.040
.002 

.000

.526 
-.057
.319 

-.046
.096 

-.061
.410 

-.038 
.004 

APV, 
Diff. 

APV, 
Velocity     .015

.071 
-.003
.061 

.016

.071 
.057
.378 

.000

.851 
.010
.023 

-.005
.155 

.019 

.085 
APV, 
Velocity 

SPV, 
Unit      -.012

.008 
.001
.025 

.041

.003 
-.016
.089 

-.005
.065 

-.020
.112 

.004 

.0001 
SPV, 
Unit 

SPV, 
Ratio       .019

.010 
.059
.002 

.002

.074 
.013
.049 

-.002
.074 

.022 

.003 
SPV, 
Ratio 

SPV, 
Diff.        .041

.003 
-.017
.092 

-.006
.087 

-.021
.120 

.003 

.564 
SPV, 
Diff. 

SPV, 
Velocity        -.057

.355 
-.046
.117 

-.061
.442 

-.038 
.004 

SPV, 
Velocity 

CPV, 
Unit         .011

.028 
-.004
.036 

.019 

.109 
CPV, 
Unit 

CPV, 
Ratio          -.015

.015 
.008 
.089 

CPV, 
Ratio 

CPV, 
Diff. 

          -.029 
.038 

CPV, 
Diff. 
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APV, 
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APV, 
Diff. 

APV, 
Velocity 

SPV, 
Unit 

SPV, 
Ratio 

SPV, 
Diff. 

SPV, 
Velocity 

CPV, 
Unit 

CPV, 
Ratio 

CPV, 
Diff. 

CPV, 
Velocity  
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gives the highest lift against ULinOP (statistically indistinguishable from the impact 
of entropy in APV with unit voting). 

These results invite three observations. 
First, the signal in a forecast has an interpreted component that can be exploited in 

aggregation. Both voting (which can leave the convex hull of individual forecasts) 
and measures of diversity between forecasters’ mental models give statistically signif-
icant improvements in forecast aggregation.  

Second, our gains over ULinOP are modest. Our limited gains may reflect a gener-
ated-signal component in forecasts (e.g., an emotional response to questions). Also, 
we are hopeful that refinements can increase the contribution of our methods. For 
example, estimating cij from multiple instances of wij is sensitive to small-number 
effects when forecasters share only a few questions in common. We are exploring 
techniques for testing whether cij is converged, and using other estimates of cross-
question diversity that are not subject to the convergence challenge.  

Third, benefits gained from diversity effects are not always orthogonal to other 
benefits. There is a suggestion (with very low significance) that APV with any γ vote 
is worse than with unit voting. All forms of γ dominate ULinOP. Why don’t they help 
with APV? The answer appears to be that the two effects fight against each other. 
Entropy (certainty) is only exploited when the members of a pair prefer opposite out-
comes, while γ is high only when the members of a pair are close together, which 
usually means they favor the same outcome. Thus the two effects boost different pairs 
of forecasts, cancelling out the discriminatory information that each of them has to 
offer. We have observed such interference with other forecast features as well. An 
important focus of ongoing research is to understand these interaction effects and how 
to exploit combinations of features for greater performance improvement. 
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Abstract. Even as reliance on information and communication technol-
ogy networks continues to grow, and their potential security vulnerabili-
ties become a greater threat, very little is known about the humans who
perpetrate cyber attacks—what are their strategies, resources, and moti-
vations? We present a new framework for modeling such cyber attackers.
Utilizing observable information (i.e., network alerts, security implemen-
tations, systems logs), we can characterize attackers based on the risk
they are willing to incur and delineate them based on skill level. These
classifications can facilitate decision-making and resource allocation to
counteract cybersecurity incidents. We look at two specific models of at-
tacker risk and discuss empirical results from a prototype implementation
of this modeling framework using real-world network data.

1 Introduction

Currently, most research in the field of cyber security has focused on systems
security and developing technical approaches to either prevent, respond to, or
detect security breaches. While these techniques are crucial for securing our
increasingly wired world, they do little to address the human component of
cyber attacks. However, when modeling attacker behavior, we are constrained by
the limited information—systems logs, firewall alerts, etc.—that we can observe.
The identity of an attacker can be easily obscured or anonymized, rendering a
complete behavioral profile challenging, if not impossible.

We propose a new metric called attacker risk that allows attackers to be
classified based on the potential cost they are willing to undertake. In risk man-
agement [12,22], risk is typically defined as the product of vulnerability, threat,
and the value of assets, and has been applied in organizations to quantify vulner-
abilities (physical and cyber). We expand these concepts to address the risk of
undertaking an attack on a particular system. Different types of attackers may
exhibit distinctive behavior related to their willingness and ability to absorb the
risk associated with an attack. By estimating an attacker’s risk tolerance, we can
determine the cost effectiveness of an attack, that is, what is the relationship
between the potential costs and the goals achieved.

Assuming a basic framework of rational decision-making, this understanding
of attacker risk and cost effectiveness provides some indication of other charac-
teristics, such as skill level and resources; a set of operations that is very high-risk
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and low-payoff likely indicates an inexperienced or unskilled attacker, while high-
risk, high-reward attacks often require substantial resources to ensure success.
A profile based on risk can therefore facilitate classification of intent and skill.
Such models can support decision-making and help policy makers or systems
administrators allocate defensive resources and mobilize their response teams.

Previous work on cyber attacker behavior has focused mostly on attack
features—such as using attack trees or correlating intrusion detection system
(IDS) alerts to model patterns or extract anomalies—and making security deci-
sions based on common attacks [16,6,15,26,14,3,24,23]. While some efforts, such
as [21] and [25] specifically investigate user intentions, most human factors are
not considered. We explicitly address the human component of cybersecurity,
modeling the risk the attacker incurs. Attacker cost has previously been ad-
dressed in game theoretic models, such as [4,10,1,5,11,7,8]. However, these stud-
ies make rigid utility assumptions or focus on narrow attack scenarios, while our
models are more flexible.

This basic framework is given in Section 2. Sections 3 and 4 discuss risk-based
models of behavior and how these models can be used to infer cost-effectiveness
and other attacker characteristics. A preliminary implementation is presented in
Section 5.

2 Framework for Modeling Cybersecurity Behaviors

Data involving cyber incidents, particularly the behavior and identity of the
attacker, is inherently uncertain and incomplete. However, there are several
classes of observable features that can be captured through logs, intrusion preven-
tion/detection systems, firewall alerts, etc., and analyzed in behavioral models.
Three types of observable features are available: operation, system, and conse-
quence attributes. Let A be the set of possible operations that can be executed
(system calls, attacks, etc.), S the set of system security attributes (firewall,
muti-factor authentication, etc.), and C the set of possible effects of A (root,
copied files, zombie system, etc.). The operations in A can either be legitimate
or illegitimate, but in either case should be monitored as potential security risks.

Definition 1 (Attack pattern). Given a set A of operation attributes, an
attack pattern is a sequence A s.t. ∀ ai ∈ A, ai ∈ A.
An attack pattern A = {a1, a2, . . . , an} contains actions constituting the entire
operation sequence on a system. As we do not know a priori if some actions are
malicious, A consists of observable operations, rather than specific well-known
attacks. For example, in a denial of service attack using IP spoofing, A might
contain “packets received” or “packets with wrong sequence number.”

A subset of the available system security attributes is a security policy, i.e.,
the implemented security features that may be able to either detect or defend
against the operations present in A.

Definition 2 (Security policy). Given a set S of system security attributes,
a security policy is a set S ⊆ S.
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Of course, attempts at hardening the security of a system may not always be
successful; some security features may actually introduce new vulnerabilities. To
account for this possibility, we assume a vulnerability factor v, indicating the
potential for vulnerabilities in a security policy. This factor can be estimated in
several ways utilizing well-known methods in software engineering for approxi-
mating the average number of system bugs or defects in security policies [9,2]. For
a security policy S, we say that the total security is T (S) = card(S)−v ·card(S),
i.e., the number of features less their potential for vulnerabilities.

Observed consequences C of an attack pattern are a subset of the possible
effects of actions on the system, i.e., C ⊆ C. Similar to A, which only contains
low-level observable operations, C contains observable system effects, which may
be indicative of malicious behavior. A cyber incident provides a concise repre-
sentation for a complete attack in a particular security context.

Definition 3 (Cyber incident). Given an attack pattern A, a security policy
S, and consequences C, a cyber incident is a triple I = (A,S,C).

3 Risk Functions for Cyber Incidents

While we cannot directly determine the motivations of an attacker, it is possible
to utilize observable aspects of the cyber domain to analyze their behavior based
on the risk or cost they are willing to incur.

Definition 4 (Attacker risk function). Given attack pattern A and security
policy S, an attacker risk function is a mapping R : A× S → [0, 1] s.t.:

P1. R(A,S) ∈ [0, 1]. The value of function R is in the interval [0, 1].
P2. For any sequences A1 and A2 s.t. card(A1) ≤ card(A2) and a set S,

R(A1, S) ≤ R(A2, S). For a given S, R increases monotonically with the
size of A.

P3. For any sets S1 and S2 s.t. T (S1) ≤ T (S2) and a sequence A, R(A,S1) ≤
R(A,S2). For a given A, R increases monotonically with the total security
of S.

A risk function R(A,S) is a measure of the overall risk (to the attacker) of a
cyber incident. P2 asserts that risk increases with the number of observable steps
in an attack. Recall that A contains systems operations from logs, firewall alerts,
etc.; each element is a possible point of detection for the attacker, increasing the
assumed risk. P3 states that risk is proportional to the amount of security. The
above properties provide a flexible framework for analyzing underlying behavior
of cyber incidents. Depending on data, expertise, and the domain, a risk function
can be defined to suit specific needs. In addition to P1–P3, a risk function may
satisfy other properties, such as marginal impact growth and risk equality.

Definition 5 (Marginal impact growth). Suppose an attack pattern A and
security policies S1, · · · , Sn s.t. T (Sn) = T (Sn−1) + q, ..., T (S2) = T (S1) + q,
where q is a constant. If R(A,S2) − R(A,S1) < . . . < R(A,Sn) − R(A,Sn−1),
then R shows marginal impact growth w.r.t. the total security of S.
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Marginal impact growth indicates an increasing amount of risk for each constant-
sized increase in total security. There is an analogous property w.r.t. the size
of A.

The notion of risk in Definition 4 differs from traditional risk management by
modeling the cost to the attacker. However, in some security situations, the total
expected risk is known (i.e., from risk management metrics [12,1,5]), but we do
not know how it is distributed. Several risk functions can be derived that model
this fixed expected risk. Such models share a property called risk equality.

Definition 6 (Expected risk). For an attacker risk function R(A,S), the ex-
pected risk is defined as the expectation

E(R) =

∫
A s.t. ∀ai∈A,ai∈A, S⊆S

(R(A,S))d(card(A))d(T (S))

Definition 7 (Risk Equality). Let R1 and R2 be a two attacker risk functions.
We say that these functions exhibit risk equality, denoted R1 ∼ R2 iff

E(R1( , S)) = E(R2( , S)) for any attack pattern A when T (S) = 0 (1)

E(R1(A, )) = E(R2(A, )) for any security policy S when card(A) = 0 (2)

We can leverage this concept of risk to ultimately determine the utility of a cyber
incident for an attacker; the relationship between the payoff and the incurred risk
can provide insight into the attacker’s strategies and characteristics. Attacker
risk, then, can be used to compute the cost-effectiveness of an attack.

Definition 8 (Attacker Cost-effectiveness). Given a cyber incident I =
(A,S,C) and a risk function R(A,S), the attacker’s cost-effectiveness γ is

γ =

∑
iCi ∗ wi

R(A,S)

where wi is the value of consequence Ci.

The value of a consequence is judged by the defender to be the severity of the
result, the value of data stolen, cost of damage incurred, etc.

3.1 Basic Attacker Risk Models

As mentioned above, the specific risk function used will often depend on the
particular system or organization. In this section we describe two families of risk
functions—linear and exponential—that may be useful in a variety of situations.
Without loss of generality, we assume in the remainder of this paper that the
security policy does not introduce new vulnerabilities, i.e., T (S) = card(S).
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Linear Risk Function. The risk of using attack pattern A against security pol-
icy S can be a simple linear combination of the attack and system components:

R(A,S)lin = α1a1 + · · ·+ αnan + β1s1 + · · ·+ βmsm (3)

where each ai and sj are the costs required to execute operation ai ∈ A or
overcome security feature sj ∈ S, respectively, and 0 <

∑n
i=1 αi,

∑m
j=1 βj ≤ 0.5.

It may be difficult to assign a particular cost to each element in A and S. One
simplification is to assume that each item contributes uniformly to risk, i.e.,
ai =

1
card(A) and sj =

1
card(S) . Since longer, more complicated attacks (or more

defenses to overcome) assume more risk, the linear model can be simplified as:

R(A,S)lin = (0.5− α)
card(A)

card(A) + β
card(S)

card(S) (4)

where α = 0.5−∑
i αi, β =

∑
j βj and 0 < α ≤ 0.5,0 < β ≤ 0.5.

The values of α and β can be estimated in several ways. One approach is to
interpret α and β as the skills and facilities of the attacker and defender. The
resources required to compromise a system depend on known vulnerabilities
and the skill of the attacker [13]. Since card(A) is the complexity of an attack,
combined with the skill α, this total value denotes the attacker’s resources. As
more security is implemented (i.e., as card(S) increases), there will be fewer
vulnerabilities to exploit, discovering them will be more difficult, and the risk of
detection higher [13]. If card(S) is the number of security mechanisms, and β is
the skills of the defender, together these values denote the defender’s resources.

Exponential Risk Function. The above model assumes that each item in A
or S has the same effect. In many real-world cybersecurity scenarios [13], each
additional security feature (or action) has a progressively larger impact on risk,
i.e., there is marginal impact growth. The risk to an attacker is the function:

R(A,S)exp =
d ∗ 1

α

card(A)
βcard(S)

1
αmin

card(A)
βmax

card(S)
− e (5)

where 1 < α, β, αmin is the min value of α, βmax is the max value of β, and d, e
are constants. The parameters α and β represent skills and facilities s.t. complex
security policies or attacks cause an exponential increase in potential risk.

4 Attacker Characterization Based on Risk

A defining characteristic of cyber attackers is their available resources in terms of
skills and facilities—knowing if an attack is well orchestrated can help determine
how resources should be spent. By estimating α and β, which represent skills
or resources, an attacker risk model can classify attackers based on skills and
indicate points in the function where security expenditures will be most effective.
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Similar to [13], we classify attackers and defenders into three groups according
to skill level: novice, intermediate, and expert. A highly skilled attacker requires
less time to compromise a system and can better hide his tracks [13], i.e., higher
skill corresponds to lower risk R(A,S). Risk will also be higher when more
security is in place; however, the impact of additional security will depend on
the skill level of the attacker. Let αnov < αint < αexp denote the skill levels for
attackers, and define the skill of a defender as βnov < βint < βexp. For an attack
A and security policy S, the risk R(A,S) will increase as either α or β increases.
An ordinal scale such as Table 1 can be used to classify attackers based on skill.

Table 1. Attacker and
defender skill levels for
ranges of α and β

α, β

novice 0-0.17
intermediate 0.17-0.34
expert 0.34-0.5 Fig. 1. Attacker risk for varying α skill

levels and fixed security resources

From the classic risk management literature [12,22], we can derive our linear
model from systems data and the risk metrics many organizations already main-
tain. However, the exponential model is a more robust model of behavior, cost,
and attack complexity. Assuming the linear model represents the total expected
risk, according to the risk management metrics, risk equality can be exploited to
compute α and β for exponential risk. (Details of this procedure are omitted due
to space). We can derive an exponential function for each skill level (Figure 1),
modeling different types of attackers and how risk can be impacted by additional
security (i.e., what values of β or card(S) lead to large jumps in attacker risk).

4.1 Inferring Skill from Cost-Effectiveness

In many analyses, we not only want to identify how attackers will respond to
security, but need to determine which type of attacker we are facing. The re-
sources dedicated to defensive measures against highly skilled and funded adver-
saries may be vastly different from those expended on low-skilled, opportunistic
attacks. From cost-effectiveness, we can infer the likely skill-level of an attacker.

Since a linear model can be derived from risk management metrics, this func-
tion and past data on cyber incidents can produce a range Γk = [γlow, γup] for
the cost-effectiveness of each skill level k at a given defensive posture (i.e., value
of β). Using Table 1, an attacker can be categorized based on cost-effectiveness:

1. Assume k = intermediate and set α = min(k) and α = max(k)
2. Compute cost-effectiveness range Γ ′

int = [γ′
low, γ

′
up]

3. If γ′
low < γlow, then α ∈ novice OR if γ′

up > γup, then α ∈ expert



Risk-Based Models of Attacker Behavior in Cybersecurity 529

By assuming an intermediate attacker, we only need to compare the estimated
maximum and minimum cost-effectiveness using the α categories from Table 1.
If either estimate is outside the range Γk, then the attacker is not intermediate
and must be either an expert or novice. For example, if we compute the actual
cost-effectiveness γ′

up for α = 0.34 from Table 1 s.t. γ′
up > γup, then this higher

cost-effectiveness indicates an expert attacker and identifies which risk function
to consult when making defensive decisions. We can iteratively subdivide the
skill level k into three parts, [min(k), k1], [k1, k2], [k2,max(k)] and run Steps 1
to 3 again to gradually narrow the estimate of cost effectiveness.

If Γ ′
k ⊂ Γk, we cannot assert that the attacker has skill level k, as the ranges

Γk from data may overlap. Given the distribution of the attacker population
over cost-effectiveness, we can compute the probability of an attacker’s skill,
allowing us allocate resources according to the corresponding function from
Figure 1.

Definition 9 (Skill level probability). Given skill level k with cost-
effectiveness Γk = [γlow, γup], and an attacker with estimated cost effectiveness
γ′
k ∈ Γk, the probability that the attacker has skill level k is

P (k) =
Nk∑Nk′>max(k)

i=1 δ(γlow ≤ γk′ ≤ γup) +Nk +
∑Nk′<min(k)

i=1 δ(γlow ≤ γk′ ≤ γup)

where Nk is the portion of the attacker population with skill level k, Nk′>max(k)

and Nk′<min(k) are the portions with skill levels above and below k, and δ is the
distribution over cost-effectiveness.

Intuitively,
∑Nk′>max(k)

i=1 δ(γlow ≤ γk′ ≤ γup) is the attacker population whose
cost-effectiveness is in the range Γk, but whose skill level is above k (e.g., expert).

5 Implementation and Application

A crucial aspect of the proposed framework is its capability of supporting cyber-
security decisions utilizing real-world observable attributes of the cyber domain.
To test the efficacy of the proposed attacker models, we developed a prototype
implementation and conducted several empirical analyses utilizing real-world
network traffic data (in the form of raw packet captures) from [18] to demon-
strate how these models can facilitate policy development or decision-making.

Estimations of attacker risk and cost-effectiveness were implemented using
roughly 500 lines of Python code. Snort [20] was used to process the packet
capture files and Barnyard2 [17] entered the packet data into a PostgreSQL
database. Packets were grouped by time and IP to associate them with an at-
tacker. card(A) was estimated as the number of packets, and card(S) was the
number of alert types used in Snort. We trained a linear risk model for various
skill levels and derived the exponential model using risk equality.
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Fig. 2. Exponential risk for all attacker
skill levels with an expert defender

Fig. 3. Exponential risk for all attacker
skill levels with a novice defender

Fig. 4. Exponential risk with varying
amounts of security to overcome and de-
fenders of different skill levels

Fig. 5. Bounds of attacker cost-
effectiveness as card(S) increases for
various defender skill-levels

As described in Section 4, Figures 2 and 3 show the growth in attacker risk as
attack complexity (card(A)) increases for some fixed amount of security. Using
these models of real-world data, we can illustrate how system administrators
might utilize the results for decision-making and resource allocation. As noted
above, the skill level of the defender has a large impact on the amount of risk; in
Figure 2, the overall risk is higher for all possible attackers because the defender
is an expert, compared to a novice in Figure 3. Figure 4 shows a similar increase
in risk as more security is added. For this data, we begin to see a larger growth
in risk at around 20 security features for all attackers, indicating a possible
allocation of defensive resources that may be effective on this particular system.

We can also demonstrate cost-effectiveness as a means of inferring attacker
skill-level to determine which of the above attacker risk models to consult.
Here, we look at possible cost-effectiveness of attacks against defenders of novice
(β = 0.085), intermediate (β = 0.255), and expert (β = 0.42) skill levels and
use Snort’s alert priorities for the value of each consequence. Figure 5 shows the
expected reduction in cost-effectiveness as card(S) increases, as well as a down-
ward shift in the cost-effectiveness intervals as the defender’s skill increases. We
can also observe a narrowing of the upper and lower cost-effectiveness bounds
with growing security, with a large effect again at card(S) = 20. Once this
model is constructed for a system, it can be utilized to support decisions in
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future attacks. For each security policy, we can use [γlow, γup] to define a range
of cost-effectiveness for each type of attacker. Then, as new attacks are detected,
the the attacker’s skill can be estimated with the procedure in Section 4.1. This
classification will refer system administrators to the appropriate attacker model,
such as those in Figures 2, 3, and 4, to aid in the necessary defensive decisions.

6 Conclusions

We have presented a customizable framework for modeling cyber attacker be-
havior based on risk, using the cost-effectiveness attackers usually achieve to
help delineate other features of their identity. Through empirical analyses of
real-world data, we demonstrate how these models can be learned and applied
in systems with varying security implementations. Such models can begin to
expand our understanding of the human component of cybersecurity and pro-
vide system administrators or policy makers with an analytic tool for resource
allocation.

There are several possible directions for future work. First, we can expand the
cost-effectiveness analysis to find the tightest possible bounds and incorporate
more game theoretic aspects, i.e., payoffs and goals, to better classify attacks.
The relationship between the linear and exponential models can also be further
explored to understand the implications of constant values. Finally, to validate
our models, we can collect data from cyber competitions [19] as an approximate
“ground truth” for the behavior of attackers (and defenders) of varying skills.
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