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Abstract

Recent work on differentiated services in the Internet has defined new nofi@wS that apply to
aggregates of traffic in networks with coarse spatial granularity. Magtqsals for differentiated ser-
vices involve traffic control algorithms for aggregate service levedgket marking and policing, and
preferential treatment of marked packets in the network core. The issuetofgdar enhancing ag-
gregate QoS has not received a lot of attention. This study investidetgmtential benefit of using
alternate routing strategies in support of differentiated services. Nfeope a traffic control scheme,
calledSimple Alternate Routing (SARYherein portions of marked packet flows can be assigned to al-
ternate paths through a Service Provider Network (SPN) in responsedgestion feedback information.
The scheme is simple, requiring only minor changes to the SPN bordersao that alternately routed
packets can be tunneled via conventional paths to an intermediate border wathemtunneled from
there to the original egress border node. We present distributedtalgesifor (1) discovering congestion
within the SPN, and (2) allocating traffic to alternate paths that are urested. We have implemented
the scheme in a packet-level simulation, and we have examined the ttarsjgonse of the algorithm to
perturbations in the nominal traffic levels experienced by the SPN. Xjrerienental study of this paper
provides some understanding of the scheme’s ability to adapt in gppéiokets around congestion. Our
results indicate that the alternate routing framework shows proamidevarrants further consideration.
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1 Introduction

The need for Quality of Service (QoS) on the Internet to meeservice requirements of new and emerging
applications requires fundamental changes to the basitectionless best-effort architecture of the Internet.
The first approaches to introduce QoS in the Internet fronedry 1990s have focused on supporting vary-
ing service qualities for each individual end-to-end teaffow. In this per-flowmodel, network resources
are reserved separately for each individual flow to suppertiesired QoS level. In the Internet Engineering
Task Force (IETF), the Integrated Services Working GrompSgrv WG) has devised a per-flow QoS ser-
vice model [42, 37]. However, Internet service provideragyally have not embraced the per-flow model,
mostly due to the need to maintain state information for dhkost at each router on its path.

The gap between the growing need for service differentiasiod the inability of the existing per-flow
QoS model to serve this need has triggered a rethinking dbaiséc tenets of QoS on the Internet and has
led to a major revision of the approach to implement QoS inltiternet. Starting as early as 1995 [16],
a revised QoS notion has emerged [17, 18, 34], and, sincerla®e1997, is being made precise by the
Differentiated Services Working GropiffServ WG) group in the IETF [8, 9, 10]. A main characteids
of the new QoS model is that service guarantees are givergtegate flows, rather than on a per-flow basis.
While proposals vary widely in their specifics, they all ghtre following characteristics.

¢ Service providers and users agree upon a hierarchy of gerlasses defined with respect to a gener-
alized notion of bandwidth consumption.

e The service agreements are enforced at the network boesdahrough a combination of marking,
dropping, or shaping of incoming packets.

¢ Network elements in the core of a network process packetsdbesclusively on the marking that
packets received at the network border.

e Service agreements are made for traffic aggregates as apfmosimgle traffic flows. Elements in the
core of the network do not have any notion of end-to-end flows.

QoS for aggregate traffic is fundamentally different fromr-flew QoS. For example, the QoS guaran-
tees for aggregate traffic in a network can have a differengggohical scope [9, 17] between a specific
source/destination pair, from a specific source to a setstfrdgions, and from a source to any destination.

In this paper, we consider a network abstraction as depictddgure 1. The network is composed
of customer networks and Service Provider Networks (SPNEch customer network has access to at
least one SPN. Customer networks are the ultimate souraksiaks of traffic, so that each SPN must be
connected to at least two other networks. Each SPN condistset of interconnected routers. Routers
which connect to another network are calleatder nodesthe other routers are callesbre nodes Border
nodes that receive incoming traffic drgress nodesand border nodes that transmit traffic to neighboring
SPNs are calledgressnodes. Any given border node can be both an ingress node aggtess node. We
refer to the aggregate traffic for a given ingress/egres® rmuadr as araggregate flow This is not to be
confused with an individual flow in theer-flowQoS model.

Network service providers offer customer networks a rarfgeetwork services. Customers and service
providers negotiate a traffic profile which specifies theficafite which can be submitted to the network
for a given service [9]. A traffic profile is manifested in acalled Service Level Agreement (SLA) with a
corresponding Service Level Specification (SPS). Traffiedittoning at network boundaries is a common
denominator in most Internet differentiated services psas [8, 9, 10, 17, 23, 24, 44]. Traffic conditioning
includes metering, marking, dropping, and shaping of tafi simple way to condition traffic is to mark
packets which comply to the negotiated traffic profile agiofile’, and to mark all other packets as ‘out-of-
profile’, implying that out-of-profile traffic has a higheragy priority. Each traffic conditioner is responsible
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Figure 1: Network View.

for maintaining state information for the aggregate flo@nitors. The conditioning of a packet can be
different at each network boundary traversed by the patiested on the SLAs between adjacent networks.
As a convention, we refer to in-profile packetsmaarked and to out-of-profile packets asmarked

In this paper we focus on traffic control algorithms for a $ingervice provider network. We adopt a
service model similar to th&ssured Forwarding Per Hop Behavif#3], currently proposed by the DiffServ
WG. In short, we seek to minimize the loss of in-profile traffimetworks withcoarse spatial granular-
ity [18], that is, where the service profile is applied to any pmegestination in the Internet.

Aggregate QoS through Alternate Routing Without the ability to establish per-flow state in the netkyor
and with limited complexity at core nodes, traffic contraj@lithms which enable or support differentiated
services will be heavily based on algorithms implementdazbeder nodes. In addition to traffic conditioning
we propose assigning two extra responsibilities to the éronddes: (1) congestion discovery and detection
of alternate paths, and (2) allocation of traffic along aléée paths. We describe these extra responsibilities
in detail in Section 3, while the bulletized descriptiondselshould convey the main ideas.

e Congestion Discovery and Detection of Alternate PathsSince the directionality and volume of
traffic is not specified in advance in networks with aggredats and coarse spatial granularity,
traffic control algorithms must rely heavily on feedbackniréhe network. In this paper, we require
the border nodes of the network to periodically collect astgpn information about the network to
facilitate subsequent redirection of traffic flows. Eachdasrnode periodically transmits a probe
packet to egress nodes to determine the existence of camygestthe prevailing paths with the SPN.
If a probe packet encounters a link which is utilized abovevergthreshold, then the path it is
traversing is declared to be congested. More generallyeliew probing mechanisms can be used
to collect detailed information about the state of the nekwesuch as the amount of bandwidth and
buffer space available at each link along a path [11, 25]erAltively, feedback information can be
obtained by piggybacking state information along the repath for a flow.

e Allocation of Flow Along Alternate Paths: Again, without specific prior information about the
volume and directionality of traffic in networks with aggetg QoS and coarse spatial granularity,
provisioning for QoS guarantees is extremely difficult woith suffering from underutilization of net-
work resources. Thus, it is of interest to have mechanisnpéaice which allow the network to make
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use of capacity that would otherwise go unused. The propalgedithm of Section 3 requires border
nodes to allocate varying amounts of flow along underutilipaths in response to the probing and
feedback mechanism described above. We assume that therkemuploys an existing, distributed
routing algorithm such as OSPF [32]. We allow the possibilitat underlying network routes change
dynamically in response to congestion, but we assume tkaethouting updates are infrequent, at
least with respect to the time-scale of the rerouting prectkat we propose. We will employ an al-
ternative technical mechanism, callaiernate routing in which we assume that the network has the
ability to implement “IP tunneling” between border nodes, ithe network has the ability to perform
IP-in-1P encapsulation [43]. Thus, we do not require or awsthat the algorithms for flow redirection
need to cooperate with the underlying (slowly varying) nogifprotocol.

The purpose of this paper is to introduce and evaluate amatte routing framework for aggregate
QoS and to provide results from an initial simulation studyhe layout of the paper is as follows. In
Section 2, we describe related work in the area of routingSdation 3, we provide a complete description
of our alternate routing scheme, referred taSasiple Alternate Routing (SARInd indicate how it applies
in various contexts for aggregate QoS. In Section 4, we ptesmulation results that illustrate the ability
of our scheme to reroute flows around congestion. In Sectjomebdiscuss our results and make brief
conclusions.

2 Related Literature

The basic idea in alternate routing has its roots in the dynamd alternate routing algorithms developed
for circuit switched networks in the 1980’s and 1990's [436, 20, 30, 29, 6]. The decentralized scheme
known as Dynamic Alternative Routing (DAR) introduced byb@ens, Kelly, et al. [20] is of particular
interests. In DAR, assuming a complete graph topologyyiddal calls, say between nodésnd j, are
directly connected whenever enough capacity is availabkhelink(z, j). As soon as the direct connection
becomes unavailable, then an intermediate noderandomly selected, and if the utilization of each link
(1,k) and(k, 7) is below trunk reservation thresholds, then the call isedutn the alternative 2-link path
(i, k, 7). DAR is often referred to as “sticky random routing” becanseek defined for calls betweeinand

j is held fixed until the alternative path becomes unavaildbie to trunk reservation on each constituent
link, at which time a new tandem node is selected. The alterrauting scheme of this paper is similar
to DAR in that (1) alternates are constructed by tunneliadfitr to intermediate egress nodes and (2) the
same alternative path is used for a given ingress/egressiigiit become congested at which time a new
alternative path is randomly selected. Of course, ourradtter routing scheme is intended for the Internet,
which is packet switched where routing decisions apply greggates of traffic and not to individual calls.
Other researchers have considered interesting variatiori3AR, and we cite particularly the Aggregated
Least Busy Alternative scheme of Mitra et al. [29], whereative paths are selected with consideration
to the load already being experienced on each candidated dependent alternative path selection is an
idea that applies in our alternate routing framework, butdeenot consider this possibility further in this
paper.

Recently there has been a lot of interest in per-flow QoSmgutr the Internet. Here, the focus has been
on technical mechanisms including per-flow QoS extensio@®3PF [1, 19, 49], algorithmic considerations
(complexity of optimal routing) [12, 14, 22, 35, 39, 46], tkeue of imperfect state information [13, 21, 26],
and overall practical consideration [2, 3, 27, 28, 41]. Reeeork by Nelakuditi, Zhang, and Tsang [33]
bears a particularly close relationship to ours. In [33&ytipropose Adaptive Proportional Routing (APR),
a “localized” QoS routing scheme, where ingress nodes wsdljyoavailable information in selecting paths
for individual QoS flows based on the notion of virtual capacthey describe a simple and robust imple-



mentation of their idealized scheme, referring to it as ffundional sticky routing”. The alternate routing
scheme of this paper is similar in that we attempt to reroa@slon the basis of locally collected informa-
tion, however, the underlying QoS models are fundamenthiffgrent. Other related work is due to Segall et
al. [40], who describe a means of reducing the number of lllddessions in a guaranteed services network
by constructing alternate paths for traffic as a sequencetefmediate destinations without requiring full
knowledge of the underlying routing structure. Alternatghs are selected on the basis of feedback infor-
mation about the availability of resources on their couostit links, and the concept applies to unicast and
well as multicast. Zappala [48] discusses an alternatitie fparting mechanism similar to ours for multicast
traffic, focusing on issues of path computation and indtatia

In studying the literature, we have found very little pub&sl research on routing for enhanced aggre-
gate QoS or differentiated services. Stoica and Zhangentework on Location Independent Resource
Accounting (LIRA) [44] considers economic mechanisms faffic conditioning and routing without ap-
pealing to a per-flow QoS model. LIRA is essentially a priebased mechanism for differentiated services,
where traffic is marked with respect to link prices that depen utilization. Each aggregate traffic source is
equipped with a leaky bucket traffic conditioner, where (Kens flow into the leaky bucket at a prescribed
rate according to a service contract between the aggregateand the SPN and (2) the number of tokens re-
quired for a packet to be marked as in-profile depends on feeosithe packet and on the sum of the per-bit
prices for each link on a given path. Link prices are set agterse of available capacity and are computed
incrementally (cf. Equation (2) in [44]). One implicationtbis is that traffic marking in LIRA depends on
the state of the network. That is, holding fixed the total waduof traffic produced by an aggregate source,
the percentage of marked (in-profile) traffic depends onefellof congestion in the network. Routing in
LIRA is accomplished by maintaining a list of minimum costhsafor each ingress/egress pair and then
balancing the load assigned to each path in accordance eithprices. LIRA is a relatively complicated
scheme for aggregate QoS since source routing is used tnagssckets to a given path. In comparison,
our alternate routing scheme does not require any interagtith the underlying routing protocol. In com-
parison to LIRA, the benefits of our schemes are that (1) oeofisunneling introduces less overhead than
source routing, and that (2) all of the complexity of the subeesides at the network’s edge.

3 Simple Alternate Routing

The alternate routing scheme of this paper, referred t8iample Alternate Routing (SAR)as two main
components: (1) a feedback mechanism which informs bordées of congestion within the network and
(2) a distributed control mechanism for selecting alteznaaths and assigning traffic to alternate paths.
We describe these mechanisms in detail in Subsections 8.B.2n respectively. We assume a form of
differentiated services where marked (in-profile) packetsive preferential service within the network.
For the purposes of this study this means that marked paeketthe ones that get alternately routed.
We assume that routes in the SPN are maintained by an urmdgnguting protocol, such as OSPF [31,
32], which updates routes on a relatively long time scale gamed to the rate at which alternate routing
operations are performed. The underlying routing protaesines thelirect pathgor the packets associated
with an aggregate flow. In general, SAR seeks to reroute riarkéfic away from congested direct paths.
Candidatealternate pathsetween two border nodes are those routes which pass thetigid border
node. This is illustrated in Figure 2, where we depict thedipath and an alternate path for the aggregate
flow between border noded4 and B. The alternate path betweehand B has two segments, the direct
path betweem andC' and the direct path betwedhandC'. Note that the underlying routing algorithm for
selecting direct paths need not be modified. All that is negiifor establishing alternate path is the ability

1This would be in addition to other kinds of special treatmémtluding favorable scheduling for marked packets.
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Figure 2: The direct path from to B is the route determined by an underlying routing protocohe T
alternate path throug@' is comprised of the direct paths frohto C and fromC to B.

of border nodes to set-up tunnels, using IP-in-IP encafisolebetween nodes.

3.1 Congestion Discovery

Since the goal in alternate routing is to reroute traffic asbaongestion, it is essential to have a mechanism
in place for discovering congestion at least along direthgavithin the SPN. For this paper we adopt a
minimalistic congestion discovery method. Specificallg propose to use a probe-based mechanism that
provides binary feedback indicating the existence of cetige along a given direct path. Congestion is
defined in terms of buffer occupancy. If a node along a direth has a buffer which is occupied beyond
a given threshold levek, then the entire path is declared to be congested. Binargestion feedback
has been used extensively for flow control in computer neka/{it5, 38]. Its application here is somewhat
different in that we are only interested in routing and doattempt to change source characteristics through
feedback. Congestion information assists in maintainimgyalocating flow to alternate paths, as discussed
in Section 3.2.

We next specify the congestion discovery mechanism, c8liiegle Congestion Discovery (SCE)r a
given border node. The algorithm is executed once per deecakcongestion discovery periodhe SCD
algorithm is a binary congestion feedback scheme [38],laino the FECN algorithm used in ATM traffic
management for ABR connections [7]. Once per congesticzodesy period, each border node sends one
probe packet to every other border node.

Probe packets are reflected by the destination back to tléngesource node. On its forward path, a
probe packet collects congestion information. A congestater will set a dedicated bit in the probe packet,
similar to the EFCI bit in [7] If a probe packet is returned lne tdestination back to the sending node, it
carries information on all congested paths of the destinatiode. Probe packets get the highest possible
priority in the network. We assume that probe packets arem#nopped and do not experience processing
delay.

The main task of the following algorithm is to periodicallgliect and distribute congestion information
on all paths between border nodes. Using the algorithm, leaater node learns about the congestion status
of all paths between any pair of border nodes in the network.

Algorithm 1 (Simple Congestion Discovery)

e Each border node maintains congestion information in a estign vector which contains the most
recent information about congestion along direct pathsitdarder nodes. Congestion information
consists of single bit, indicating the presence or absetfic®mgestion.
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e For each path(A, B) between two border node4 and B being probed, the core nodes at each
link along the path compare their current buffer occupaneyels to the threshold leveX. If the
buffer occupancy at any node is greater than then the entire path is declared to be congested. If
congestion is discovered this way, then a bit is set in thegrd he probe continues on B, where
B appends it's congestion vector and then returns the prohé.t&inally, A storesB’s congestion
vector and notes the existence or absence of congesti¢d ,d) in its own congestion vector.

3.2 Allocation of Traffic to Alternate Paths

Here we describe an algorithm for selecting alternate paithaiggregate flows and allocating traffic to
the alternate paths. The general approach is completelgnttatized; the control algorithm is realized
independently for each4, B) pair. Decisions to reroute flow along alternate paths octthieasame time
scale as the congestion discovery process described ablogallocation method is rather simple: the direct
path for a given flow is used exclusively until congestion iistfdetected. Once this occurs, the algorithm
identifies an alternate path to which some fraction of the fimm A to B may be allocated. To define an
alternate path all that is required is an intermediate egnegeC such that the direct paths frorhto C' and
from C to B are uncongested; alternately routed flow will simply be lad toC, and then fronC to B.

In our scheme, only one alternate path is considered at argy #\s in the alternate routing scheme in [40]
where alternate paths are constructed on demand for in@ivigoS flows, our control algorithm does not
need to know the actual composition of the alternate patly, that it is uncongested. Once an alternate
path has been defined, the main work of the algorithm is (1etect new alternate paths if congestion
encountered, and (2) to adjust the flow amounts accordingngestion feedback information. For the
latter, the main control variable is tHeaction of alternately marked routed traffic. We do not assume that
we are able to control the absolute amounts of traffic erdettie network; in fact we do not even assume
that this quantity is directly observable. The only meckanat our disposal is one where an adjustable
fraction of marked packets originating Atdestined forB can be shunted through an alternate path, perhaps
through randomization. This fraction is adjusted up or daepending on the persistence of congestion
along either the primary and alternate paths, as descriekesvb

Algorithm 2 (Alternate Flow Allocation)

Part 1. Find_Alternate_Path

Input: Three nodesi, B, C, where 4, C, B) is the current alternate path
for the aggregate flow betweehand B; C = () if no alternate path exists.
Output: New alternative patii4, C’, B).

e If C = 0 or (4,C,B) is congested, then find a nod& # C such that(A, C', B) is uncongested
(C" = 0 if no such node exists).

e OtherwiseC' := C, that is, the alternative path4, C, B) is unchanged.
Part 2. Allocate_Alternate_Flow

Input: A, B andu4p, the fraction of alternately routed marked traffic frafnto B.
Output: Updated value:', 5

e If (4, B) is uncongested, theil, 5 := max{0,uap — kq}.

e If (4, B) was uncongested and is now congested, thgn := k.



e If (4, B) remains congested and an alternate path exists, thgn:= min{uap + kq,1).
e Otherwiseu'y ; = uap remains unchanged.

The procedurefind_Alternate PathandAllocate Alternate Flow are implemented simultaneously and
independently for each pair of border nodes, B). Find_Alternate Path finds an uncongested alternate
path, if one exists. If an alternate path becomes congeitedilgorithm will select a new alternate path.
Allocate Alternate Flow determines the fraction of marked traffic which is sent onalternate path. Un-
marked traffic is never rerouted on an alternate path. Thement and decrement functions for alternately
routed traffic, are following additive increasiadditive decreaseising the vocabulary from [15, 38]. If
congestion persists, the change to the fraction of altelpabuted flow is either a constant amougtor the
difference between the current allocation and fully alsety routed flow &dditive increasg However, if
no alternate path can be found Bind_Alternate Path the fraction of marked traffic routed on the alternate
path is decreased hy,.

4 Experimental Results

Here, we present simulation results that illustrate oueswtis ability to enhance aggregate QoS. We are
particularly interested in the stability properties arahient characteristics of the scheme as a closed loop
feedback control system. Our simulator is adapted from tRALsimulator used in [44]. In our experiments
we simulate our SAR algorithm in a large backbone networlesited to various types of traffic perturba-
tions. We have considered four types of perturbations:oumifstep, uniform ramp, uniform impulse train,
and non-uniform impulse train. For each perturbation mogelcompare the response of SAR to a baseline
Internet routing protocol and to a LIRA-type multipath rimgt protocol. Comparisons are made in terms of
aggregate marked packets lost and marked packets delivered

Service Provider Network Our testbed SPN model is based on the vBNS backbone [45],caansh
Figure 3. Our model consists of 10 border nodes and 12 coresnddbte that the core nodes in the simulated
network are connected exactly as are the main points-afepiee in the vBNS. All links are full duplex with
10 Mbps transmission capacity, each equipped with a 1 MlebuBy today’s standards 10 Mbps is very
slow for a backbone network, however, we choose this nuntbexduce the overhead associated with our
packet-level simulation. Propagation delay between amyades is fixed at 10 ms. Each link employs the
droptail scheduling policy where (1) unmarked incomingkeds are dropped if buffer utilization exceeds
50%, and (2) all incoming packets are dropped if buffer zdiiion exceeds 95%.

In the simulated traffic scenario, each border node is areggypoint for aggregate traffic destined for
exactly two other border nodes, and an egress point for ggtgdraffic of exactly two other border nodes,
with the traffic matrix shown in Table 1. So, with 10 border aedthere are a total of 20 aggregate flows
being supported by the SPN. Each aggregate flow is comprisathoge number of individual Pareto [47]
traffic sources. The nominal traffic load of each aggregate ftodefined by 400 Pareto sources. Each
source starts generating traffic at simulation time 30 seconds. We set the parameters for each Pareto
source as follows: (1) each source draws ON and OFF inteizas s from a Pareto probability density
function f(r) = BaP7—8~! with 7 > a, wherea > 0 is a constant set so that sources transmit between 800
and 8000 bytes during ON periods and the power fagter 1.2. Routes in the SPN are selected on the
basis of minimum hop count.

Parameters for the SAR Algorithm: In the simulation runs of this section, we used the followpay
rameters and setting for the SAR described in Section 31, Foseach aggregate flogA, B), whenever



Figure 3: Simulated network topology. The thick circles idefporder nodes, and all remaining nodes
(inside the dashed line) are core nodes.

TO
0o 1 2 3 4 5 6 7 8 9
0 X X
1 X X
2 X X
31X X
FROM | 4 | X X
5 X X
6 X X
7 X X
8 X X
9 X X

Table 1: Traffic matrix for the SPN. Each “X"denotes indicatke presence of an aggregate flow.

it is necessary for the ingress nodeto select an alternate path, it chooses one randomly outeo$éh

of uncongested paths. Available alternate paths are chagbrequal probability. Congestion is defined
by a buffer occupancy threshold &f = .95. Updates to the allocation g of alternately routed marked
traffic are made according to the additive increase and igddiecrease rule, where the initial percentage
of alternately routed marked traffig is set to zero, and the additive increase paramités set to 0.1%.
Congestion discovery periods for each ingress node argategdaby random intervals chosen uniformly
between 1.275 and 1.725 seconds.
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Figure 4: Uniform step perturbation model.

4.1 Uniform Step Perturbation

Here, we examine the performance of SAR when the system jectatl to an overwhelming step increase
in the amount of traffic subjected to the network. We pertimb system at = 250 seconds, after the
system has almost reached steady state with respect to thieaidraffic load. As shown in Figure 4, the
perturbation is accomplished by increasing the number mdtBaources from 400 to 800 feachaggregate
flow shown in Table 1; this additional traffic persists uptte= 700 seconds, at which time the number of
sources reverts back to nominal levels. We refer to thisupeation model as a “uniform step” since the
same increase in traffic is experienced in all flows simulbaisey, without any particular directionality in
the additional traffic. The idea is to capture the effect ofidden increase in the number of users making
use of the network. In running the simulation we collect perfance statistics measured over 0.5 second
intervals, and these measurements begin=ail 50 seconds.

We are interested in the network’s response to the periorbat different aggregate QoS scenarios.
First, we examine the case where the percentage of numbé&edpackets being generated is held fixed
at 40%. That is, even after the perturbation at time 250 seconds, the percentage of traffic entering the
network that is marked is 40%. Since the number of sourceaggregate flow doubles from 400 to 800, the
volume of marked traffic entering the network doubles. Thspomse of the network to this perturbation is
shown Figure 5, where we plot both the numbers of marked packepped and marked packets delivered
as a function of time. The plots show a performance of runiAdR on top of a basic underlying routing
algorithm, which, in our case, is a min-hop routing protocéirom Figure 5(a), which shows marked
packets lost as a function of time, we observe that SAR is bédmost completely eliminate packet loss
in response to the perturbation, whereas this is not thew#lsenin-hop routing alone. Figure 5(b), which
shows marked packets delivered at a function of time, halpgsut this in perspective. The elimination
of packet loss amounts to a relatively small percentage drganent in the aggregate humber of marked
packets delivered.

It is interesting to point out some peculiar aspects of thadient responses in Figure 5. First, with
regard to marked packets lost, the initial response of SARtistive: the number of marked packets lost
rises sharply when the new traffic hits and then rather quidkicays to a very low level. The response of
min-hop routing alone is somewhat harder to explain, paldity the apparent decay in the number marked
packets lost. Why should the number of marked packets loghdh when the routes in min-hop routing do
not change? The answer is a little subtle and depends onibeldvch can only arise in a network setting.
We point out that before the perturbation hits at time 250 seconds, the buffers at the border nodes are
not quite full, which means that any marked packet loss isdwengestion at core nodes. Since the buffers
in the border nodes are not full when the perturbation stdré&se is a short period of time when the network
admits a great deal more traffic than it can handle at the nesdgtstate. The traffic admitted during this
time leads to an initial positive spike boththe number of marked packets lost and the number of marked
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Uniform Step Perturbation: 40% marked packets Uniform Step Perturbation: 40% marked packets
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Figure 5: Sample response to the uniform step perturbatioenvd0% of all packets are marked.

Uniform Step Perturbation: 70% marked packets Uniform Step Perturbation: 70% marked packets
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Figure 6: Sample response to the uniform step perturbatioenw 0% of all packets are marked.

packets delivered. This spike is short lived, and the sulsgicdecay in the case of min-hop routing alone is
not due to route adaptation. Similar reasoning helps tcaixphe reverse spike which is apparent at the end
of the perturbation when the number of Pareto sources perdiops back to 400. In reverting back to the
nominal traffic levels, it takes some time for the buffershat border nodes to empty back to their nominal
levels, causing a temporary shortage in the number of mavellets entering the network.

Figures 6 and 7 illustrate the performance of SAR when thegogages of marked packets arriving at
the network are 70% and 100%, respectively. In both casesdiwork is overwhelmed by the volume
of marked traffic and simply does not have the resources toceegacket loss to zero, even with SAR in
effect. We point out that the variability (noise) in the glatf marked packets lost and delivered for SAR is
significantly higher than that for min-hop routing alone.ig'Is due to rapid switching of alternate paths.
Because of the extreme volume of marked traffic, as soon akkeanaie path is established, the additional
alternately routed traffic causes the alternate path torheamngested, and this forces border nodes to seek
new alternative paths. While a rapid switching of routesdates to a certain degree of instability, these
oscillations are only observed under extremely heavy veliof marked traffic. Note that, even with the
rapid switching of alternative paths, the performance oR3Aterms of marked packets lost and delivered
is uniformly better than that achieved by min-hop routingre.

So far we have focused on the performance of SAR in networkerevphacket marking is determined
completely by source characteristics. We now examine itlopeance in the context of load-dependent
packet marking. Specifically, we consider alternate rauas a replacement for the load balancing func-
tionality in LIRA, while keeping the LIRA pricing-based pegt marking mechanisrRecall that, in LIRA,
each aggregate source is equipped with a leaky bucket teaffiditioner that marks packets entering the net-

2In implementing SAR in this context, we were careful to maskkets with respect to congestion levels on both the dimedt a
alternate paths for a given aggregate flow, in the propergstmms.
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Figure 7: Sample response to the uniform step perturbatioenvt 00% of all packets are marked.

work only if enough packets are available in the token buffeme number of tokens required per packet
depends on a congestion-dependent per-bit price assbeidteeach link on the path from ingress to egress.
As a result, the percentage of marked traffic entering theorétdepends on the level of congestion in the
network, and with heavy enough load, the percentage of rdaridfic could drop well below 40%. Our
LIRA-based simulation resuftsare shown in Figure 8. Since the percentage of marked paiskedsiable,

we now plot the number of marked packets being generatedwsctidn of time [cf. Figure 8 (c)] in addi-
tion to the numbers of marked packets lost and delivered.figlnee compares the performance of SAR to
LIRA. Both schemes generate and deliver roughly the samdeuof marked packets, with the LIRA doing
slightly better. With respect to marked packet loss, the SA&ns to respond faster to the perturbation than
LIRA, resulting in a smaller total number of marked packest.| Overall, SAR and LIRA perform com-
parably in our simulation runs, with no scheme outperfoigrine other. We point out, however, that SAR
is considerably easier to implement. Setting aside theeshaomplexity of pricing-based packet marking,
LIRA uses source routing to assure that traffic follows oty keast-cost paths from ingress to egress. On
the other hand, our alternate routing scheme is built on faperoutes constructed from an underlying
routing protocol and source routing is not required.

3In these and all subsequent LIRA-oriented runs, we useddllening parameter settings. The fixed congestion-free fars
each linka is set to one token/bit. The leaky bucket traffic conditiof@reach aggregate flow has a resource token rate of 50
tokens per microsecond and a bucket size of 500,000 tokeadimit the number of paths maintained by LIRA for each aggteg
flow to two.
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Figure 9: Uniform ramp up/down perturbation model.

4.2 Uniform Ramp Perturbation

Here, we consider a variation on the uniform step pertuobathodel of the preceding subsection. We are
still interested in the response of the system to an ovemwingl increase in the traffic load, however now we
slowly ramp up the traffic to its peak levels and then slowippat back down by the end of the simulation,
as shown in Figure 9. As before, the perturbation begirs=a250 seconds, and the change in the amount
of traffic is accomplished by increasing/decreasing the memof Pareto sources per aggregate flow. The
peak traffic level persists up to= 500 seconds, at which time the number of sources slowly steps dow
nominal levels. We refer to this perturbation model as afamn ramp” since the same increase in traffic
is experienced in all flows simultaneously, without any jsatar directionality in the additional traffic. The
idea is to capture the effect of a slow increase in the numbesers making use of the network.

Figures 10 through 12 compare the performance of SAR to minrboting alone with 40%, 70%, and
100% packets marked. Figure 13 compares the performancARtGLIRA. The results are presented in
exactly the same format as in the preceding subsection nilgeddference being the nature of the perturba-
tion to nominal traffic. Generally speaking, SAR performaompares favorably to min hop routing alone,
again eliminating marked packet loss in the 40% case. Marti@obame comments from the preceding
subsection apply here. For example, in looking at the perémice of SAR when 70% and 100% packets are
marked, we see that the traces for marked packets droppededindred are considerably more noisy than
for min hop routing alone. With respect to LIRA's packet-tkiag scheme, SAR results in fewer marked
packets dropped. On the other hand, because of its optimaebf multiple routes LIRA generates and
delivers slightly more marked packets. Overall, SAR andA lserform similarly.
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Uniform ramp perturbation: LIRA pricing
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Figure 14: Uniform impulse train perturbation model.

4.3 Uniform Impulse Train

Here, we consider another overwhelming perturbation tbststthe the network’s ability to respond to
sudden spikes in traffic levels. This time the perturbatiomes as a sequence of synchronized impulses, as
shown in Figure 14. Each aggregate flow experiences a perniodiease in the number of Pareto sources
from 400 to 800 and back, evenly spaced in time from 250 to ¢t = 750. We refer to the perturbation
model as a uniform impulse train because the same changadndaexperienced for each aggregate flow
simultaneously. There is no particular directionality e increase in traffic.

Figures 15 through 17 compare the performance of SAR to minrboting alone with 40%, 70%, and
100% packets marked. Figure 18 compares the performancARtGLIRA. The results are presented in
exactly the same format as in the preceding subsectionser@nspeaking, SAR with min hop routing
outperforms min hop routing alone. The fact that the pedtidn comes as a sequence of spikes doesn't
seem to cause SAR to behave erratically. As observed withriierm step and ramp models, the plots of
marked packets lost and marked packets delivered with 70%488% packets marked are more “noisy”
than the plots for min hop routing. With respect to LIRA's gatmarking scheme, SAR results in slightly
fewer marked packets dropped. On the other hand, becautseobiice of multiple routes LIRA generates
and delivers slightly more marked packets. Overall, SAR laiRA perform similarly.

17



uniform impulse train perturbation: 40% marked packets

600

500 —

400 -

200~

# marked pkts dropped
w
8
<]
T

T T T
AR over MHR marked dvoppedf
R: marked dropped -----

il

0
100

Figure 15:

400 500 600
Simulation time (sec)

(a) Marked packets dropped.

200 300

Sample response to the uniform impulse trairugestion when 40% of all packets are marked.

uniform impulse train perturbation: 70% marked packets

4500
4000~
3500
3000
2500
2000
1500

# marked pkts dropped

1000
500

AR over MHR marked druppedf

My

APl

marked dropped----- 4

0
100

Figure 16:

h
400 500 600
Simulation time (sec)

(a) Marked packets dropped.

I
300

I
200

700 800

Sample response to the uniform impulse trairugestion when 70% of all packets are marked.

uniform impulse train perturbation: 100% marked packets

9000

8000

7000

6000 [~

5000

4000~

# marked pkts dropped

3000

2000

T T T
AR over MHR marked droppedf
MHR:

i

s

marked dropped----- i

1000
100

Figure 17: Sample response to the uniform impulse trairupeastion when 100% of all packets are marked.

200 300 400 500 600

Simulation time (sec)

(a) Marked packets dropped.

700 800

900

900

900

18

# marked pkts delivered

# marked pkts delivered

# marked pkts delivered

uniform impulse train perturbation: 40% marked packets

9000

8500~

8000

7500

AR verMHR m: ked dehvereﬁ
: mgrked delivered-----

~—— AR

I I I
400 500 600 700 800
Simulation time (sec)

(b) Marked packets delivered.

I I
200 300

uniform impulse train perturbation: 70% marked packets

15000

14000

13000

12000

11000

10000

9000

8000

100 200

AR AR over MHR marked dehveredf
R: marked delivered -----

‘?-w’«“‘?%*: ey b

ik

G R .

300 400 500 600 700 800

Simulation time (sec)

(b) Marked packets delivered.

uniform impulse train perturbation: 100% marked packets

18000

17000

16000

15000

14000

13000

12000

11000

AR over MHR marked dehvereﬁ
- marked delivered

? Wod
\ \ \ \ \ \ \

10000
100

300 400 500 600
Simulation time (sec)

(b) Marked packets delivered.

900

900



uniform impulse train perturbation: LIRA pricing uniform impulse train perturbation: LIRA pricing

4000 T T T 7 T T 17000 T T T T T T T
AR OveLEF’QVIAng maLkedd ddroppeddj % . AR qve{RI\{IAH? markeéidd?_llvereddi

3500 -2: marked droppe 4 16000 b Y e -2: maf}ﬁg elivere B

g 3000+ p e ? 15000+ 4
g p 3
E >

£ 2500 4 T 14000 1
]
2 2

& 2000 1 ¥ 13000 B
B o
1] o

é 1500 b < 120001 q
<

£
= 1000| 4 £ 11000 1
500 b 10000~ q
0 Ut I I I 9000 I I I I I I L
100 200 300 400 500 600 700 800 900 100 200 300 400 500 600 700 800 900
Simulation time (sec) Simulation time (sec)

(a) Marked packets dropped. (b) Marked packets delivered.

uniform impulse train perturbation: LIRA pricing
22000 T T

T T T T
AR.over MHR: marked generated——
LIRA-2: marked generated-----

20000~

18000~

16000~

14000~

12000~

# marked pkts generated

10000~

8000 I I I I I I I
100 200 300 400 500 600 700 800 900

Simulation time (sec)

(c) Marked packets generated.

Figure 18: Sample response to the uniform impulse trairupsation with LIRA-type packet marking.

19



No. Pareto sources
for the flow from A to B

800

pigigig

250 321 392 463 534 605 676750
+5(A‘E) +6(A.E) +6(A B) +5(A‘B) +6(A.E) +6(A‘E) +5(A‘B) +6(A.E)

Figure 19: Nonuniform impulse train perturbation model.

4.4 Nonuniform Impulse Train

Here we consider a variation on the impulse train model frompgreceding subsection. As before, each
aggregate flow experiences a periodic sequence of suddgss jirom 400 to 800 Pareto sources and back
again. This time, however, the timing of the jumps is stagdeacross aggregate flows. This is illustrated
for the aggregate flow from to B in Figure 19. Specifically, the sequence of traffic spikesrzegt timet =
250+6(4,B), Whered 4 gy is chosen randomly from the set of offset valfesrs, —50, —25, 0, 25, 50, 75, 100}
independently of the offsets for the remaining aggregatesiaBy choosing offset values this way we in-
troduce directionality in the traffic perturbations, and tlais reason we refer to the perturbation model as a
nonuniform impulse train.

Figures 20 through 22 compare the performance of SAR to minrboting alone with 40%, 70%, and
100% packets marked. Figure 23 compares the performancARESGLIRA. The results are presented in
exactly the same format as in the preceding subsectionser&lgnspeaking, SAR with min hop routing
outperforms min hop routing alone. The fact that the pestidn comes as a nonuniform sequence of spikes
doesn’t seem to cause SAR to behave erratically. As obsevitadhe uniform step and ramp models, the
plots of marked packets lost and marked packets deliverdd %% and 100% packets marked are more
“noisy” than the plots for min hop routing. With respect taRA's packet-marking scheme, SAR results in
slightly fewer marked packets dropped. On the other hanchume of its choice of multiple routes LIRA
generates and delivers slightly more marked packets. @vBrsR and LIRA perform similarly.
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5 Discussion and Conclusions

Our simulation results indicate that a simple alternatdinguscheme like ours can have a positive impact
on the performance of aggregate QoS networks. We have témtegdternate routing scheme under a wide
variety of perturbation models, and we have observed andugonent in the performance of the network
at least with regard to packet loss. Because of this, we tiiakalternate routing holds out the promise of
significantly enhancing the performance of networks witgragate QoS.

We have uncovered a number of important issues that requitieet consideration. As with any feed-
back control system, oscillations can result in respondiggressively to congestion. Even with the very
mild feedback gains used in Section 4 (ify = 0 andk, = .1%) oscillations arose in situations with
very large amounts of marked traffic flow. Another questiomadsv alternate routing will perform when
used in conjunction with an underlying routing protocol lwitongestion-sensitive metrics. In our prelimi-
nary simulation runs, we have seen that interactions cae éetween alternate routing and the underlying
state-dependent routing protocol, and generally thesesations serve to degrade performance. This tricky
issue is really one of coordinating routing decisions ontipld time scales, with alternate routing decisions
occurring frequently and underlying routing table updasesurring infrequently. We point out, however,
that in practice, OSPF is typically not set to respond to estign-sensitive metrics.
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