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Abstract 
 

In this paper we consider the problem of data 
collection from a sensor web consisting of N nodes, 
where nodes have packets of data in each round of 
communication that need to be gathered and fused 
with other nodes’ packets into one packet and 
transmitted to a distant base station.  Nodes have 
power control in their wireless communications and 
can transmit directly to any node in the network or to 
the base station.  With unit delay cost for each packet 
transmission, if all nodes transmit data directly to the 
base station, then both high energy and high delay per 
round will occur.  In our prior work [6], we developed 
an algorithm to minimize the energy cost per round, 
where a linear chain of all the nodes are formed to 
gather data, and nodes took turns to transmit to the 
base station. If the goal is to minimize the delay cost, 
then a binary combining scheme can be used to 
accomplish this task in about log N units of delay with 
parallel communications and incurring a slight 
increase in energy cost. The goal is to find data 
gathering schemes that balance the energy and delay 
cost, as measured by energy*delay.  We conducted 
extensive simulation experiments with a number of 
schemes for this problem with 100 nodes in playing 
fields of 50m x 50m and 100m x 100m and the base 
station located at least 100 meters and 200 meters, 
respectively, from any node.  With CDMA capable 
sensor nodes, a chain-based binary scheme performs 
best in terms of energy*delay. If the sensor nodes are 
not CDMA capable, then parallel communications are 
possible only among spatially separated nodes, and a 
chain-based 3 level hierarchy scheme performs well. 

These schemes perform 60 to 100 times better than 
direct scheme  and also outperform a cluster based 
scheme, called LEACH [3]. 
 
 
1. Introduction 
 

Inexpensive sensors are deployed for data collection 
from the field in a variety of scenarios including military 
surveillance, building security, in harsh physical 
environments, for scientific investigations on other 
planets, etc. [2,4,13].  A sensor node will have limited 
computing capability and memory, and it will operate 
with limited battery power.  These sensor nodes can self 
organize to form a network and can communicate with 
each other in a wireless manner.  Each node has transmit 
power control and an omni-directional antenna, and 
therefore can adjust the area of coverage with its wireless 
transmission. For example, a sensor network can be used 
for detecting the presence of potential threats in a military 
conflict. Since wireless communications consume 
significant amounts of battery power, sensor nodes should 
be energy efficient in transmitting data [5,10,12]. Figure 1 
shows a 100-node fixed sensor network in a playing field 
of size 50m x 50m with the base station (BS) fixed and far 
away from all the sensor nodes.  
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Figure 1. Random 100-node topology for a 50m x 50m 
network. BS is located at (25, 150), which is at least 100m 
from the nearest node. 

 
In this paper we assume the following: 
 

• Each sensor node has power control and the 
ability to transmit to any other node or directly 
to the BS [5,7].   

• Our model sensor network contains 
homogeneous and energy constrained sensor 
nodes with uniform energy.  

• Every node has location information. 
• There is no mobility. 
 

Our schemes can be modified appropriately if some of the 
stated assumptions about sensor nodes are not valid.  If 
nodes are not within transmission range of each other, 
then alternative, possibly multi-hop transmission paths 
will have to be used. In fact, our chain based schemes will 
not be affected that much as each node communicates 
only with a local neighbor and we can use a multi-hop 
path to transmit to the BS. We need to make some 
adjustments in the chain construction procedure to ensure 
that no node is left out. Other schemes, including 
LEACH, rely on direct reach ability to function correctly. 
To ensure balanced energy dissipation in the network, an 
additional parameter could be considered to compensate 
for nodes that must do more work every round. If the 
sensor nodes have different initial energy levels, then we 
could consider the remaining energy level for each node 
in addition to the energy cost of the transmissions. The 
assumption of location information is not critical. The BS 
can determine the locations and transmit to all nodes, or 
the node can determine this through received signal 
strengths. For example, nodes could transmit 

progressively reduced signal strengths to find a close 
neighbor to exchange data. This would require the nodes 
to consume some energy when trying to find local 
neighbors, however, this is only a fixed initial energy cost 
when constructing the chain. If nodes are mobile, then 
different methods of transmission could be examined. For 
instance, if nodes could approximate how often and at 
what speed other nodes are moving, then it could 
determine more intelligently how much power is needed 
to reach the other nodes. Perhaps, the BS can help 
coordinate the activities of nodes in data transmissions. 
Discussion of schemes with mobile sensor nodes is 
beyond the scope of this paper. 

An important operation in a sensor network is 
systematic gathering of data from the field, where each 
node has a packet of information in each round of 
communication [3].  In this operation, data sensed by the 
nodes need to be combined into a single message and sent 
to a distant base station. This data fusion among the 
sensor nodes requires wireless communications.  The 
amount of energy spent in transmitting a packet has a 
fixed cost in electronics and a variable cost that depends 
on the distance of transmission.  Receiving a data packet 
also has a similar fixed energy cost in electronics. 
Therefore, to conserve energy short distance 
transmissions are preferred. In order to balance the energy 
spent in the sensor nodes, nodes should take turns 
transmitting to the BS, as this is an expensive 
transmission. 

In each round of this data-gathering application, all data 
from all nodes need to be collected and transmitted to the 
BS, where the end-user can access the data.  A simple 
approach to accomplish this task is for each node to 
transmit its data directly to the BS. Since the BS is located 
far away, the cost to transmit to the BS from any node is 
high, and therefore, the total energy cost per round will be 
high. In sensor networks, data fusion helps to reduce the 
amount of data transmitted between sensor nodes and the 
BS.  Data fusion combines one or more data packets from 
different sensor measurements to produce a single packet 
as described in [3]. The LEACH protocol presented in [3] 
is an elegant solution to this data collection problem, 
where a small number of clusters are formed in a self-
organized manner. A designated node, the cluster head, in 
each cluster collects and fuses data from nodes in its 
cluster and transmits the result to the BS. LEACH uses 
randomization to rotate the cluster heads and improves the 
energy cost per round by a factor of 4 compared to the 
direct approach for the 100 node network of Figure 1. 

Recently, we developed an improved protocol called 
PEGASIS (Power-Efficient GAthering in Sensor 
Information Systems), which requires less energy per 
round compared to LEACH [6]. The key idea in 
PEGASIS is to form a chain among the sensor nodes so 
that each node will receive from and transmit to a close 
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neighbor.  Gathered data moves from node to node, get 
fused, and eventually a designated node transmits to the 
BS. Nodes take turns to transmit to the BS so that the 
average energy spent by each node per round is reduced.  
Building a chain to minimize the total length is similar to 
the traveling salesman problem, which is known to be 
intractable.  However, with the radio communication 
energy parameters, a simple chain built with a greedy 
approach performs quite well.  PEGASIS protocol 
achieves up to 100% improvement with respect to energy 
cost per round compared to the LEACH protocol. 

Another important factor to consider in the data 
gathering application is the average delay per round.  
Here, we assume that data gathering rounds are far apart, 
and the only traffic in the network is due to sensor data. 
Therefore, data transmissions in each round can be 
completely scheduled.  The delay for a packet 
transmission (we assume that all packets are 2000 bits 
long) is dominated by the transmis sion time as there is no 
queueing delay and the processing and propagation delays 
are negligible compared to the transmission time. With 
the direct transmission scheme, nodes will have to 
transmit to the base station one at a time, making the 
delay a total of 100 units (1 unit per transmission). The 
linear chain -based scheme, although energy efficient, will 
also require 100 units of delay as the transmissions are 
sequential.  To reduce delay, one needs to perform 
simultaneous transmissions.  The well known approach of 
using a binary scheme to combine data from N nodes in 
parallel will take about log N units of delay, although 
incurring an increased energy cost.  Energy*Delay is an 
interesting metric to optimize per round of data gathering. 

Simultaneous wireless communications among pairs of 
nodes is possible only if there is minimal interference 
among different transmissions.  CDMA technology can be 
used to achieve multiple simultaneous wireless 
transmissions with low interference. If the sensor nodes 
are CDMA capable, then it is possible to use the binary 
scheme and perform parallel communications to reduce 
the overall delay. However, the energy cost may have to 
go up slightly as there will still be a small amount of 
interference from other unintended transmissions.  
Alternatively, with a single radio channel and non-CDMA 
nodes, simultaneous transmissions are possible only 
among spatially separated nodes.  Since the energy costs 
and delay per transmission for these two types of nodes 
are quite different, we will consider energy*delay 
reduction for our data gathering problem separately for 
these two cases. 

In this paper we present two protocols for energy*delay 
reduction: a chain-based binary combining protocol that 
uses CDMA capable nodes and a 3 level hierarchy chain-
based protocol for non-CDMA nodes.  A chain is formed 
among the sensor nodes in both of these protocols so that 
each node will receive from and transmit to a close 

neighbor at the lowest level of the hierarchy.  Gathered 
data move from node to node, get fused, and eventually a 
designated node transmits to the BS. Nodes take turns 
transmitting to the BS so that the average energy spent by 
each node per round is reduced.  The binary scheme has a 
hierarchy of log N, with N equal to the number of nodes. 
The binary scheme would therefore have a delay of 7 +1 
(for transmitting to the base station) for 100 nodes and 
performs better than LEACH by a factor of 8.  The 3 level 
hierarchy chain-based protocol has a higher delay but is 
better than the binary scheme with non-CDMA nodes.  
This is because in the binary scheme there are many 
nearby simultaneous transmissions at the lower levels and 
the interference will be very high. In the 3 level scheme, 
fewer and distant simultaneous transmissions take place 
causing less interference.  This 3 level chain-based 
protocol performs better than the direct scheme by a 
factor of about 60. 

The paper consists of the following sections. In Section 
2, the radio model for energy calculations is discussed. In 
Section 3, an analysis of the energy x delay metric for 
data gathering is given. Section 4 introduces the chain-
based binary approach using CDMA capable sensor 
nodes. Section 5 introduces the chain-based 3 level 
scheme without CDMA capable sensor nodes. 
Experimental results are given in Section 5. Finally, 
Section 7 concludes the paper and proposes future work. 
 
2. Radio Model for Energy Calculations  
 

We use the same radio model as discussed in [3] which 
is the first order radio model.  In this model, a radio 
dissipates Eelec = 50 nJ/bit to run the transmitter or 
receiver circuitry and ∈amp  = 100 pJ/bit/m2 for the 
transmitter amplifier. The radios have power control and 
can expend the minimum required energy to reach the 
intended recipients.  The radios can be turned off to avoid 
receiving unintended transmissions. 

An r2 energy loss is used due to channel transmission 
[8,11].  The equations used to calculate transmission costs 
and receiving costs for a k-bit message and a distance d 
are shown below: 

 
Transmitting 

ETx (k, d) = ETx– elec (k) + ETx–amp(k,d) 
ETx (k, d) = Eelec*k + ∈amp  * k* d2 

 
Receiving 

ERx(k) = ERx-elec(k) 
ERx(k) = Eelec*k 

 
Receiving is also a high cost operation, therefore, the 
number of receives and transmissions should be minimal. 

In our simulations, we used a packet length k  of 2000 
bits.  With these radio parameters, when d2 is 500m2, the 
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energy spent in the amplifier part equals the energy spent 
in the electronics part, and therefore, the cost to transmit a 
packet will be twice the cost to receive.   

It is assumed that the radio channel is symmetric so that 
the energy required to transmit a message from node i to 
node j is the same as energy required to transmit a 
message from node j to node i for a given signal to noise 
ratio (SNR), typically 10 dB. When there are multiple 
simultaneous transmissions, the transmitted energy should 
be increased to ensure that the same SNR as with a single 
transmission is maintained.  With CDMA nodes using 64 
or 128 chips per bit (which is typical) the interference 
from other transmissions are calculated as a small fraction 
of the energy from other unintended transmission. This 
effectively increases the energy cost to maintain the same 
SNR.  With non-CDMA nodes, the interference will equal 
the amount of energy seen at the receiver fro m all other 
unintended transmitters.  Therefore, only few spatially 
distant pairs can communicate simultaneously. 

 
3. Energy*Delay Analysis for Data 

Gathering 
 
In this section we will analyze the energy*delay cost 

per round for data gathering from a sensor web to the 
distant BS.  Recall that the data collection problem of 
interest is to send a  k-bit packet from each sensor node in 
each round. Of course, the goal is to keep the sensor web 
operating as long as possible but minimize delay at the 
same time.  A fixed amount of energy is spent in 
receiving and transmitting a packet in the electronics, and 
an additional amount proportional to d2 is spent while 
transmitting a packet.  There is also a cost of 5 
nJ/bit/message for data fusion. The delay cost can be 
calculated as units of time. On a 2Mbps link, a 2000 bit 
message can be transmitted in 1ms. Therefore each unit of 
delay will correspond to about 1 ms time for the case of a 
single channel and non-CDMA sensor nodes.  The actual 
delay value will be different with CDMA nodes 
depending on the effective data rate. For each of the 
systems, we assume that the delay is 1 unit for each 2000 
bit message transmitted.  

The energy*delay cost for data gathering in a network 
of N nodes will be different for the schemes considered in 
this paper and will depend on the node distribution in the 
playing field.  Consider the example network where the N 
nodes are along a straight line with equal distance of d 
between each pair of nodes and the BS at a faraway 
distance from all nodes. The direct approach will require 
high energy cost and the delay will be N as nodes transmit 
to the BS sequentially. The PEGASIS scheme [6], which 
is near optimal in terms of energy cost for this data 
gathering application in sensor networks, forms a chain 
among the sensor nodes so that each node will receive 
from and transmit to a close neighbor.  For this linear 

network with equally spaced nodes, the energy cost in 
PEGASIS is minimized and the variable cost is 
proportional to N*d2 and the delay will be N units.  
Therefore, the energy*delay cost will be N2*d2.  

In the binary scheme with perfect parallel transmission 
of data, there will be N/2 nodes transmitting data to their 
neighbors at distance d in the lowest level. The nodes that 
receive data will fuse the data with their own data and will 
be active in the next level of the tree. Next, N/4 nodes will 
transmit data to their neighbors at a distance 2d and this 
procedure continues until a single node finally transmits 
the combined message to the BS. Thus, for the binary 
scheme the energy cost will be 

 
N/2 * d2 + N/4 * (2d)2 + N/8 * (4d)2 + …+1 * (N/2*d)2 

 

since the distance doubles as we go up the hierarchy. In 
addition, there will be a single transmission to the BS and 
the energy cost depends on the distance to the BS. 
Without including this additional cost, simplifying the 
above expression we get for the energy cost for the binary 
scheme as 
 

N/2 * d2 * (1 + 2 + 4 + …+ N/2), 
 

which equals  
 

N(N-1)/2 * d2. 
 

With the delay cost of about log N units, the 
energy*delay for the binary scheme is N2/2*d2*logN.  
Therefore, for this linear network, the binary scheme will 
be more expensive than PEGASIS in terms of 
energy*delay. For random distribution of nodes in a 
rectangular playing field, the distances do not double as 
we go up the hierarchy in the binary scheme, and the 
reduced delay will help reduce the energy*delay cost. It is 
difficult to analyze this cost for randomly distributed 
nodes and we will use simulations to evaluate this cost. 

For the rest of the analysis, we assume a 100-node 
sensor network in a square field with the BS located far 
away. In this scenario, energy costs can be reduced if the 
data is gathered locally among the sensor nodes and only 
a few nodes transmit the fused data to the BS. This is the 
approach taken in LEACH [3], where clusters are formed 
dynamically in each round and cluster-heads (leaders for 
each cluster) gather data locally and then transmit to the 
BS. Cluster-heads are chosen randomly, but all nodes 
have a chance to become a cluster-head in LEACH, to 
balance the energy spent per round by each sensor node. 
Nodes are able to transmit simultaneously to their cluster-
heads using CDMA.  For a 100-node network in a 50m x 
50m field with the BS located at (25,150), which is at 
least 100m from the closest node, LEACH reduces the 
energy*delay cost compared to the direct scheme.  For the 
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linear network of N nodes that are equally spaced, 
LEACH will have slightly higher energy compared to 
PEGASIS due to the cluster heads transmissions to the BS 
and a delay of roughly N/c where c is the number of 
clusters.  With 5 clusters suggested in [3], the 
energy*delay for LEACH will be lower than for 
PEGASIS for a 50m x 50m network. However, for a 
100m x 100m network, the energy*delay for LEACH will 
be higher than for PEGASIS. 
 
4. A Chain-based Binary Approach using 

CDMA 
 

First, we consider a sensor network with nodes capable 
of CDMA communication.  With this CDMA system, it is 
possible for node pairs that communicate to use distinct 
codes to minimize radio interference.  Thus, parallel 
communication is possible with 50 pairs for the 100-node 
network of interest.  In order to minimize the delay, we 
will combine data using as many pairs as possible in each 
level which results in a hierarchy of log N levels.  At the 
lowest level, we will construct a linear chain among all 
the nodes, as was done in PEGASIS, so that adjacent 
nodes on the chain are nearby. For constructing the chain, 
we assume that all nodes have global knowledge of the 
network and employ the greedy algorithm. The greedy 
approach to constructing the chain works well, and this is 
done before the first round of communication. To 
construct the chain, we start with the furthest node from 
the BS.  We begin with this node in order to make sure 
that nodes farther from the BS have close neighbors. As 
in the greedy algorithm the neighbor distances will 
increase gradually since nodes already on the chain 
cannot be revisited. 

For gathering data in each round, each node transmits to 
a close neighbor in a given level of the hierarchy. This 
occurs at every level in the hierarchy, but the only 
difference is that the nodes that are receiving at each level 
are the only nodes that rise to the next level. Finally, at 
the top level the only node remaining will be the leader, 
and the leader will transmit the 2000 bit message to the 
BS. Note that node i will be in some random position j on 
the chain. Nodes take turns transmitting to the BS, and we 
will use node number i mod N (N represents the number 
of nodes) to transmit to the BS in round i.  In Figure 2, for 
round 3, node c3 is the leader.  Since, node c3 is in 
position 3 (counting from 0) on the chain, all nodes in an 
even position will send to their right neighbor. Now at the 
next level, node c3 is still in an odd position so again, all 
nodes in an even position will fuse its data with its 
received data and send to their right.  At the third level, 
node c3 is not in an odd position, so node c7 will fuse its 
data and transmit to c3.  Finally, node c3 will combine its 
current data with that received from c7 and transmit the 
message to BS. The chain-based binary scheme performs 

data fusion at every node that is transmitting except the 
end nodes in each level.  Each node will fuse its 
neighbor’s data with its own to generate a single packet of 
the same length and then transmit that to the next node.  
In the above example, node c0 will pass its data to node 
c1. Node c1 fuses node c0’s data with its own and then 
transmits to node c3 in the next level.   In our simulations, 
we ensure that each node performs equal number of sends 
and receives after N rounds of communication, and each 
node transmitting to the BS in one of N rounds.  We then 
calculate the average energy cost per round, while the 
delay cost is the same for each round. 

 
 
 

BS 
 

↑ 
c3 

c3 ←c7 
c1→ c3 c5→ c7 

c0→c1 c2→c3 c4→c5 c6→c7 
 

 
Figure 2. Data gathering in a chain-based binary scheme.  
 

The chain-based binary scheme improves on LEACH 
by saving energy and delay in several stages. At the lower 
levels, nodes are transmitting at shorter distances 
compared to nodes transmitting to a cluster head in the 
LEACH protocol, and only one node transmits to the BS 
in each round of communication.  By allowing nodes to 
transmit simultaneously, the delay cost for the binary 
scheme decreases from that of LEACH by a factor of 
about 3. While in LEACH, only 5 groups can transmit 
simultaneously, here at each level, we have multiple 
nodes transmit simultaneously. At each level of the binary 
scheme, transmissions are simultaneous making the total 
delay log N +1 for transmitting to the BS. In LEACH, the 
delay for 100 node networks will be 27 units. The delay 
for all nodes to transmit to the cluster-head is the max 
number of nodes in any of the 5 clusters. If all the clusters 
are of the same size, then the delay would be 19. Then all 
5 cluster-heads must take turns to transmit to the BS, 
making that a total of 24. For overhead calculations, we 
have 1 unit of delay for cluster formation, 1 unit of delay 
for all nodes to broadcast to the cluster-head its presence 
in that cluster, and finally 1 unit of delay for the cluster-
head to broadcast a TDMA schedule to the nodes so that 
nodes will know when to broadcast to the cluster-head. 

 
5. A Chain-based 3 Level Scheme without 

CDMA 
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CDMA may not be applicable for all sensor networks 
as these nodes can be expensive. Therefore, we need a 
protocol that will achieve a minimal energy*delay with 
non-CDMA nodes. It will not be possible to use the 
binary scheme in this case as the interference will be too 
much at lower levels . We either have to increase the 
energy cost significantly or take more time steps at lower 
levels of the hierarchy both of which will lead to much 
higher energy*delay cost. Therefore, in order to improve 
energy*delay we need a protocol that allows simultaneous 
transmissions that are far apart to minimize interference 
while achieving reasonable delay cost. 

 Based on our experiments, we suggest the chain-based 
3 level scheme for data gathering in sensor networks with 
non-CDMA nodes. In the 3 level scheme als o, we start 
with the linear chain among all the nodes and divide them 
into 10 groups. In the 100-node network, therefore, only 
10 simultaneous transmissions take place at the same 
time, and data fusion takes place at each node (except the 
end nodes in each level).  The transmissions are also far 
enough apart that there is minimal interference. Figure 3 
shows an example of this scheme with 100 nodes. Here 
we would have 10 groups of 10. We will have a different 
leader each round transmit to the BS to evenly distribute 
the work load among the sensor nodes. We find the index 
i which will represent the leader position modulo 10. In 
Figure 3, c18 is our leader. Then all nodes will send their 
data in the direction of index 8 within their group since 18 
modulo 10 is  8.  The delay at the first level is 9 units. 
Then the second level will contain nodes c8, c18, 
c28…c98.  These 10 nodes will be divided into two 
groups. Since the leader position is 18, all nodes that are 
in the first group will send down the chain 10 positions 
from its own position on the chain. So node c48 will send 
to node c38, and node c38 will send to node c28 and so 
on.  Since node c8’s position is less than node c18’s, node 
c8 will transmit to a position that is 10 greater than its 
own.  In group 2, nodes know in which direction to send 
the data using the leader position + 50.  So here, the nodes 
in group 2 would send in the direction of node c68 in the 
same manner as in group 1. This gives us a delay of 4 
units for the second level. In the third level, node c68 
transmits to node c18, and then finally node c18 transmits 
to the base station, giving us a total delay of 15 units. The 
transmission schedule can be programmed once at the 
beginning so that all nodes know where to send data in 
each round of communication. 

    
BS 

   
↑ 

c18 
c18←c68 

c8 →c18←c28←c38←c48   c58→ c68← c78←c88←c98 
c0→c1…c7→ c8←c9 c10→c11 …c18←c19…c90→c91…c98← c99 

 

Figure 3. Chain -based 3 level scheme for a sensor 
network with non-CDMA nodes. 
 
6.   Experimental Results 
 

To evaluate the performance of the chain-based binary 
scheme and the chain-based 3 level scheme, we simulated 
direct transmission, PEGASIS, LEACH, and the two new 
schemes using several random 100-node networks with 
CDMA nodes and non-CDMA nodes.  The BS is located 
at (25, 150) in a 50m x 50m field, and the BS is located at 
(50,300) in a 100m x 100m field.  We ran the simulations 
to determine the energy cost for all the schemes after all 
100 nodes had a chance to become leader, with each node 
having the same initial energy level.  We then used these 
costs to determine the average energy cost per round of 
data gathering. In both CDMA and non-CDMA systems, 
we included the interference costs when there are 
simultaneous transmissions to ensure that the same SNR 
of 10 dB is maintained as with single transmission. Our 
simulations show: 

 
• The chain-based binary scheme is approximately 

8x better than LEACH and 130x better than direct 
for a 50m x 50m network in terms of energy* delay 
for sensor networks with CDMA nodes. 

• The chain-based binary scheme is approximately 
12x better than LEACH and 280x better than direct 
for a 100m x 100m network in terms of energy* 
delay for sensor networks with CDMA nodes. 

• The chain-based 3 level scheme is approximately 
4x better than PEGASIS and 60x better than direct 
for a 50m x 50m network in terms of energy* delay 
for sensor networks with non-CDMA nodes. 

• The chain-based 3 level scheme is approximately 
4x better than PEGASIS and 140x better than 
direct for a 100m x 100m network in terms of 
energy* delay  for sensor networks with non-
CDMA nodes. 

• A more balanced energy dissipation among the 
sensor nodes to have full use of the complete 
sensor network.   

 
These results are summarized in Table 1 and Table 2. 
 
Table 1. Energy* delay cost for Direct, PEGASIS, 
LEA CH, chain-based binary scheme and the chain-based 
3 level scheme. These results are for a 50m x 50m 
network. 

 
Protocol Energy  Delay Energy* 

Delay 
Direct 
(both 

0.32993 100 32.9938 
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systems) 
PEGASIS 
(both 
systems) 

0.024008 100 2.4008 

LEACH  
(CDMA 
nodes) 

0.079696 27 2.1518 

Chain-based 
binary 
(CDMA 
nodes)  

0.031847 8 0.2547 

Chain-based 
3 level (non-
CDMA 
nodes) 

0.035772 15 0.5365 

 
Table 2. Energy* delay cost for Direct, PEGASIS, 
LEACH, chain-based binary scheme and the chain-based 
3 level scheme. These results are for a 100m x 100m 
network. 

 
Protocol Energy Delay Energy 

*Delay 
Direct 
(both 
systems) 

1.280459 100 128.0459 

PEGASIS 
(both 
systems) 

0.036107 100 3.6107 

LEACH 
(CDMA 
nodes) 

0.204786 27 5.5292 

Binary 
(CDMA 
nodes) 

0.055898 8 0.4516 

3 Level  
(non-CDMA 
nodes) 

0.058287 15 0.8743 

 
7. Conclusions and Future Work 
 

In this paper, we describe two new protocols for 
energy*delay reduction for data gathering in sensor 
networks -- a chain-based binary scheme for sensor 
networks with CDMA nodes and a chain-based 3 level 
scheme for sensor networks with non-CDMA nodes. The 
binary scheme performs better than direct, PEGASIS, and 
LEACH. It performs better than LEACH by a factor of 
about 8, about 10 times better than PEGASIS, and more 
than 100 times better when compared to the direct 
scheme.  In these experiments, the interfering 
transmissions contribute 1/128 the value of their 
transmission energy. The chain-based 3 level scheme with 
non-CDMA outperforms PEGASIS by a factor of 4 and is 

better than direct by a factor of 60.  The scheme 
outperforms PEGASIS by dividing the chain in “groups” 
and allowing simultaneous transmissions among pairs in 
different groups. While energy is still minimal, the delay 
is decreased from 100 units to 15 units. 

  It is not clear as to what is the optimal scheme for 
optimizing energy*delay in a sensor network. Since the 
energy costs of transmissions depend on the spatial 
distribution of nodes, there may not be a single scheme 
that is optimal for all sizes of the network. Our 
preliminary experimental results indicate that for all small 
networks, the binary scheme performs best as minimizing 
delay achieves best result for energy*delay. With larger 
networks, we expect that nodes in the higher levels of the 
hierarchy will be far apart and it is possible that a 
different multi-level scheme may out perform the binary 
scheme. When using non-CDMA nodes, interference 
effects can be reduced by carefully scheduling 
simultaneous transmissions. Since there is an exponential 
number of possible schedules, it is intractable to 
determine the optimal scheduling to minimize 
energy*delay cost. A practical scheme to employ will 
depend on the size of the playing field and the distribution 
of nodes in the field. 

In this paper, we restricted our discussions to the d2 

model for energy dissipation for wireless 
communications. In our future work, we will consider 
higher order energy dissipation models and develop 
schemes to minimize energy*delay  cost for data gathering 
application.  
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