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Abstract

In this paper, we propose a novel technique for video
shot segmentation and classification based on the Sin-
gular Value Decomposition (SVD). For the input video
sequence, we create a feature-frame matriz A, and per-
form the SVD on it. From this SVD, we are able to
not only derive the refined feature space to better seg-
ment the video sequence along time axis, but also define
metrics to enable classifications of the detected video
shots. Using these SVD properties, we achieve the two
goals of accurate video shot segmentation, and visual
content-based shot classification at the same time.

1 Introduction

The wide spread distribution of video in computer
systems and networks has presented both excitements
and challenges. Video is exciting because it conveys
real-world scenes most vividly and faithfully. Handling
video is challenging because video images are volumi-
nous, redundant, and unstructured. With a large video
data collection, it is always a painful task to find either
the appropriate video sequence, or the desired portions
of the video. Traditional text indexing and retrieval
techniques have turned out to be powerless in man-
aging video images. To tap into the rich and valuable
video resources, video images must be transformed into
a medium that is structured, manageable and search-
able.

The initial steps toward the above goal include the
segmentation of video sequences into shots for indexing
and access, and the extraction of features/metadata
from the shots to enable their classifications and re-
trieval. For video shot segmentation, a great number
of methods have been proposed in past years. Typi-
cal methods include shot segmentation using pixel val-
ues [1, 2], global or local histograms [3], motion vec-
tors [3], DCT coefficients from MPEG files [4], etc.
While many methods in the literature use the sim-
ple approach of frame-pair comparisons and can detect
only the abrupt shot boundaries, some methods involve
more frames in the comparison to accommodate the
detection of gradual scene changes [5]. For video shot
retrieval and classification, the most common approach

todate is to first carry on the video shot segmentation,
perform additional operations to extract features from
each detected shot, and then create indexes and met-
rics using these features to accomplish shot retrieval
and classifications. As several processing steps must
be performed in tandem, high computational cost and
long processing time are usually required by the sys-
tems based on this approach.

In this paper, we propose a novel technique for video
shot segmentation and classification based on the Sin-
gular Value Decomposition (SVD). The system is able
to detect shot boundaries with a high accuracy, and
to classify the detected shots at the same time. The
details of the proposed system and its performance are
presented in the following part of this paper.

2 The Proposed System

Our video shot segmentation and classification sys-
tem uses the SVD as an important basis. The SVD
is known for its capabilities of deriving the low di-
mensional refined feature space from a high dimen-
sional raw feature space, and of capturing the essential
structure of a data set in the refined feature space [6].
To reduce the number of frames to be processed by
the SVD, we sample the input video sequence with a
fixed rate of 10 fps. For each frame ¢ in this sam-
pling set, we create an m-dimensional feature vector
A;. Using A; as a column, we obtain the feature-frame
matrix A = [4; Ay --- A,]. Performing SVD on
this matrix A will project each frame i from the m-
dimensional raw feature space into the k-dimensional
refined feature space (usually x < m). In this new
space, noise and trivial variations in video frames will
be ignored, and frames with similar color distribution
patterns will be mapped near to each other. There-
fore, the k-dimensional vectors representing each of the
frames in the refined feature space can be used not only
for accurate shot segmentation, but also for similarity
matching among the detected video shots.

Besides the above unique SVD feature, our mathe-
matical analysis has further revealed that in the same
refined feature space, there are strong correlations be-
tween the degree of visual changes, the evenness of
color distributions, in a shot, and the positions at



which its constituent frames are projected, respec-
tively. The degree of visual changes depicts the dy-
namic level, while the evenness of color distributions
reflects the color appearance, of the video shot. Com-
bining these SVD properties, our system is able to ef-
ficiently achieve the two goals of accurate video shot
segmentation, and visual content-based shot classifica-
tion at the same time.

2.1 Construction of Feature Vector

From a variety of image features, we selected color
histograms to represent video frames. Histograms are
very good for detecting overall differences in images,
and are cost-effective for computing. In our system,
we create three-dimensional histograms in the RGB
color space with 5 bins for R,G, and B, respectively,
resulting in a total of 125 bins. To incorporate spatial
information of the color distribution, we divide each
frame into 3 x 3 blocks, and create a 3D-histogram for
each of the blocks. These nine histograms are then con-
catenated together to form a 1125-dimensional feature
vector for the frame. Using the feature vector of frame
1 as i’th column, we create the feature-frame matrix A
for the video sequence. Since a small image block does
not normally contain all kinds of colors, matrix A is
usually sparse. Therefore, SVD algorithms for sparse
matrix can be applied here, which is must faster and
memory efficient compared to regular SVD algorithms.

2.2 SVD Properties for Shot Segmenta-
tion and Matching

Given an m x n matrix A = [a;;|, where m > n, the

SVD of A is defined as [7]:

A =UxVv? (1)
where U = [u;;] is an m x n column-orthonormal
matrix whose columns are called left singular vec-
tors; ¥ = diag(o1,09,...,0,) is an n x n diagonal
matrix whose diagonal elements are the singular val-
ues, and V = [v;;] is an n x n orthonormal matrix

whose columns are called right singular vectors. If
rank(A)=r, then X satisfies

0120220, >0,41=-=0,=0. (2

In our system, applying SVD to the feature-frame
matrix A can be interpreted as follows. The SVD
derives a mapping between the m-dimensional raw
feature space spanned by the concatenated color his-
tograms and the r-dimensional refined feature space
with all of its axes linearly-independent. This mapping
maps each column vector A; in matrix A, which repre-
sents the concatenated histogram of frame 4, to column
vector ; = [vi1 vi2 -+ v;]" of matrix VT, and maps
each row vector 7 in matrix A, which tells the occur-
rence count of the concatenated histogram entry j in
each of the video frames, to row vector [uj1 ujo - ujy]
of matrix U.

The SVD has the following property that has been
widely utilized for text indexing and retrieval ([7]).

Theorem 1 Let the SVD of matriz A be given by
Eq.(1), U = [U1Uy---U,], V = WWa---V,], and
rank(A)=r. Matrix A, (k < r) defined below is the
closest rank-x matriz to A for the Fuclidean and Frobe-
nius norms.

AH:ZUZ"UZ"VZ-T (3)
i=1

The use of k-largest singular values to approximate
the original matrix with Eq.(3) has significant implica-
tions. Discarding small singular values is equivalent to
discarding linearly semi-dependent or practically non-
essential axes of the feature space. The truncated fea-
ture space removes the noise or trivial variations in
video frames. Minor differences between histograms
will be ignored, and video frames with similar color dis-
tribution patterns will be mapped near to each other.
From analogy with the SVD-based text clustering and
retrieval [6], clustering visually similar frames in this
refined feature space will certainly yield better results
than in the raw feature space. The value of & is a design
parameter. Our experiments show that x = 150 gives
satisfactory video segmentation results. The above dis-
cussions lead us to define the following similarity met-
ric between frame i and j for shot segmentation and
matching:

R

Y o(va — i) (4)

=1

SIM(i, j) = D(¢s,9;) =

where 1);,; are the vectors representing frames ¢, j in
the refined feature space, respectively, and o;’s are the
singular values from the SVD.
2.3 SVD Properties for Video Classifica-
tion

Besides the above SVD features, we have further
discovered the following SVD properties which consti-
tutes the basis of our video classification (The proof is
omitted due to the page limit).

Theorem 2 Let the SVD of A be given by FEq.(1),
A=A A A, vT = [ty - ;-] Us-
ing the notation associated with Eq.(1), we have A; =
[ay; ag; -~ ami]T; and ; = [viy vig -+~ Uz’n]T

(1) Define the length of 1; as:

il =

If rank(A)=n, from the orthonormal property
of matriz V, we have ||[{;||> = 1, where i =
1,2,...,n. If A; has k duplicates in matriz A,

)

Then, ||4i]|> = 1/k.



(2) Define the singular value weighted length of ¥; as:

|lhills: =

Then, [|¢i|[$ = Ai- Ai =300, af; -

Translating Property (1) in Theorem 2 into the
video domain, it can be inferred that, in the refined fea-
ture space, frames in a static video segment (e.g., shots
of anchor persons, weather maps) will be projected into
the points with shorter length, while frames in a video
segment containing a lot of changes (e.g., shots con-
taining moving objects, camera pan and zoom) will be
projected into the points with larger length. In other
words, by looking at the location at which a shot is pro-
jected, we can roughly tell the degree of visual changes
of the shot.

On the other hand, Property (2) in Theorem 2 can
be used as an indicator of the evenness of color distri-
butions in frames and shots. Because A4; is the concate-
nated histogram of frame i, the sum of its elements a;;
equals a constant value 37" aj; = C' (=the number
of pixels in the frame). Hence, ||1;||% reaches the min-
imum when ay; = as; = - -+ = a,,;, while it reaches the
maximum when one element ag; = C' and the remain-
ing elements all equal zero. In summary, the singu-
lar value weighted length ||+;||% is proportional to the
evenness of the color distribution of the corresponding
frame i. This length becomes the shortest when frame i
has a complete even color distribution, and it becomes
the longest when frame i consists of only one color.

2.4 Operational Details

Our video segmentation and classification system
consists of the following major steps:

Step 1. Sample the input video sequence with a fixed
rate of 10 fps, and create the feature-frame matrix
A as described in Section 2.1.

Step 2. Perform the SVD on A to obtain ma-
trices ¥ = diag(oy,09,...,0,) and VT =

Step 3. Compute the similarity SIM(i,7 + 1) defined
by Eq.(4) for all the frames in the sample set, and
segment the video sequence into video shots along
the time axis (see the following segmentation al-
gorithm for the detail).

Step 4. For each video shot ©g, compute the follow-
ing two average lengths:

1 2

Y;EO5s

[BsIR = prg - O Il @

Y;EOs

where P(@g) is the number of frames included in
shot ©g. The two values indicate the degree of
visual changes, and the evenness of color distribu-
tions in shot Og, respectively.

Step 5. Compute the average feature vector Vg for
each shot ©g. Distance D(Vx,W¥y) defines the
visual similarity between shots © x and Oy.

In the above operation, Step 1 and 2 perform the SVD;
Step 3 conducts the shot segmentation; and Step 4
and 5 compute the metrics for each detected shot to
measure their color distributions, dynamic levels, and
visual similarities.

The step of shot segmentation (Step 3) involves two
thresholds, Tjo., and Thign. If the distance between two
consecutive frames is below T}, the two frames will
be grouped into the same shot without further exami-
nation. If this distance is above T};4p, shot boundary
will be declared. If this distance is between Tj,,, and
Thigh, further examination involving more frames will
be performed to determine if the large distance is due
to the temporary variation, or the gradual scene tran-
sition. The operation detail is given as follows:

1. Set shot counter S =1, and frame index I = 1.
2. Create shot Og with frame I as its first element.

3. if D(¢r1,v¥141) < Tjow, insert frame I + 1 into shot
Og; increment I by one. Repeat this step if I is
not the last frame; otherwise, go to 6.

4. if D(¢r,%1+1) > Thign, mark the location between
frames I and I + 1 as a shot boundary; increment
S and I by one. Go to 2.

5. if Tiow < D(¥1,%141) < Thigh, do the following:

(a) Find the frame X > I + 1 that satisfies
D(x,¥x+1) < Tiow.

(b) If D(¢x,%1) > Thign, mark the frames be-
tween I + 1 and X as a gradual transition
between the two scene shots; set [ = X + 1,
and increment the shot counter S by one. Go
to 6.

(c) Otherwise, group frames from I +1 to X into
shot Og; and set I = X + 1. Go to 3.

6. If the last frame has been reached, terminate the
entire operation; otherwise, go to 2.

3 Evaluation and Summary

The proposed shot segmentation and classification
system is evaluated using a total of two hour CNN news
video programs. The video programs contain almost all
possible video edit effects such as abrupt scene changes,



Table 1: Experimental Evaluations

Abrupt Shot Cut || Gradual Transition || Shot Classification
Recall | Precision || Recall | Precision Recall | Precision
Local Hist. Method || 92.6% 72.1% - - - -
Proposed Method || 97.3% 92.7% 94.3% 87.0% 90.2% 85.1%

fades, wipes, dissolves, etc, and have a great variety of
scene categories such as portraits, landscapes, inter-
views, crowds, moving camera/objects, etc. For com-
parison, the local histogram-based shot segmentation
method was also implemented and tested using the
same set of video programs. We chose to compare with
the local histogram method because its performance
was reported to be one of the best among the exist-
ing methods [8]. The experimental results are listed
in Table 1. It is observed that for abrupt shot cut
detection, the proposed system improves on the recall
remarkably, and on the precision dramatically. These
improvements are achieved by the frame comparison in
the truncated feature space derived from the SVD, and
the use of the two thresholds Th4p and Tje,, that divide
the entire domain of the frame distance into the low,
gray, and high zones. If the distance between two con-
secutive frames falls into the gray zone, more frames
will be examined to determine if this large distance is
due to the presence of noise, jitters from camera/object
motions, or the genuine scene change (See Section 2.4).
This approach greatly reduces outliers and hence leads
to a high recall, high precision rates of the shot bound-
ary detection.

In addition, the proposed system can further detect
the gradual scene transitions, and classify the detected
shots into the four categories such as identical shots,
shots with high degree variations, static shots without
remarkable changes, and shots with a uniform color
(e.g., black/white frames). In many video programs, it
is quite often that the same person or the same scene
appears repeatedly (e.g. the anchor persons, the inter-
viewers/interviewees) for a certain time period. Find-
ing these identical scenes serves to detect duplicates
and redundancies, which will be critical for generating
concise video content summaries. On the other hand,
dynamic shots with lots of variations may contain ei-
ther camera pan and zoom that aim to capture the en-
tire event, or dramatic object motions that come from
violent scenes. The ability of identifying dynamic shots
contributes to the ultimate goal of detecting visually
important scenes. Finally, as the black or white frames
often appear around scene shot boundaries, right be-
fore or after the commercials, detecting these kinds of
frames is useful for many applications. The recall and
precision for shot classification are obtained by aver-
aging the recall and precision values of the four shot

categories (to save the space). From the table, it is
clear that our proposed system has achieved compet-
itive performance for the gradual scene transition de-
tection as well as the shot classification. In contrast
to many traditional shot classification systems which
rely heavily on heuristic rules and bunch of thresholds,
we classify shots based on the metrics derived from the
SVD properties. This has led to simple, robust, and
accurate classifications of the video shots.

In summary, our SVD-based shot segmentation and
classification system has achieved the two goals of accu-
rate video shot segmentation, and visual content-based
shot classification at the same time.
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