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Abstract   
 

In the new marketplace of Provider-Provisioned VPNs, the VPN service is often provided in combination 
with other services, like Internet access and web caching. Deploying web caches in an organization’s 
private network provides two benefits: reduction of incoming traffic and faster access to popular web 
resources. In this work we refer to Provider-Provisioned Virtual Private Networks whose virtual links 
may be properly dimensioned, according to a Service Level Agreement that provides bandwidth 
guarantees for each virtual link established through the Network Service Provider infrastructure. In such a 
scenario, locating a predefined number of web caches at the edge of the VPN impacts the problem of 
properly dimensioning the VPN virtual links, due to the necessity of taking into account the effect of web 
traffic redirection to the web caches. In this paper we present a two stage solution approach for the web 
cache location problem combined with proper VPN design. 
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1 Introduction  
 

Virtual Private Networks (VPNs) are private Wide Area Network facilities implemented over a public network 
infrastructure [1]. In the past, private WANs were traditionally implemented by interconnecting the various sites of 
an organization by means of  leased lines. In recent years, the massive diffusion of the Internet has leveraged the 
market of IP-based Virtual Private Networks, realized by using the Internet or an IP-based backbone as supporting 
infrastructure [2, 3]. Most important Network Service Providers offer to their customers the possibility of realizing 
their own VPN by interconnecting an access device located at the customer premises (Customer Edge, CE) to a 
corresponding device located at the edge of the provider network (Provider Edge, PE) (Fig. 1).  

Figure 1 : IP-based Virtual Private Network 
 

VPNs over Internet are becoming popular, thanks to their flexibility, scalability and cost-efficiency. However, 
VPNs over Internet also present some disadvantages, such as lesser reliability and the lack of Quality of Service 
(QoS) guarantees. With more ad more sensible applications being carried over VPNs, those disadvantages will 
become an important issue to be solved. Voice-over-IP (VoIP) is just an example of a new kind of application that 
requires communication services with QoS guarantees [4]. These requirements are accelerating the development of 
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new networking technologies for the next generation VPNs. At present, Optical Wavelength Division Multiplexing 
(WDM) and Multi Protocol Label Switching (MPLS) appear as the most promising technologies for realizing VPNs 
with QoS guarantees [5,6,7].  

In our paper we refer to VPNs of this latter type, i.e. we assume that the connectivity service is provided by a 
Network Service Provider according to a pre-negotiated Service Level Agreement (SLA), which guarantees a minimal 
bandwidth among each pair of VPN sites. In particular, we refer to Provider-Provisioned VPNs [8], i.e. VPNs for 
which the Service Provider participates in management and provisioning of the VPN. For Provider-Provisioned 
VPNs, tunneling and routing are carried out by edge devices provided by the Service Provider, whose functionality is 
shared by several concurrent VPNs. In such a scenario, the VPN service is often provided in combination with other 
services, like Internet access and web caching [9]. In most cases, in fact, organizations that use a Virtual Private 
Network to interconnect their geographically dispersed sites, also use their networking infrastructure to access the 
public Internet. Hence, the access routers used as Customer Edges of the organization’s VPN, are crossed by two 
types of traffic: 

· intra-VPN traffic, i.e. traffic exchanged with other VPN sites; 
· extra-VPN traffic, i.e. traffic exchanged with the rest of the Internet.  

For several organizations, a significant fraction of extra-VPN traffic is represented by World Wide Web traffic, 
i.e. traffic directed to web servers located outside the organization VPN. A common practice for large organizations 
is to deploy one or more web proxies within their network, acting as caches for the most popular web content. A 
proxy cache intercepts web requests from a population of several web clients and keeps a copy of most popular 
contents. This results in a faster access to popular web contents, which can be retrieved from local web proxies rather 
than from the original content servers. In a VPN scenario, this approach also leads to cost savings, due to a reduction 
of extra-VPN traffic.  

In this paper, we study the problem of optimally locating a limited number of web caches at the edges of a 
Virtual Private Network. Deploying web proxy caches at some of the edges of a VPN impacts the problem of 
properly dimensioning the VPN virtual links. In fact, once web requests are redirected towards the web caches, part 
of the extra-VPN traffic is transformed into intra-VPN traffic, and this must be taken into account to properly design 
the VPN. This leads to a combined cache location and network design problem, for which we propose a two stage 
solving strategy and present some preliminary results. To validate the results obtained from the analytical model we 
intend to use a simulation environment based on the well known ns-2 network simulator [10]. 

 
2   Cache location and network design in a VPN 
 

The aim of our work is to find the best location for a limited number of web caches in a Virtual Private Network. 
To simplify the terms of the problem, we ignore cache misses. In other terms, when a document is transferred from 
the cache located at site i to a client located at site j, we only consider the cost of transferring the document from site i 
to site j, and we neglect the cost associated to a cache update (i.e. the cost associated to the transfer of the document 
from its original web server to the cache). Our assumption makes our problem somewhat similar to the problem 
investigated in [11], where the authors study the problem of locating mirrors of popular web sites at given places of 
the Internet. In this context, a mirror can be seen as a cache with a 100% hit ratio. 

In the literature, the web cache location problem has been approached with classical location models, typically 
p-median or p-center models [12, 13], that do not take into account the traffic demand. Other approaches show that 
the cache location problem can be modeled as a dynamic programming problem [14]. On the other side, the VPN 
provisioning problem has been approached by other works, either as a classical network design problem, or more 
recently, according to the “hose”  model [15,16].  

Our work investigates both the cache location and the VPN design problems, in an integrated way [17]. A global 
model for the location and design problem contains a huge number of constraints and variables even for a small 
problem size. Such a model cannot be efficiently solved by a commercial Mixed Integer Programming solver (MIP) 
but requires more sophisticate combinatorial optimization algorithms like column generation and branch and cut and 
price techniques [18]. These approaches will be the object of our future investigations, while in this paper we are 
mainly interested to validate a new solution approach for the problem. Hence, we partition the solving strategy 
according to the double nature of traffic in the VPN: intra-VPN traffic (site-site demand) and extra-VPN traffic (site-
web demand). Accordingly, we propose a two stage solving method. The first stage is aimed at determining the best 
location of caches at the VPN sites. This first stage also assigns each VPN site to one web cache, and provides the 
correct dimensioning for the virtual links that need to be established to carry the internal web traffic from each VPN 
site to the corresponding web cache. The second stage is aimed at properly dimensioning all the other VPN links 
according to the traffic matrix describing the site-site demand. 



 

The first stage can be reduced to either a plant location model, if the number of caches is to be determined from 
the model itself on the basis of the tradeoff between location costs and design costs, or a p-median model, if the 
number of web caches has been decided in advance. In the following we will assume this latter case. 

The second stage can be reduced to a Network Design problem, with some of the links already established in the 
first stage. The underlying flow model is a multicommodity flow model, in order to take into account the traffic 
origin/destination demand [19]. In case the demand could be splitted over several alternative paths, a continuous flow 
model should be adopted. Otherwise, i.e. if we assume that the traffic between each pair of VPN sites needs to be 
routed along just one path, an integer multicommodity flow model must be adopted. In this second stage, we could 
also assume that the number of virtual links departing from each VPN site can be bounded to a given maximum. 

 
In the following we report definitions and notations used throughout the rest of this paper. 

 

• V = N  ∪ M is the set of vertices of the G(V,A) graph, where: 
• N = { 1, 2, …, n}  ⊆ V is the set of nodes representing the VPN sites, hence they can be both origin and 

destination of traffic demand, and potential candidates to host a web cache; 
• M = { 1, 2, …, m}  ⊆ V is the set of the m most popular web servers for the VPN users, hence they are origin of 

traffic demand; 
• A = L ∪ Q is the set of arcs of the G(V,A) graph; 
• L ⊆ A is the set of potential virtual links to be established for the VPN (site-site links).  

∀i∈N and ∀j∈N it must be decided if the arc of vertices (i,j) belongs to the optimal set of arcs to be established; 
in particular, L = Le ∪ Lne , where: 
− Le is the set of site-site arcs to be established as resulting from the cache location model, 
− Lne is the potential set of site-site arcs to be established as resulting from the network design model; 

• Q ⊆ A is the full set of site/server arcs; 
• O is the set of graph vertices which are origin of flow; 
• F is the set of graph vertices which are destination of flow; 
• Dij ≥ 0 is the demand generated from node i∈N with destination in node j∈N (this is the a priori traffic matrix 

between the VPN sites); 
• Skj ≥ 0 is the demand generated from node k∈M with destination in node j∈N (this is the traffic demand from the 

web server k to the VPN site j, and coincides with the demand for the caches); 
• Sj represents the total demand from site j∈N to all the web servers, i.e. the extra-VPN traffic entering site j: 

∀j∈N 
�

∈

=
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kjj SS ; 

• H is the cost to establish the (i,j) virtual link; for each arc (i,j)∈A: 

o 
fixed

ijh  ≥ 0 is the fixed cost to establish the arc (i,j)∈L; 

o 
unitary
ijh  ≥ 0 is the cost per megabit/s of the arc (i,j)∈L; 

• B1 is the available budget to establish and properly dimension the site-cache virtual links; 
• B2 is the available budget to establish and properly dimension the site-site virtual links; 
• l i ≥ 0 is the cost of deploying a web cache at node i∈N; 

• { }
Nj
NiijcC

∈∀
∈∀=  is the set of site/site moving costs; in particular, cij ≥ 0 is the cost per flow unit associated to the 

arc (i,j)∈L, which may be estimated as proportional to the number of routers crossed in the path from i to j; 

• 1
ijw  is the maximum capacity of the arc (i,j)∈L with respect to  fij; 

• 2
ijw  is the maximum capacity of the arc (i,j)∈L with respect to  gij; 

• fij ≥ 0 is the continuous variable that represents the total flow over the arc (i,j)∈L determined by the server/site 
demand; 

• o
ijf  ≥ 0 is the flow component over the arc (i,j)∈L originated from the vertex o∈O, determined by the 

server/site demand; 
• yij is a binary design variable defined as follows: 

∀(i, j)∈L,  yij = 1 if the arc (i,j) is created, 0 otherwise 
• yi is a binary localization variable defined as follows: 

∀i∈N,  yi = 1 if a cache is located in node i, 0 otherwise 



 

• xij is a binary variable, defined as follows: 
∀i∈N, ∀j∈N,  xij = 1 if site i is assigned to the cache located in j, 0 otherwise 

• od
ijx  is a binary variable defined as follows: 

∀i∈N, ∀j∈N , ∀od∈O×F,   
od
ijx  = 1 if the arc (i,j) belongs to the path from the origin o to the destination d, 0 otherwise. 

 
2.1 I  stage: A combined p-median – network design model 
 

In this stage we study the problem of optimally locating p web caches at the n sites of a given Virtual Private 
Network. We intend to deploy at most one web cache per VPN site, hence p ≤ n. For a given p < n, the case p = n 
being trivial, we intend to select the p sites that will host a web cache, and assign each of the remaining (n – p) sites 
to one of the p caches. For the (n – p) sites not equipped with a web cache, we establish a direct virtual link between 
each site and the site hosting the cache of pertinence. This leads to a “clustering”  of the VPN sites.  

The proposed model is a capacitated p-median network design model: 
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The objective function expresses the minimization of the total moving cost. Constraints (2.2-2.4) are the usual 

constraints of the p-median model. Constraints (2.5) express the traffic generation of each node j. Constraints (2.6) 
express the upper bound for the flow on each arc (i,j). Constraint (2.7) expresses the B1 budget limit. 

 
2.2 I I  stage: A network design model 
 

In this stage we study the problem of optimally dimensioning the remaining links of the Virtual Private 
Network. We suppose that the traffic between each pair of VPN sites needs to be routed along just one path. The 
proposed network design model is the following: 
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The objective function expresses the minimization of the total moving cost. Constraints (2.12) fix the arcs 
deriving from step I. Constraints (2.13) fix the maximum number of links per edge. Constraints (2.14) are the path 
continuity constraints. Constraints (2.15) express the upper bound for the flow on each arc (i,j). Constraint (2.16) 
expresses the B2 budget limit. 

 
3   Model solution and some preliminary results 
 

Our two stage solving approach has been tested so far over both synthetic and real network topologies of small 
size. The preliminary results, obtained solving the model by the CPLEX Solver 8.0 are encouraging both in terms of 
quality of the solution and in terms of computation time.  

In the following we report the results obtained for a small instance. Particularly we consider a network with 8 
VPN sites and 3 Web Servers. In table 1 we report objective function values of the first stage for different values of 
the budget B1 and for different values of p (number of caches). The values preceded by * indicate the minimal budget 
needed. In this table we do not report computation time because they are very small due to the size of the network. In 
table 2 we report the objective function values of the second stage and computation times for different values of  the 
budget B2 and for different values of q. Computation times are very small on average, except for three cases which 
present a peak. In conclusion, the two stage solution approach appears promising to solve the problem in scenarios of 
realistic dimensions. Nevertheless, solving greater instances could require more sophisticated combinatorial 
techniques to support the use of commercial MIP solvers. 

 
hfixed(�) hunitayo 

(�/Mbps) 
p B1(�) y1 y2 y3 y4 y5 y6 y7 y8 z1 

3360 7360 2 *73152 0 1 0 1 0 0 0 0 41.4 
3360 7360 2 79040  0 0 0 1 1 0 0 0 38.5 
3360 7360 2 84192 0 1 0 0 1 0 0 0 35.4 
3360 7360 2 88608 0 1 0 0 0 1 0 0 34.6 
3360 7360 2 104064 0 0 1 0 0 1 0 0 34.4 
3360 7360 2 ∞ 0 0 1 0 0 1 0 0 34.4 

3360 7360 3 *55808 0 1 0 1 1 0 0 0 18.4 
3360 7360 3 60224 0 1 0 1 0 1 0 0 17.6 
3360 7360 3 ∞ 0 1 0 1 0 1 0 0 17.6 

3360 7360 4 *42880 0 1 0 1 1 1 0 0 13.8 

3360 7360 4 43616 0 1 0 1 1 0 1 0 11.2 
3360 7360 4 48032 0 1 0 1 0 1 1 0 10.4 
3360 7360 4 ∞ 0 1 0 1 0 1 1 0 10.4 

Table 1: p-median & design problem 
 
 

hfixed(�) hunitary 
(�/Mbps) 

p B1(�) z1 q B2(�) n°arcs z2 tcpu(sec) 

3360 7360 2 73152 41.4 10 860960 - - 354.35 
     10 *876320 33/50 648 4.03 
     10 880320 32/50 642 499.90 
     10 895040 32/50 640 2.27 
     10 902400 32/50 638 1.92 
     10 917120 32/50 636 241.84 
     10 928480 31/50 634 8.27 
     10 943200 31/50 632 5.04 
     10 976640 30/50 630 7.47 

3360 7360 2 73152 41.4 11 856960 - - 2.43 
     11 *860960 35/50 636 2.23 
     11 864960 34/50 632 2.64 
     11 891040 33/50 630 5.57 

3360 7360 2 73152 41.4 12 852960 - - 3.65 
     12 *856960 36/50 630 1.02 

3360 7360 2 73152 41.4 13 *852960 37/50 630 0.74 

Table2: network design problem 

In order to validate the results obtained from our model, we have also developed an extension of the nam Network 
Animator, a design tool used in combination with the ns-2 Network Simulator [10]. Our tool allows to create realistic 
network topologies and to create VPNs over them [20]. This tool can be used to evaluate some of the simplifications 
made in the definition of the analytical model. 
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