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ABSTRACT

Bandwidth smoothing techniques for the delivery of compressed prerecorded video have been shown effective in
removing the burstiness required for the continuous playback of stored video.  Given a fixed client-side buffer, several
bandwidth smoothing algorithms have been introduced that are provably optimal under certain constraints. These
algorithms, however, may be too aggressive in the amount of data that they prefetch, making it more difficult to support
VCR functions that are required for interactive video-on-demand systems.  In this paper, we introduce arate-constrained
bandwidth smoothing algorithm for the delivery of stored video that, given a fixed maximum bandwidth rate minimizes
both the smoothing buffer requirement as well as the buffer residency requirements. By minimizing the buffer residency
times, the clients and servers can remain more tightly coupled making VCR functions easier to support.  A comparison
between the rate-constrained bandwidth smoothing algorithm and other bandwidth smoothing algorithms is presented using
a compressed full-length movie.
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1  Introduction
Many emerging multimedia applications, such as digital libraries and video-on-demand services, rely on the efficient

transfer of prerecorded video. Effective compression techniques, such as MPEG18 and motion-JPEG, can substantially
reduce the resource requirements for storing and transmitting video streams. However, constant-quality compressed video
traffic typically exhibits significant burstiness on multiple time scales, due to the frame structure of the compression algo-

rithm as well as natural variations within and between scenes23, 19, 16. This bursty, variable-bit-rate traffic complicates the
effort to allocate server and network resources to ensure continuous playback at client sites, such as workstations and set-top
boxes. To reduce the burstiness of the traffic, stored-video applications can capitalize on thea priori knowledge of the frame
sizes in the compressed video stream.

In particular, the server can smooth the stream by prefetching video frames in advance of each burst. By initiating trans-
mission early, the server can send large frames at a slower rate without disrupting the client application. The client system
can then retrieve, decode, and display frames at the stream frame rate. The potential benefit of prefetching depends on the
size of the client buffer. The server must limit the amount of prefetching to prevent overflow of this buffer; however, to
avoid underflow, the server should transmit enough data to allow the client to drain its buffer at the frame display rate. The
server can reduce the burstiness of prerecorded video, while avoiding both underflow and overflow of the client buffer, by

employing a bandwidth smoothing algorithm7, 8, 10, 21, 24.

For interactive video-on-demand systems, two mutually opposite goals are required.  In order to provide interactive
delivery, where the consumption rate of the client may be altered, the clients and servers need to be tightly coupled so that
changes in consumption in the client can be reflected in the transmission rate of the server.  However, for systems that allo-
cate bandwidth based on thepeak bandwidth requirement for the duration of the video, minimizing the peak bandwidth is
necessary, requiring that the client’s consumption point and the server’s transmission point be decoupled.  Given some fixed
buffer size, bandwidth smoothing techniques so far have typically attempted to maximize the utilization of the client-side
buffer by minimizing the number of changes or variability of bandwidth requirements while also minimizing the peak band-
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width requirements.  For interactive video-on-demand systems, these bandwidth smoothing techniques may be too aggres-
sive in their prefetching strategies

In this paper, we introduce arate constrained bandwidth smoothing (RCBS) algorithm that minimizes the buffer required
for smoothing (given a maximum rate constraintr), while also minimizing the distance that the consumption point and
transmission point stray from each other.  Unlike algorithms that have been presented in the literature, this algorithm only
prefetches video data when the rate constraint will be violated. Thus, the RCBS algorithm does not prefetch data when the
frames are well below the rate constraintr. By prefetching data in this manner the client and server can remain the most
tightly coupled, given the rate constraintr.  Our results show that by using the RCBS algorithm, the buffer can store approx-
imately 50% more data for rewind and examine operations and result in much smaller amount of resynchronization data for
random accesses (such as those found in long fast-forwards).

In the next section, we present some of the work on bandwidth smoothing that has been introduced in the literature as
well as discuss its impact on providing VCR functionality.  In Section 3, we describe the rate constrained bandwidth
smoothing algorithm.  A comparison of several bandwidth smoothing techniques with the RCBS algorithm is presented in
Section 4.  Finally some conclusions are presented in Section 5.

2  Background

2.1 Bandwidth Smoothing

Bandwidth smoothing can reduce the burstiness of compressed video traffic in a video-on-demand architecture. The basic
video-on-demand architecture that we assume is shown in Figure 1. Video servers typically store prerecorded video on

large, fast disks1, 14, 17, 22 and may also include tertiary storage, such as tapes or optical jukeboxes, for holding less fre-

quently requested data6. A network connects the video servers to the client sites through one or more communication links;
the network can help ensure continuous delivery of the smoothed video data by including support for rate or delay

guarantees2, 26, based on resource reservation requests from the video server. The client sites, such as workstations or set-
top boxes, include a buffer for storing prefetched video frames; in addition, the client may interact with the server to com-
pute video transmission plans, based on the buffer size and frame lengths.

2.1.1 Bandwidth Plans

A compressed video stream consists ofn frames, where framei requiresfi bytes of storage. To permit continuous play-
back at the client site, the server must always transmit quickly enough to avoid buffer underflow, where

indicates the amount of data consumed at the client by framek, wherek = 0,1,...,n-1. Similarly, the client should not receive
more data than

Figure 1 - Video-On-Demand Architecture: This figure shows a basic video-on-demand architecture consisting of video serv-
ers, a communication network, and client sites.  Possible clients include workstations and set-top boxes that contain hardware
to interact with the network and a disk (or RAM) that can serve as a prefetch buffer.
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by framek, to prevent overflow of the playback buffer (of sizeb). Consequently, any valid server transmission plan should
stay within the river outlined by these vertically equidistant functions, as shown in Figure 2.That is,

whereci is the transmission rate during framei of the smoothed video stream.

The bandwidth smoothing plans that have introduced in the literature create plans that havem consecutiveruns, each
with a constant bandwidth allocationrj and a durationtj, where time is measured in discrete frame slots; at timei the server
transmits at rateci=rj, where sloti occurs during runj. Together, them bandwidth runs must form a monotonically-increas-

ing, piecewise-linear path that stays between theFunder andFover curves.  For example, Figure 2 shows a plan withm=3

runs, where the second run increases the transmission rate to avoid buffer underflow at the client prefetch buffer; similarly,
the third run decreases the rate to prevent overflow. Bandwidth smoothing algorithms typically select the starting point for
run j+1 based on the trajectory for runj. By extending the fixed-rate line for runj, the trajectory eventually encounters either
the underflow or the overflow curve, or both, requiring a change in the server transmission rate.

2.1.2 Smoothing Algorithms

Given a starting point for runj+1, most smoothing algorithms attempt to select a trajectory that extends as far as possible,
to limit the number of bandwidth changes during the remainder of the plan. As a result, the trajectory for each run must
eventually reach both the overflow and the underflow curves, generating afrontier of possible starting points for the next
run, as shown in Figure 2. The various bandwidth smoothing algorithms differ in how they select a starting point for runj+1
on rate increases and decreases, resulting in transmission plans with different performance properties. For example, thecrit-

ical bandwidth allocation (CBA) algorithm7, 8 starts a rate decrease at the left-most point on the frontier, where the trajec-
tory for runj hits theFunder curve; for rate increases, the CBA algorithm performs a search along the frontier to locate the

starting point that allows the next trajectory to extend as far as possible, as shown in Figure 3.

For any rate change, the CBA algorithm determines the longest trajectory for runj+1, based on the selected starting point
and initial buffer occupancy (vertical distance fromFunder). This results in a transmission plan that has the smallest possible

peak bandwidth requirement and the minimum number of bandwidth increases8. A CBA plan does not necessarily have the
minimum number of bandwidth decreases, since the algorithm always selects the left-most starting point, independent of
shape of the underflow and overflow curves. To minimize the number of rate decreases, theminimum changes bandwidth

allocation (MCBA) algorithm9,10 extends the CBA scheme to perform the linear search operation onall rate changes. This
results in a transmission plan with the smallest possible number of rate changes (minimizesm), as well as the minimum
peak bandwidth requirement.

Instead of minimizingm, a bandwidth smoothing algorithm can strive to reduce the variability in the rate requirements

across the lifetime of the transmission plan24; for the remainder of the paper, we refer to this approach as theminimum vari-
ability bandwidth allocation (MVBA) algorithm. To adjust to variations in the underlying video stream, the MVBA algo-
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Figure 2 -  Sample Transmission Plan: This figure shows the buffer underflow and overflow curves for a sample video
stream.  The plan consists of three constant-rate runs that serve as a schedule for transmitting video frames from the server.
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rithm initiates bandwidth changes at the left-most point along the frontier, for both rate increases and rate decreases. As a
result, an MVBA transmission plangradually alters the stream’s rate requirement, sometimes at the expense of a larger
number of small bandwidth changes, as shown in Figure 4. The MVBA and CBA algorithms handle bandwidth decreases in
the same manner, while an CBA plan more closely resembles an MCBA plan on rate increases.

In contrast to the CBA, MCBA, and MVBA algorithms, thepiecewise constant rate transmission and transport (PCRTT)

algorithm21 creates bandwidth allocation plans by dividing the video stream into fixed-size intervals. The algorithm gener-
ates a single run for each interval by connecting the intersection points on theFunder curve, as shown in Figure 5; the slopes
of these lines correspond to the ratesrj in the resulting transmission plan. To avoid buffer underflow, the PCRTT scheme
vertically offsets this plan until all of the runs lie above theFunder curve. Raising the plan corresponds to introducing an ini-
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Figure 3 - Run Boundary Examples: These figures highlight the differences in how the CBA, MCBA, and MVBA algo-
rithms choose the starting point for a bandwidth run, based on the trajectory for the previous run. For each bandwidth
change, the MCBA algorithm searches along the frontier (dotted line) to maximize the distance reachable in the next run.
In contrast, the CBA algorithm searches the frontier only on bandwidth increases; bandwidth decreases always start at the
leftmost point along the frontier, where the previous run intersects the underflow curve. The MVBA algorithm selects the
leftmost point along the frontier for both increases and decreases.

Figure 4 - Bandwidth Plans: These graphs show the transmission plans generated by four different bandwidth smoothing
algorithms, applied to the movieSpeed and a1 megabyte client prefetch buffer. For the PCRTT algorithm, the graph shows
the plan with the largest possible interval size that would not overflow a1 megabyte buffer.
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tial playback delay at the client; the resulting transmission curve also determines the minimum acceptable buffer size to
avoid overflow given the interval size, as shown in Figure 5. Because the PCRTT algorithm determines the buffer size from
the bandwidth plan, it can be difficult to calculate an appropriate interval size given a fixed bufferb.  A more detailed com-

parison of these algorithms can be found in an upcoming comparison paper13.

2.2 VCR-Functionality

In video-on-demand systems, we believe that users will typically change their access patterns during the playback of a
video that fall into one of the four categories below:

• Pause/Stop - user stops the movies for a short time to answer a phone call, etc.
• Rewind - user rewinds the video to play back part of the video that they did not understand
• Examine - user stops the VCR to examine more closely a portion of the video.  As an example, a user

may be watching a football game and wants to see a certain play a couple of times in slow
motion to see why it did or didn’t work

• Fast-forward - user scans past parts of the video such as commercials in the program.

We expect that users may want all of these functions from a VOD system, although the actual distribution of access pat-
terns within these categories may change.  For example, consider the operation fast-forward which is frequently used to
fast-forward through commercials.  If all users are going to fast-forward scan past commercials, then it would defeat their
purpose.  We would expect that in such an environment that commercial messages would become a service, whereby, the
video providers allow users to access commercials by companies on demand. Nevertheless, we should not omit fast-forward
scans all together.

2.2.1 Supporting VCR Functionality

VCR interactions can be handled in one of several possible ways depending on the locality of the access when using the
VCR functions.  For accesses that are local to the point of playback (i.e. the consumption point), the client can service the
request through the data that is sitting in the client-side smoothing buffer.  For rewinds and examines that can be serviced
through the smoothing buffer, the client can simply stop the flow of data from the server when the rewind function is initi-
ated.  Let this point be theVCR initiation Point (VIP). Then, the client is free to examine the buffered data at his or her own
pace.  When the client is finished, the flow of data from the server is restarted when the VIP is reached.  Because the stop
and start of the flow of data happen in the same state, only two interactions are required with the server without requiring the
delivery of any additional data or having a larger peak bandwidth requirement. (Note that stops and pauses can be handled

in the same way).  We refer to the set of buffered frames for rewinds and examines as theVCR-window11. For systems
where a large portion of request are stops, pauses, rewinds, and examines, maximizing the number of frames within the
VCR-window is useful.

For accesses that are longer in nature, such as long fast-forwards or rewinds that exceed the bounds of the VCR-window,
more complex interactions are required to support these functions.  Much work has focused on supporting these VCR inter-

actions from the video-on-demand servers3, 5, 15, 25, where the clients and servers are tightly coupled.  For long fast-for-
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Figure 5 - PCRTT Plan Creation: This figure shows the creation of a PCRTT bandwidth allocation plan.  First, the algo-
rithm calculates the average frame size for each interval (dashed line). Then, the algorithm raises the plan to avoid buffer
underflow. Based on the offset plan, the minimum buffer requirement is the maximum distance above the underflow curve.



wards and rewinds, the clients must always rely on these mechanisms.  During the actual fast-forward or rewind, the video
frame rate can be modified to fit within the channel that has been reserved for the client.  Bandwidth smoothing environ-
ments, however, have an additional constraint in that they must handle the resynchronization of the new consumption point
with the original bandwidth allocation plan.  Consider the bandwidth allocation plan shown in Figure 6.  Suppose that a long
fast-forward has been used to move the consumption point to “access point”.  Letdataresync be the difference between the
bandwidth allocation plan and Funder at the access point.  Then, if playback is to start at the “access point”, either the client
will have to make updataresync before playback begins or will have to use excess channel capacity, such as contingency

channels4, to makedataresync. If the later approach is used, the excess channel capacity allocated must be large enough to

avoid buffer underflow.  More on this can be found in a recent Ph.D. thesis12.  The main point, however, is that minimizing
dataresync minimizes the delay or excess channel capacity that is required to resynchronize the client with its original band-
width plan.  Note that resynchronization is necessary so that the original peak bandwidth requirements may be preserved.

3  Rate-Constrained Bandwidth Smoothing
Using the bandwidth smoothing algorithms presented in Section 2 results in plans for the delivery of that optimize the

delivery of stored video under certain constraints.  The CBA, MCBA, and MVBA algorithms result in plans that have the
smallest peak bandwidth requirements, given a fixed buffer size.  Using these algorithms, however, results in large buffer
occupancy requirements, resulting in smaller VCR-window sizes as well as larger contingency channel allocation require-
ments.  To more tightly couple the client and server, and thereby minimizing the buffer occupancy times, we introducerate-
constrained bandwidth smoothing (RCBS) for the delivery of stored video.

The RCBS algorithm results in plans for the delivery of stored video that have the smallest peak bandwidth requirements
for a given buffer size as in the CBA, MCBA, and MVBA algorithms, but also maximizes the VCR-window size and mini-
mizes the contingency channel allocation requirements for interactive playback.  To implement this algorithm, a maximum
bandwidth rater is specified.  Using this peak rate constraint, each frame,i, in the movie is examined.  The bandwidth
requirements for the preceding frames leading up to framei are then modified such that the bandwidth requirement for
framei is no greater than the peak bandwidth requirement.  In the event that framei is less than the rate constraintr, then no
preceding frames are modified.

Formally, letr be the maximum rate constraint requirement. Also, letprefetch(i) be the maximum framej such that the
average frame size fromj to i is less than or equal tor. That is,

Figure 6 - Supporting VCR Functionality:  This figure shows the result of a scan to “access point”.  With no overlap of data
in the smoothing buffer, the distance between the bandwidth allocation plan and Funderat the access point will need to

prefetched before playback begins.  As sample plan for making up the dataresync at the access point is shown by the heavy

dashed line.
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Thus,prefetch(i) is simply the first frame for which prefetching must be used in order to keep the bandwidth under the
maximum rate constraintr. Similarly, letbw(j,i) be defined as

This equation simply finds, given framesj andi, j<i, the bandwidth that would be needed on a framej to keep the rate
constraint until framei. For the case where prefetch(i) equals j, bw(j,i) is the remainder from using rater for framesj+1 to i.
Using these definitions, the bandwidth for any frame in the movie can then be written as:

From an implementation standpoint, the RCBS plan can be calculated in O(n) by working from the end of the movie to
the beginning and keeping track of the excess data that needs to be prefetched in order to maintain the rate constraint.  The
pseudo-code for this algorithm can be found in Figure 7.  An example plan similar to those in Figure 4 is shown in Figure 8.
In comparing Figure 4 and Figure 8, we see that the RCBS algorithm has only modified a few regions within the segment
shown.  In particular, the largest rate-constrained region occurs around the 12 minute area within the movie.  Alternatively,
using the Funder and Fover curves, the algorithm can be described as always following the Funder unless a left turn (increase
in bandwidth) would violate the rate constraint, in which case the plan deviates from Funder to smooth the delivery.

Using the RCBS algorithm results in several key properties.  First, given a maximum rate constraintr, the RCBS uses the
minimum size buffer.  That is, no other plan that delivers all the video data can use less buffer while retaining the same rate

bw j i,( )

0 if prefetch(i)>j

rem bk
k j=

i

∑ r,
 
 
 

if prefetch(i)=j
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






=

c i( ) max

i k n≤ ≤
bw i k,( )=

for (excess=0,i=n;  i>0  ;  i--){
   if (frame_size[i] > rate)              /*** Build up buffering because ***/
      excess += (frame_size[i]-rate);      /*** rate constraint violated ***/
      allocation[i] = rate;
   else
      if (excess > (rate - frame_size[i]))
         allocation[i] = rate;
         excess = excess - (rate - frame_size[i]);
      else
         allocation[i] = frame_size[i] + excess;
         excess = 0;
   }

Figure 7 - Rate-Constrained Bandwidth Smoothing Pseudo-Code: This figure shows the pseudo-code for the PCBS algo-
rithm.  The variableexcess holds the amount of data that needs to be prefetched in order to maintain the rate-constraintrate.
The secondif clause does the actual distribution of the prefetched data into previous frame slots.
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in Figure 4 for the movieSpeed.  Note only regions above the minimum peak bandwidth requirement of 14219 bytes/frame
(for a 4 megabyte smoothing buffer) have been modified, leaving large portions of the video that are untouched.



constraintr.  Second, because the algorithm prefetches only when the rate constraint will be violated, it results in the tightest
coupling between the client and server plans.  This results in resynchronization times that are the smallest given the maxi-
mum rate constraintr.  A sample RCBS plan can be found in Figure 9. Notice that the algorithm appears to run a knife over
the frames of the movie from left to right, filling in valleys of previous frames in order to meet the maximum rate constraint.

4  Experimentation
In this section we compare and contrast the various bandwidth smoothing algorithms.  Several measures are important for

interactive video-on-demand systems.  One of the most important factors in bandwidth smoothing algorithms is the reduc-
tion in the peak rate during the video stream life time. By minimizing the peak bandwidth requirements, deterministic
admission control is made somewhat simpler. Somewhat related to the peak bandwidth requirements is the variability of
data that has to be handled.  For interactive video-on-demand systems, maximizing the VCR-window size will limit the
interactions that are required for resynchronizations, while tightly coupling the client and server limits the required contin-
gency channel capacity required for longer fast-forward and rewind scans and searches.

To compare and contrast the RCBS algorithm with the MCBA and MVBA algorithms, we have digitized the full-motion
pictureSpeed. This video was digitized using the MiroVideo DC1Tv video capture board and a Pentium based PC.  The
MiroVideo Capture board is a Motion-JPEG compression board containing the C-Cube Microsystems’ Motion-JPEG chip,
the CL550. The MiroVideo board can digitize frames at 640x480 pixels (at 30 frames per second) and then subsample them
to 320x240 with guaranteed VHS picture quality. For the movieSpeed, the resultant stream has an average bit rate of
approximately 3 Megabits per second.  Because the JPEG compression algorithm forms the basis of the MPEG I-frame, our
Motion-JPEG encoded video stream is similar to an all I-frame encoded MPEG video stream.

In the comparison of the different algorithms, we have chosen to use the MVBA and the MCBA algorithms.  The original
MVBA and the MCBA algorithms represent two end approaches for bandwidth smoothing.  As a result, the CBA algorithm

Figure 9 - RCBS Examples:  Figure (b) shows the RCBS algorithm for both a 5 and 20 MByte smoothing buffer for the M-
JPEG encoded movieSpeed. Figure (a) shows the 1 second frame averages for comparison.  Note, because figure (a) is using
1 second frame averages, some smoothing has occurred.
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will always fall in between the MVBA and MCBA algorithms.  The PCRTT algorithm does not result in the minimum peak
bandwidth requirements because the prefetching of data is fixed by the interval size (in which the rate must be constant).  In
addition, because the interval sizes are fixed, the results are very unstable for larger buffer sizes.

4.1 Peak Bandwidth Requirements

The peak rate of a smoothed video stream determines the worst-case bandwidth requirement across the path from the
video storage on the server, the route through the network, and the prefetch buffer at the client site.  Figure 10 plots the peak
bandwidth requirements for the MCBA, MVBA, and RCBS algorithms.  As shown by the figure, all three algorithms result
in the same peak bandwidth requirements.

Under small buffer sizes (less than 3 MBytes), much of the short-term burstiness is removed, typically prefetching data
no more than several scenes in advance.  As the smoothing buffer is increased above 4 MBytes, the extra buffer is typically
used to smooth only several areas of large bursts of frames.  As an example, consider the MCBA graphs shown in Figure 11.
With a 5 MB smoothing buffer, the much of the burstiness has been removed.  Adding 15 additional MBytes of smoothing
buffer is used in the prefetching of 5 large areas of larger frames. The RCBS algorithm results in somewhat similar results as
shown in Figure 9.  For a 5 MB smoothing buffer, there are approximately three to five areas where the maximum rater is
used for any substantial length.  As the buffer size is increase, these areas can no longer be used as prefetching (as they are
already at the maximum rate).

4.2 Bandwidth Variation

In addition to the peak bandwidth requirements for video playback, the variability of bandwidth requirements can also be
important.  As shown in Figure 12, the variability of the RCBS algorithm is higher than both the MCBA and MVBA algo-
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rithms.  This is not entirely unexpected as the RCBS algorithm only smooths large frames.   As a result, many frames under
the bandwidth constraintr do not get smoothed resulting in greater variability of the bandwidth usage.  The MCBA algo-
rithm exhibits similar behavior as the MVBA algorithms for very large and very small buffer sizes.  For small buffer sizes,
both algorithms are limited by the small buffer sizes (which limits the amount of data that can be prefetched) and therefore
results in somewhat similar plans.  For very large buffer sizes, both algorithms are limited by the amount of data that they
can prefetch for only a several areas within the movie, again resulting in plans that are somewhat similar.  For medium size
buffers (10 to 27 Mbytes), the algorithms have greater latitude in what they can prefetch resulting in slightly different
results.   In general the RCBS algorithm results in bandwidth variabilities that are 50 to 70% larger than the MCBA and
MVBA algorithms.  It is important to remember that these algorithms exhibit the samepeak bandwidth requirements, and
that the RCBS algorithm adds variability from not smoothing only the smaller frame sizes.

4.3 VCR-window size

For systems where a large portion of the VCR interactions are stop, pause, rewind, and examine, maximizing the size of
the VCR-window can be useful.  As shown in Figure 13, the RCBS algorithm results in a larger VCR-window than the
MCBA and MVBA algorithms. Typically, the RCBS algorithm results in a 50 to 90% more frames in the VCR-window than
the MCBA and MVBA algorithms.  As examples, with 5 MBytes of buffering, the RCBS algorithm has 80% and 82% more
seconds of video in the VCR-window than the MCBA and MVBA algorithms, respectively.  With 20 MBytes of buffering,
the RCBS algorithm has 51% and 42% more seconds of video in the VCR-window than the MCBA and MVBA algorithms,
respectively.  The results shown in Figure 12 are for M-JPEG compressed video.  If MPEG video compression that takes
advantage of inter-frame redundancy is used, these VCR-times are expected to increase by an order of 4 to 7.  As a result,
using a 5 MByte buffer with MPEG would result in having an average VCR-window size of approximately one minute to
one and a half minutes of video instead of 15 seconds.
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Figure 12 - Bandwidth Variability:  This graph shows the variability of bandwidth requirements for the RCBS, MCBA, and
MVBA algorithms for the M-JPEG compressed videoSpeed.
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Figure 13 - VCR-window Size:  This figure shows the average amount of video that is available in the VCR-window for use
in rewinds and examines.  The RCBS algorithm typically results in 50% more video in the rewind buffer than using the
MCBA and MVBA algorithms.



4.4 Buffer Utilization

For interactive video that accesses points outside of the VCR window, how tightly coupled the client and server are deter-
mines the amount of extra data (dataresync) that must be made up.  One measure of this coupling is the buffer utilization of
the client-side buffer.  With lower utilizations, the amount of data that is expected to be made up for accesses outside the
VCR will decrease.  Figure 14 shows the average buffer utilization for the RCBS, MCBA, and MVBA algorithms. As
shown in the figure, the MCBA and MVBA algorithms hover around 50% utilization.  This merely emphasizes the fact that
the MCBA and MVBA algorithms smooth both large and small frame sizes.  The RCBS algorithm has very low utilizations
for small buffer sizes, mainly due to the large peak bandwidth requirements for small buffer sizes, leading to very little
prefetched data. As the client-side buffer is increased, the buffer utilization approaches approximately 30%.  As a result, the
RCBS algorithm results in very short resynchronization times for small buffer sizes.  For larger buffer sizes, the RCBS algo-
rithm results in approximately half the resynchronization time than the MCBA or MVBA algorithms.

5  Conclusion
Bandwidth smoothing techniques are attractive for use in interactive video-on-demand systems because they can mini-

mize thepeak bandwidth requirements, reducing the burstiness exhibited as well as making admission control simpler.  For
systems that allocate bandwidth based on just thepeak bandwidth requirements (to ensure that in the worst case that the user
will get all its data), creating bandwidth plans that aggressively prefetch to maximize the utilization of the client-side
smoothing buffer may not always be necessary.

In this paper, we introduced therate-constrained bandwidth smoothing algorithm, which takes a less aggressive approach
to smoothing the bandwidth requirements.  Given a maximum rate constraint, the rate-constrained bandwidth smoothing
algorithm minimizes the amount of prefetched data (and hence the client-side buffer size) for the continuous playback of
video.  By minimizing the amount of prefetched data, the support of more complex VCR functions is possible without long
delays or large excess bandwidth requirements for resynchronization.   Our results show that the rate-constrained bandwidth
smoothing algorithm results in the same peak bandwidth requirements for a given size buffer as the MCBA and MVBA
algorithms.  By tightly coupling the point of consumption and the point of playback, the amount of data in the VCR-window
can be increased on the order of 50 to 90%.

The main drawback of the RCBS algorithm is that it requires the server to send at more variable rates when the frame
sizes are less than the rate constraint.  To limit the variability, smaller windows of smoothing can be used to minimize the
variability at a smaller time scale, making the client and server somewhat more decoupled. Because most video-on-demand
servers process data based on periodic intervals (typically 1/30th of a second or less), this variability may not be a severe
limitation.
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