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Abstract. The relationship between emotions and learning was investigated by 
tracking the emotions that college students experienced while learning about 
computer literacy with AutoTutor.  AutoTutor is an animated pedagogical agent 
that holds a conversation in natural language, with spoken contributions by the 
learner.  Thirty students completed a multiple-choice pre-test, a 35-minute training 
session, and a multiple-choice post-test.  The students reviewed the tutorial 
interaction and were stopped at strategically sampled points for emotion 
judgments.  They judged what emotions they experienced on the basis of the 
dialogue history and their facial expressions. The emotions they judged were 
boredom, flow (engagement), frustration, confusion, delight, surprise, and neutral.  
A multiple regression analysis revealed that post-test scores were significantly 
predicted by pre-test scores and confusion, but not by any of the other emotions.  
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1. Introduction 

A satisfactory understanding of the connections between emotions and complex 
learning is necessary to design engaging learning environments that motivate students 
to learn.  In order to systematically investigate these relationships, we are in the process 
of developing a version of AutoTutor that is sensitive to both the cognitive and 
affective states of the learner [1, 2].  Such an affect-sensitive tutor would presumably 
enhance the intelligent learning environment [1, 2, 3].  

AutoTutor is an intelligent tutoring system that helps students learn by holding a 
conversation in natural language [4].  An automated emotion classifier is necessary for 
AutoTutor to be responsive to learner emotions.  We have previously reported some 
studies that collect the dialogue history, facial action units, position of their body, and 
other sensory channels while they learn and emote aloud [1, 5]. The features from the 
various modalities can be detected in real time automatically on computers, so we are 
currently integrating these technologies with AutoTutor.   

The present study investigated the relationship between learning and the emotions 
that college students experience while interacting with AutoTutor on the topic of 
computer literacy.  Whereas our previous studies of AutoTutor had learners enter their 
contributions through keyboard, this is the first AutoTutor study that had students make 
their contributions through speech. Properties of speech should be diagnostic of the 
learners’ emotions [6].    



2. Methods 

The participants were 30 undergraduates at the University of Memphis who 
participated for extra course credit. The experiment consisted of a pre-test, an 
interaction with AutoTutor, a post-test, and judgments of emotions the learner 
experienced during the session with AutoTutor. The participants were tutored with 
AutoTutor on one of three major computer literacy topics: hardware, operating 
systems, or the internet.  The pre-test and post-tests consisted of multiple choice 
questions that had been used in previous research on AutoTutor [7].  The 10 questions 
on each test tapped deep levels of reasoning, causality, and explanations.  Performance 
in these tests was simply the proportion of questions answered correctly.   

Participants interacted with AutoTutor for 35 minutes on one of the three randomly 
assigned topics in computer literacy. A detailed discussion of the architecture, 
strategies, and effectiveness of AutoTutor are provided in previous publications, as 
cited above.   Each major topic had 6 tutoring questions that required about a paragraph 
of information in a good answer.  We used the commercially available Dragon 
Naturally Speaking™ (v 6) speech recognition system for speech-to-text translation.  

Students viewed their own session with AutoTutor after interacting with the tutor 
and completing the post-test. The judgments for a learner’s tutoring session proceeded 
by playing a video of the learner’s face along with the dialogue history. The students 
were instructed to make judgments on what affective states were present at three 
different points during the tutorial dialogue:  (1) immediately after AutoTutor gave the 
short feedback (positive, neutral, negative) during a turn, (2) immediately before the 
learner started expressing his/her spoken turn, and (3) other randomly selected points in 
the dialogue.  The students also had the option of going back in between these points 
and making emotion judgments.  The data collection program provided a checklist of 
emotions for them to mark at these points.  The participant was instructed to mark the 
affect state that was most pronounced at each point.  

A list of the affective states and definitions was provided for the learners. The 
states were boredom, confusion, flow, frustration, delight, surprise, and neutral.  These 
were the affective states that were most frequently experienced in previous studies of 
AutoTutor [5, 8, 9] that investigated emotions with alternative methods: Emote-aloud 
procedures during learning and observations of trained judges or peers.   

3. Results and Discussion 

A number of scores were computed for each of the 30 college students.  These included 
pre-test scores, post-test scores, and the proportion of first-choice emotion judgments in 
each of the 7 emotion categories.  The test scores varied from 0 to 1. 

The post-test scores were significantly predicted by confusion (r = .490), but not 
the other emotion categories. We performed a multiple regression analysis that assessed 
the extent to which post-test scores were predicted by pre-test scores and confusion.  
The regression equation was significant, F(2, 27) = 6.50, p < .05, R2 = .326.  Confusion 
was a significant predictor (p < .05, two-tailed test, β = .421), as was also the pre-test 
scores (p < .05, one-tailed test, β  = .300).  This significant effect of confusion 
replicates a previous study that had trained judges observe student-AutoTutor 
interactions and record emotions every 5 minutes [8]. Confusion is a signal that the 
learner is experiencing cognitive disequilibrium and thinking.   



This is yet another study that substantiates the importance of confusion 
(perplexity) in complex learning [8, 9].  When the learner is confused, they are in the 
state of cognitive disequilibrium, heightened physiological arousal, and more intense 
thought. In contrast, post-test scores were not significantly predicted by the other 
emotions (flow, boredom, frustration, delight, surprise) that were retrospectively 
identified by the learners when they viewed a recording of their learning experience. 
These other emotions presumably play a more prominent role in other learning 
environments and other populations of learners.   

Our next step is to build an emotion-sensitive AutoTutor that will promote both 
learning gains and more engagement in the learner.  AutoTutor should have different 
strategies and dialogue moves when the learner is confused, frustrated, bored, versus 
experiencing flow – the four most frequent emotions we have found in our work with 
AutoTutor.  Since confusion is tightly linked to learning, it will be important to have 
the dialogue moves manage the learner’s confusion productively. AutoTutor’s 
mechanisms will need to be sensitive to cognitive and motivational characteristics of 
the learners in addition to their emotional state. We have already designed a 
computational architecture and algorithms to automatically sense the four major 
emotions (confusion, frustration, boredom, and flow) on the basis of the dialogue 
history, facial expressions, and body posture [1]. Whether this new emotion-sensitive 
AutoTutor will help learning awaits future research. 
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