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ABSTRACT

Background Many methods have been developed to
identify disease genes and further module biomarkers of
complex diseases based on gene expression data. It is
generally difficult to distinguish whether the variations in
gene expression are causative or merely the effect of a
disease. The limitation of relying on gene expression
data alone highlights the need to develop new
approaches that can explore various data to reflect the
casual relationship between network modules and
disease traits.

Methods In this work, we developed a novel network-
based approach to identify putative causal module
biomarkers of complex diseases by integrating
heterogeneous information, for example, epigenomic
data, gene expression data, and protein—protein
interaction network. We first formulated the identification
of modules as a mathematical programming problem,
which can be solved efficiently and effectively in an
accurate manner. Then, we applied our approach to
colorectal cancer (CRC) and identified several network
modules that can serve as potential module biomarkers
for characterizing CRC. Further validations using three
additional gene expression datasets verified their
candidate biomarker properties and the effectiveness of
the method. Functional enrichment analysis also revealed
that the identified modules are strongly related to
hallmarks of cancer, and the enriched functions, such as
inflammatory response, receptor and signaling pathways,
are specific to CRC.

Results Through constructing a transcription factor
(TF)-module network, we found that aberrant DNA
methylation of genes encoding TF considerably contributes
to the activity change of some genes, which may function
as causal genes of CRC, and that can also be exploited to
develop efficient therapies or effective drugs.

Conclusion Our method can potentially be extended to
the study of other complex diseases and the
multiclassification problem.

INTRODUCTION

Complex diseases generally result from the intricate
interactions among genetic, environmental and life-
style factors at the macroscopic level.'! At the micro-
scopic level complex diseases are typically caused by a
combination of molecular perturbations and their
interplay.” During the past few decades, considerable
efforts have been devoted to dissecting the individual
gene biomarkers of complex diseases. Some biomar-
kers of human diseases have been successfully identi-
fied through genome-wide analysis of gene expression
profiles.®> * However, it is well accepted that genes or
proteins within a cell do not function alone but

interact with each other to form networks or pathways
s0 as to carry out biological functions.>™ Therefore,
many methods have recently been developed systemat-
ically to identify network biomarkers or even dynamic
network biomarkers based on gene expression data.?~
!¢ These module-based methods have made much
progress in identifying biomarkers for several cancers
and other diseases.

Almost all existing methods rely on an underlying
hypothesis that changes in gene expression may result
in different phenotypes. However, it is often not pos-
sible to distinguish whether gene expression variations
are causative or merely an effect of complex dis-
eases.!” Moreover, recent studies have postulated that
driver mutations coincide with a ‘genomic footprint’
in the form of a gene expression signature.'® ¥ The
limitation of relying on gene expression data alone
thus highlights the need to develop new approaches
that can integrate various data to reflect the casual
relationship between network modules and disease
traits. In other words, as more and more information,
such as known disease genes, copy number aberra-
tions (CNA), and epigenomic data (eg, DNA methyla-
tion data), is available for a variety of diseases, it is
increasingly necessary to combine them with gene
expression data to identity causal modules of complex
diseases. Some initial work has been performed to
study this problem, for example, Kim et a/*° intro-
duced an approach simultaneously to identify causal
genes and dysregulated pathways by combining CNA
and gene expression data. Besides, the integration of
multiple data sources has led to the discovery of bio-
markers that are biologically validated.*' ** Much
further effort is necessary to facilitate our understand-
ing of complex diseases.

In this paper, by integrating multiple heteroge-
neous data, ie, known cancer genes, DNA methyla-
tion data, gene expression data and protein—protein
interaction network, we developed a novel algo-
rithm to identify causal network modules of a
complex disease in an accurate manner. First, we
define candidate causal genes as either known
cancer genes or genes with differential methylation
status based on DNA methylation data. Then, the
activities of genes within a module are assumed to
be altered by the candidate causal genes found in
the same module, and the activity of a module is
further defined based on the expression data of the
candidate causal genes and their direct neighbors.
Finally, we formulate the identification problem of
causal modules underlying complex disease as a
new mathematical programming model, which can
be solved efficiently and effectively in an accurate
manner. Using this method, we analyzed a
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colorectal cancer (CRC) dataset™ that includes paired gene
expression data, as well as paired DNA methylation data. We
identified several network modules and found that they can
serve as effective module biomarkers for characterizing CRC
patients. In addition, the validation results on three independent
CRC gene expression datasets further confirmed the effective-
ness of our method. Functional enrichment analysis also

revealed that these identified modules are strongly related to
hallmarks of cancer and inflammation, whose dysfunction may
causatively result in CRC. Furthermore, by constructing the
transcription factor (TF)-module network, we show that aber-
rant DNA methylation of genes encoding TF contributes to the
activity variation of some genes, which may function as causal
genes of CRC. Clearly, these findings not only provide clues to
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Figure 1

ﬂ Select causal modules

Schematic flowchart of our method. First, DNA methylation data, and known cancer genes (KCG) are exploited to define candidate causal

genes (candidate causal genes), which are represented by nodes with black dashed border in the modules. Then, weighted protein—protein interaction
(PPI) network, obtained by combining gene expression data and protein—protein interaction network, is used to cluster network modules. Furthermore,
through ‘indexing’ (map the candidate causal genes to the proteins in the modules) and ‘assignment’ (map the normalized gene expression value of
genes to the corresponding proteins), activity matrix of modules is obtained by defining the activity of modules M. Through introducing indicative
variable x; and designing a classifier, we formulate the identification of causal modules as an integer linear programming problem. Finally, by solving it,
we identify module biomarkers, which characterize complex diseases. This figure is only reproduced in colour in the online version.
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explain what causally results in the dysfunction of biological
systems, but also help develop efficient therapies or effective
drugs.

MATERIALS AND METHODS
Figure 1 illustrates the schematic flowchart of our method. The
details of the procedure are described in the following subsec-
tions and the Results section.

Resources and datasets

We obtained DNA methylation data and gene expression data of
CRC from NCBI GEO GSE25062 and GSE25070,>* respectively.
We extracted 29 paired DNA methylation data of CRC and adja-
cent non-tumor tissue samples from GSE25062, and 26 paired
gene expression data of CRC and adjacent non-tumor tissues from
GSE25070. The preprocessing of probe level data was the same as
that used in the original reference.”® If there are multiple probes
corresponding to the same gene, we adopted the averaged intensity
of these probes to represent the expression value of the gene.

In addition, we downloaded four independent datasets for
validation, ie, gene expression data from three CRC cohorts
GSE15960,** GSE24514, and combined GSE8671%° and
GSE9348,%” and DNA methylation data from GSE17648. The
strategy of preprocessing of these datasets is the same as
described before.

Construction of a comprehensive human protein—protein
interaction network

We applied a voting method to construct an ensemble protein—
protein interaction network by integrating five curated human
protein—protein interaction databases, ie, HPRD,?® BioGrid,*’
IntAct,>® MINT?' and Reactome.*? Only interactions that are
found in at least three of these databases were selected. The
comprehensive protein—protein interaction network contains
7001 nodes with 19 188 edges. For a protein—protein inter-
action network G=(V,E), where V and E represent nodes and
edges of the network, a weight weW is attached to an edge e€E
to construct the weighted protein—protein interaction network
G=(VE,W), and is calculated as follows:

2itt (i = X)(y; —¥)

\/ZmXI*X \/211}’1 7

where x=(x1, ..., Xy) and y=(yy, ..., ym) are two expression pro-
files of the two nodes of the edge e, X and y are the mean
values of x and vy, respectively.

w(e) =1—|cor(x,y)|=1—

Determination of differential information

Because the tumor and non-tumor samples are paired in DNA
methylation data or gene expression data, we employed the
minimum multi-set cover strategy used in Kim et al*® to deter-
mine the differential information. In particular, first a gene is
said to be differentially methylated between a tumor sample and
its paired non-tumor sample if the difference of their B value
(the measure of the level of DNA methylation) is more than
0.2.% 3% Then, if a gene is differentially methylated in more
than half of the pair of tumor and non-tumor samples, this gene
is said to be differentially methylated between the tumor and
non-tumor samples.

Significance estimation of the related genes in the

identified modules

To assess whether the genes in the identified modules are
significantly enriched, we use the following formula to
calculate the probability of a random overlap with a hypergeo-
metric test:

where N is the total number of genes in the reference set, M
and n are the number of genes in two sets, and k is the number
of the overlapped genes of these two sets.

Identification of causal modules by a mathematical
programming model

First, we exploit DNA methylation and known cancer genes
to define candidate causal genes. Because aberrant DNA
methylation at CpG islands is considered to contribute to
cancer initiation and progression,>* we define candidate
causal genes as those genes that are differentially methylated
between the tumor samples and non-tumor samples using
DNA methylation data, or known cancer genes, which are
collected from the genes annotated with ‘cancer’ in the
DNA methylation chips, cancer gene census (CGC) database
(2011-11-15 version),>® and tumor associated gene (TAG)
database (2011-2011) (http:/www.binfo.ncku.edu.tw/TAG/).
Second, we decompose the protein—protein interaction
network into modules by the Markov clustering algorithm?®
and only consider those k modules that contain candidate
causal genes. Third, normalized gene expression data are
employed to define the activity of module M; in the case of
sample §; as:

8mj T Bnj
ngECCGﬂMa Z(gm,gn)eﬂgm) = 2 5

M; =
! \/ngECCGﬁM, #(E(gm))

where E(g,,) = {(g,,,8,) € Elg,, € CCG N M;} represents the
set of those edges that connect to the candidate causal gene
gm in the module M;, #(E(g.,)) means the number of edges
in the set E(gy), and g, corresponds to the normalized gene
expression value of gene gn, in sample S;. In this way, we
obtain the activity matrix with element M;; representing the
activity of module M; in the case of sample S;. The indicative
function is defined to indicate whether a module is selected
or not as follows:

. 1, M, is selected,
' 10, otherwise,

Then, we design a classifier to select causal modules as follows:

forS € Scontrola

”S Scontrol ”2 HS - Scase ”§ < 0,
for S € Scase,

”S Scase HZ ”S - gcontrol ||2 < 07

where S, Scontrols Scases Scontrol, and Scase represent the sample,
the non-tumor samples set, the tumor samples set, the center of
the non-tumor samples set, and the center of the tumor samples
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set, respectively. Through simple calculation (see supplementary
text S1, available online only), we can further express the condi-
tions of the classifier as:

C- (X],Xz,. .. ,Xk)T S 0,
where C is a matrix function of M with each element Cj repre-
senting the jth module’s contribution to the ith condition. Note
that the above inequality is linear for (xq,xa, ..., x;). The terms
on the left side represent the classification ability of modules, ie,
the more negative they are, the more clearly the modules are
able to distinguish case and control samples.

We aim not only to classify the tumor and non-tumor samples
based on the designed classifier, but also to identify the
minimum number of modules in this classification process.
Therefore, by combining the two objectives, we formulate the
module identification problem as the following binary integer
linear programming:

k s k
mln)q X2,..., Xk ZX] + A Z Z Cl] X]
i=1 i=1j=1
st. C-(x1,%2,...,%x) <0

k
in > 17 Xi :011,
i=1

ie{1,2,....k}

where s is the number of the samples. The first term in the
objective function implies that we intend to minimize the
number of modules, while the second term is used to character-
ize the classification ability of these modules, ie, we intend to
maximize the classification ability of these modules (or minimize
C (X1,X2, ---, Xk)"). A is a positive penalty parameter to control
the trade-off between the number of modules and the classifica-
tion ability of these modules.

Algorithm for solving binary integer linear programming
problem

Clearly, the formulated problem is NP-hard. We turn to relax
the constraints from binary variables x;€{0,1} to continuous
variables x;€[0,1]. With such relaxations, we can adopt linear
programming algorithm to solve the problem in an efficient
manner. The experimental results show that such relaxation is
both efficient and effective, ie, we almost always obtain integral
solutions although it is not theoretically ensured. Here, we give
a similar rule to determine how to choose A as described in
Zhao et al.’” Given A, we define the classification ability of the

Figure 2 Overlaps of the predicted A
genes and other kinds of genes.

(A) Overlaps between the predicted
genes and differential methylated
genes (DMG), collected cancer genes,
and colorectal cancer genes,
respectively. (B) overlap of differential
methylated genes in this dataset and
dataset GSE17648 in the identified
modules. This figure is only reproduced
in colour in the online version.

identified modules from the constraints C (xq,Xs, ..., X})'<0 as

follows:
CP = max (C - (x1,X2,...,Xy)).

We have known that Cj; indicates the jth module’s contribution
to the ith condition, so C (xy,X, ..., Xi) represents all the condi-
tions of the classifier resulting from all the modules. The
smaller C (x1,X3, ..., X)) are, the more clearly the modules are
able to distinguish cancer and normal samples. Therefore, A is
chosen when CP attains the minimum value, and the resulting
modules are regarded as the putative causal modules accord-
ingly. In particular, we test A by changing from 0 to 1 with
the interval of 0.01 and choose A corresponding to the
minimum CP

RESULTS

Overview of causal module prediction

The flowchart of identifying causal modules is illustrated in
figure 1. First, we collected a total of 936 known cancer genes
from DNA methylation chips, CGC and TAG databases (see
supplementary materials and methods, available online only).
Among them, 830 known cancer genes were included in the
gene expression data that we analyzed. By integrating these
known cancer genes as well as 1392 differentially methylated
genes identified in the DNA methylation data, we obtained
2145 candidate causal genes (77 genes belong to both known
cancer genes and differentially methylated genes) (see
figure 2A). Second, by clustering the protein—protein interaction
network, we obtained 556 modules containing more than three
genes, 343 of which contain at least one candidate causal gene.
Then, following the flowchart in figure 1, we finally identified
17 causal modules by adjusting A to be 0.13 (see supplementary
figure S1, available online only), which minimizes the objective
function in solving the integer linear programming problem (see
online supplementary materials and methods, available online
only). Details of the 17 causal modules are shown in supple-
mentary figure S2 and table S1 (available online only).

Causal modules act as putative biomarkers

To evaluate the quality of the identified causal modules in terms of
distinguishing the tumor samples from the non-tumor samples, we
exploited the module activity matrix of 17 modules (modules vs
samples) to display the heat map in figure 3 by using hierarchical
clustering. From figure 3, we found that these modules achieved

18630

O All genes included in gene expression data
@ A1 DMGs

O Collected cancer genes

O Genes in identified modules

O DMGs in identified modules

. DMGs in data set GSE17648
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Figure 3 Dendrogram and heat map based on the identified causal modules. The row labels denote the module IDs, and column label ‘N’
represents normal samples, while ‘CRC’ stands for colorectal cancer samples. Colors represent the activity of the modules. Red indicates high
activity, while green means low activity. This figure is only reproduced in colour in the online version.

high classification performance (100% accuracy), indicating that
they may function as biomarkers or module biomarkers.

We then examined the candidate causal genes (including both
known cancer genes and differentially methylated genes) in the
17 modules and only 63 candidate causal genes (45 are known
cancer genes and 26 are differentially methylated genes, figure
2A) were found (table 1). A hypergeometric test was used to
evaluate the enrichment of these genes, in which we took all the
genes included in gene expression data as the reference set. The
statistical significance p values of known cancer genes, differen-
tially methylated genes and candidate causal genes are
7.88x107" and 0.09, 1.29%x107%, respectively, from which we
found that differentially methylated genes are not so significant.
One reason may be that there are many false positives in differ-
entially methylated genes.

We validated the aberrant methylation status using an independ-
ent DNA methylation dataset GSE17648. In particular, we used
the same strategy (see supplementary materials and methods, avail-
able online only) to detect differentially methylated genes in
GSE17648, and identified 33 differentially methylated genes out
of the genes in the identified modules. Furthermore, we found
that a total of 19 differentially methylated genes were overlapped
between the 26 differentially methylated genes in our study and

Table 1 List of known cancer genes, differentially methylated
genes and CRC confirmed genes by literature search in the
identified modules

BIRC3 CBLC CCL2 CCNA2 CDK2 CLTCL1 CUL4A
CYLD DDB2 DDX5 DHX16 EGFR ERBB2 ERCC2
ERCC3 ESR1 FANCA FANCC FANCE FANCF FANCG
FGF4 FGF5 FGF6 FGF8 FGFR1 FGFR2 FGFR3 FZD7
GNAT11 IRF4 LYN MALT1 MUCT NCOA3 NRCAM
PDGFRA PDGFRB PTEN SERPINI2 SETDB1 SKP2
SMG7 TFF1 THRB

Differentially methylated CCL11 CCL2 CCL8 CELSR3 CNTN1 CNTN2

genes CNTNAP2 COL4A1 COL7AT EPB41L3 ESR1 FCAR
FGF4 FGF5 FGF8 GPX7 HNF4A IRF4 MEGF10
NR1H4 PAK7 PCDH17 PCDH8 PDGFRB POU4F2
TNFRSF1B

EGFR®® ESR13® ERCC2*° ERCC3* FGF4*' CARD8*
CCL2* CCNH* CDK7* ERBB2*® ESR2*7 FANCG*®
GALNT12% IKBKB*® LEPR®' PRDM2°2 PTEN>3
TNF>* PIK3C2A%°

Known cancer genes

Confirmed CRC genes by
literature search

CRC, colorectal cancer.

33 differentially methylated genes in the dataset GSE17648
(figure 2B), from which the p value is 7.77x107". This result
showed that the overlap of differentially methylated genes in two
datasets is significant and these tests further confirmed that the
modules identified in this study are significant.

Functional enrichment of causal modules is related to
hallmarks of cancer and is specific to CRC

We further analyzed the functional enrichment of the identified
causal modules through a hypergeometric test by g:Profiler.>®
The representative enriched GO terms in each module are pre-
sented in supplementary table S2 (available online only). These
modules are mainly enriched in immune process, signaling path-
ways, cell communication, cell proliferation, apoptosis, cell
cycle, cell division, DNA repair, etc. These processes highly cor-
relate to the hallmarks of cancer and contribute to the major
progression of cancer.’” 5%

We have showed that the enriched functions of the identified
modules are highly connected to the hallmarks of cancer. In
addition, we know that inflammatory response, receptors and
signaling pathways are also very important in the progression of
CRC.5* %7 0 Therefore, it is necessary to check whether these
functions are enriched in the identified modules. We found that
not only individual genes are enriched in these functions, but
also those modules (see supplementary data, available online
only). Therefore, these enriched functions, ie, inflammatory
response, receptor and signaling pathways of the identified
modules are specific to CRC.

Prediction of novel causal genes for CRC

As described above, we have identified 17 modules to character-
ize CRC, and we have confirmed that several genes (see table 1)
in these modules are specific to CRC through a literature
search, which implies that the identified modules are highly rele-
vant to CRC. Next, we predicted new causal genes for CRC by
exploring the information on these modules from the perspec-
tive of a network. Through careful analysis of the modules and
literature investigation (see supplementary data, available online
only), we have predicted some novel causal genes for CRC,
such as ESR2, PDGFRA, PDGFRB, FGF family, FGFR family,
etc. Some newly confirmed CRC genes in the identified
modules are also listed in table 1 (or see supplementary table
S$1, available online only).
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Figure 4 The constructed transcription factor (TF)-module network. The nodes in the outside cycle represent TF, while the nodes in the inside cycle
indicate modules. The grey TF mean that these TF are differentially methylated. This figure is only reproduced in colour in the online version.

Aberrant DNA methylation of genes encoding TF may also
contribute to activity change of causal genes of CRC
Cooperative binding of TF has been shown to play a major role
in maintaining the unmethylated status of CpG islands in health
and disease.>® Therefore, if the genes encoding TF are aber-
rantly methylated, a series of processes related to disease may be
initiated. From this perspective, we constructed a TF-module
network in figure 4 by connecting a TF and a module if some
genes of this module are targets of this TE.! In the construction
of the TF-module network, we used the transcriptional regula-
tory element database®” as a referenced TF-target database, and
the widths of the edges in figure 4 are correlated to the number
of connections between TF and the genes in the module. By
checking the methylation information of these TF, we found
that five TF are differentially methylated and are labeled as grey
in figure 4. In particular, for example, four TFE ie, AR, FLI1,
WT1, and PAX1, regulated EGFR in module M3, while AR also
regulated ESRI in module M4. More interestingly, ESR1 in
module M4 is related to M3 as a TF in itself. In addition, AR
and HOXAS cooperatively regulated module MS. All of the five
TF and/or their methylation status are highly associated with
CRC.%™%7 Therefore, we concluded that the aberrant methyla-
tion of these TF-coding genes may contribute to the activity
change of CRC genes, such as ESR1, EGFR, FGF family, FGFR
family, etc.

Validation of the causal modules using other independent
CRC datasets

We evaluated the effectiveness of the causal modules using gene
expression data from another three independent CRC cohorts
with 12 samples (six normal and six CRC samples from
GSE15960),>* 49 samples (15 normal and 34 CRC samples from
GSE24514),” and 146 samples (44 normal and 102 samples
combined from GSE8671*¢ and GSE9348).>” We exploited the
identified causal modules to test whether they can classify the
other three independent datasets. If these modules can success-
fully distinguish cancer samples from normal samples in these
three independent datasets, it indicates that these identified
modules can indeed serve as effective module biomarkers for
characterizing CRC. The classification results are shown in sup-
plementary figure S3 (available online only), figures 5 and 6, and
the classification performances are evaluated by accuracy (Acc)
and sensitivity (Se) (see supplementary data, available online
only). From figure 5, it has a 89.8% accuracy for the level of sen-
sitivity of 96.8% for the dataset GSE24514. Similarly, we deter-
mined that the accuracy is 98.6% for the level of sensitivity of
100% for the dataset combined from GSE8671 and GSE9348 in
figure 6. These independent results provided additional evidence
that the module-based biomarkers identified in this study could
be used for CRC prediction, and further suggested the effective-
ness of our method.
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Figure 5 Dendrogram and heat map in the independent test dataset GSE24514 based on the identified causal modules. The row labels denote the
module IDs, and column ‘N’ represents normal samples, while ‘CRC’ stands for colorectal cancer samples. The accuracy is 89.8% for the level of
sensitivity of 96.8% (TP=30, FP=14, FN=1, TN=14). This figure is only reproduced in colour in the online version.

DISCUSSION

Our method is novel in several aspects compared to previous
methods. First, in contrast to the conventional methods relying
on gene expression data alone, our method is able to reveal real-
istic causal relations between module biomarkers and pheno-
types by integrating various heterogeneous data. One reason is
that the gene expression observations alone are generally not
sufficient to distinguish causative or responsive relations of a
disease, while previous known disease genes, sequence or
methylation data may underlie the cause of complex diseases.
Second, technically, instead of those heuristic methods, our
method formulated the identification of module biomarkers as a
mathematical programming problem, which can be solved effi-
ciently and effectively. Third, our method can include various
previous information and other types of data easily, which may
help improve the results in terms of reliability and accuracy.

In this work, we applied our method to study CRC and iden-
tified 17 causal modules. Through the heat map and by analyz-
ing the genes inside the modules, we showed that these modules
indeed can characterize CRC as putative biomarkers. In add-
ition, we found that some newly identified cancer genes are not
included in the 45 known cancer genes in these 17 causal
modules. For example, phosphoinositide-3-kinase class 20 poly-
peptide (PIK3C2A), which plays an important role in signaling
pathways involved in cell proliferation, oncogenic transform-
ation, cell survival, cell migration, and intracellular protein

trafficking, is considered as one of the drivers of CRC.>
Another gene, ESR2 (encoding estrogen receptor 2) in module
M4, has been reported to be associated with the incidence of
CRC among women.*” This result indicates that our method
could identify new cancer genes besides known cancer genes.
What is more, these modules were further exploited to classify
the other three independent datasets, and the high accuracy of
the prediction confirmed the effectiveness of our method.

Functional analysis reveals that these modules are mainly
enriched in immune process, signaling pathways, inflammation,
cell communication, cell proliferation, apoptosis, cell cycle, cell
division, DNA repair, etc. These enriched processes, on the one
hand, correspond highly to the hallmarks of cancer and contrib-
ute to the major progression of CRC. On the other hand, these
modules are also enriched in inflammatory response, receptor
and signaling pathways, which are specific to CRC.
Furthermore, as another more specific character of CRC, colo-
rectal tumors are known to present with a broad range of neo-
plasms and are predominantly epithelial-derived tumors.®® The
identified modules are exactly correlated to this characteristic,
which further provided additional evidence to confirm the
causal modules of CRC. Therefore, we conclude that these
modules are indeed causal modules of CRC.

Besides the known CRC genes in our identified modules, we
also predicted some novel causal genes for CRC, such as ESR2,
PDGFRA, PDGFRB, FGF family, FGFR family, etc. Some newly

P e oY NPT N

—=

Figure 6 Dendrogram and heat map in the independent test dataset combined from GSE8671 and GSE9348 based on the identified causal
modules. The row labels denote the module IDs, and column ‘N’ represents normal samples, while ‘CRC" stands for colorectal cancer samples.
The accuracy is 98.6% for the level of sensitivity of 100% (TP=100, FP=2, FN=0, TN=44). This figure is only reproduced in colour in the online

version.
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confirmed CRC genes in the identified modules are also listed
in table 1 through literature search. However, some famous
genes, such as TP53 (which is not differentially methylated or
expressed),”® were not included in the identified modules. This
limitation may be from the incomplete information we used, or
the noisy data.

Finally, through constructing the TF-module network, we
found that aberrant DNA methylation of genes encoding TF
contributes to the activity variation of some genes, which may
function as causal genes of CRC, and may be the targets of effi-
cient therapies or effective drugs. In addition, we also confirmed
the aberrant methylation status of the five TF in our study
(figure 4) using an independent dataset. This validation further
confirmed our prediction of the importance of these TF.
Although we restricted our study to CRC in this paper, our
method can potentially be extended to the study of other
complex diseases. In addition, our framework can also be dir-
ectly applied to multi-classification problems.

CONCLUSION

The identification of biomarkers can help the diagnosis and effi-
cient treatment of complex diseases. In this paper, we presented
a new network-based approach to identify putative causal
module biomarkers of complex diseases by integrating various
information, for example, epigenomic data, gene expression
data and a protein—protein interaction network. The analysis
based on such an integration can potentially lead to new insight
into complex diseases at the systems level, through the identifi-
cation of modules underlying complex diseases. In addition, the
framework of the proposed method in this paper can also be
modified to detect dynamic network biomarkers for the early
diagnosis of complex diseases.!® The source code for the identi-
fication of modules is available on request from the authors.
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