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A Hierarchical Approach to Color Image
Segmentation Using Homogeneity

Heng-Da ChengSenior Member, IEEEaNd Ying Sun

Abstract—n this paper, a novel hierarchical approach to color tistical approaches, edge detection approaches, region split-
image segmentation is studied. We extend the general idea of a his-ting and merging approaches, methods based on physical re-

togram to homogeneity domain. In the first phase of the segmenta- o -tance models, methods based on human color perception
tion, uniform regions are identified via multilevel thresholding on ’ ’

homogeneity histogram. While we process homogeneity histogram, @1d the approaches using fuzzy set theory [1], [2]. '

both local and global information is taken into consideration. This Histogram thresholding is one of the widely used techniques
is particularly helpful in taking care of small objects and local vari-  for monochrome image segmentation [5]. As for color images,
ation of color images. An efficient peak-finding algorithm is em- 6 sjtyation is different due to the multifeatures [6]. Since the

ployed to identify the most significant peaks of the histogram. In - S -
the second phase, we perform histogram analysis on the color fea_color information is represented by tristimultis G, and 5 or

ture hue for each uniform region obtained in the first phase. We Some linear/nonlinear transformation of RGB, representing the
successfully remove about 99.7% singularity off the original im- histogram of a color image in a three-dimensional (3-D) array
ages by redefining the hue values for the unstable points according gnd selecting threshold in the histogram is not a trivial job [7].

to the local information. After the hierarchical segmentation is per- . . -
formed, a region merging process is employed to avoid oVer_seg_One way to solve this problem is to develop efficient methods

mentation. CIE(L*a*b*) color space is used to measure the color for storing and processing the information of the image in the
difference. Experimental results have demonstrated the effective- 3-D color space. [8] used a binary tree to store the 3-D his-
ness and superiority of the proposed method after an extensive settogram of a color image, where each node of the tree includes

of color images was tested. RGB values as the key and the number of points whose RGB

Index Terms—Color image segmentation, color region merging, values are within a range centered by the key value. [9] also uti-

color spaces, histogram analysis, homogeneity, singularity. lized the same data structure and similar method to detect clus-
ters in the 3-D normalized color spacE (Y, I). Another way

I. INTRODUCTION is to project the 3-D space onto a lower dimensional space, such

as two-dimensional (2-D) or even one-dimensional (1-D). [10]

I MAGE segmentation serves as the key of image analysis aur?ed projections of 3-D normalized color spake t, T) space
pattern recognition. It's a process of dividing an image intg.. - +ha >.p planesY — Y, X — I, andY — I) to int’eractively
d|fferent regions such tha_t each region is homogeneous, but e o+ insect infestations in citrus orchards from aerial color
umonl of apy tW_O regions is not [1], [221' in ) h infrared photographs. [11] provided segmentation approaches
Color (I) an Image can carry muct _moredln ormation t _aﬂsing 2-D projection of color space. [12] suggested a mul-
gray leve [1]. In many _patter_n recogr_utlon an computer Visifyyimensional histogram thresholding scheme using threshold
appllcatpns, the addlt_lonal |nformat|0r_1 provided by color cafl. \as obtained from three different color spaces (RBR),
help the image analysis process.and y|elq better results thangwd HST). This method used a mask for region splitting and
proaches using only gray scale information [3]. More researﬁtpe initial mask included all pixels in the image. For any mask,
has focused on color image segmentation due to its demandj; ograms of the nine redundant featur&s @, B, Y, I, Q
need. At present, color image segmentqtion methods are maiHI’yS' and1) of the masked image are compl;ted, a’II [;eaks in
extended from monochrome segmentation approaches by betﬁ&e histograms are located, the histogram with the best peak is

implemented in different color spaces [1]. Gray level S€IMEP3jacted and a threshold is determined to split the masked image

tation methods are directly applied to -each compqnent O_firﬂo two subregions for which two new masks are generated for
color space, then the results are combined to obtain the fi

) - ,?lfﬁlther splitting. This operation is repeated until no mask left
segmentation result [4]. Generally, color image Segmemat'aﬂprocessed, which means none of the nine histograms of ex-

approaches can be divided into the following categories: S@ﬁng regions can be further thresholded and each region is

homogeneous.
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Fig. 1. Peak-finding algorithm for histogram analysis. (a) Small peak at the top of the huge peak should not be removed, (b) small peak as a brageh of the h
peak should be removed, (c) original histogram, (d)—(g) results of the four steps, respectively, and (h) final result by the proposed method.

II. HOMOGENEITY HISTOGRAM ANALYSIS Supposey;; is the intensity of a pixel;; at the locationd, 7)

. . . i 1) is 4 si :
A. Homogeneity and the Histogram Based on Homogeneity " 1M x IV image,w;;" is a sized x d window centered at

i : tion? is asi -
Homogeneity is largely related to the local information ex{(’> 7) for the computation of variatiom,;; is a sizefx window

tracted from an image and reflects how uniform a region is [13ﬁ?mefe‘?' ati( j) for the computation of d|scont|nu(|%¢ andt

It plays an important role in image segmentation since the (& 0dd integers greater than 1. We regaffl andw;;” as the
sult of image segmentation would be several homogeneouslf‘}?—al regions while we calculate the homogeneity features for
gions. We define homogeneity as a composition of two compBX€l £%;- L o

nents: standard deviation and discontinuity of the intensities | "€ Standard deviation of pixét; is calculated

I = (R+G+B)/3. For colorimages with RGB representation,

the color of a pixel is a mixture of the three primitive colors: red, 1 bz gHdz/2 ,
green and blue. We use the average luminance of the three prim-  ¥ij = P Z Z (9pa — 1i5) (1)
itive colors as the intensity of the target pixel. This is based on p=i—(d—=1)/2 g=j—(d—1)/2

the essential rules of colorimetry: the luminance of any color is ) )

equal to the sum of the luminance of each primitive color, and’@erep StpsM-1,0<j,9< N - 1'. .

linear transformation of the primitive colors does not change the/7 1S the mean of the gray levels within window; and
basis of the representation for a color [14]. Standard deviatiSf’}k:u""ltecj as

describes the contrast within a local region [13]. Discontinuity 1 i+(d—1)/2  jH(d-1)/2

is a measure of abrupt changes in gray levels and could be ob- ij = — Z Z Gpq- (2)
tained by applying edge detectors to the corresponding region. p=i—(d—1)/2 q=j—(d—1)/2
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The discontinuity for pixelP;; is described by edge value.of the distribution of the uniform regions across intensity levels.
There are many different edge operators: Sobel, Laplace, Cariegch peak in this histogram represents a uniform region.
etc. [15]. Since we do not need to find the exact locations of the
edges, and due to its simplicity, we employ Sobel operator o Peak-Finding Histogram Analysis Algorithm

calculate the discontinuity and use the magnitude of the gradienfy histogram of the analyzing features of an image could pro-

at location ¢, j) as the measurement [13] duce a global description of the image’s information and is uti-
lized as an important basis of statistical approaches in image
€ij =4/ G2+ G (3) processing [15]. The basis of histogram analysis approach is

that the regions of interest tend to form modes (a dominating
whereG, andG, are the components of the gradient in the peak that could represent a region) in the corresponding his-

andy directions, respectively. togram. For example, a light object in a dark background might
The standard deviation and discontinuity values are normakoduce two modes in the image’s gray level histogram, one is
ized in order to achieve computational consistence at the bright intensity side, and the other is at the dark intensity
- side [13]. Then, a typical image segmentation approach based

Vv (gij, wfjl)) = i (4) on histogram analysis generally carries out three steps: First,

Ymax recognize the modes of the histogram. Second, find the valleys

E (gm wf}”) _ G (5) between different modes. Third, apply thresholds to the image.

Cmax Locating the modes of an image is the most important and dif-

ficult task among the three steps.
The key of partitioning modes in a histogram is a process of
finding and removing peaks in a histogram curve. Some widely
used methods choose significant peaks by examining a peak’s
2) & sharpness or area [16]. If a peak is not sharp or big enough, then

) =1-F (gii’ Wi ) xV (gii’ Wij ) it is ignored. Experimental results showed that this approach
(6) does not work well sometimes, especially for the images that

have some noise or radical variation. For instance, if a small

where0 < i< M —-1,0<j < N —1. peak resides on the top of a big peak [as shown in Fig. 1(a)],

The value of the homogeneity at each location of an imagieen removing the small peak would also remove the big peak.
has a range from [0, 1]. The more uniform the local region suin another occasion, if a sizable peak is just a branch of a huge
rounding a pixel is, the larger the homogeneity value the pixpbak [as shown in Fig. 1(b)], it should not be distinguished from
has. The size of the windows has influence on the calculatitie main peak.
of the homogeneity value. The window should be big enoughWe propose a new peak-finding histogram analysis method.
to allow enough local information to be involved in the comThis algorithm has been proved to be efficient by testing on more
putation of the homogeneity for the pixel. Furthermore, usingthan one hundred images. An example showing the process of
larger window in the computation of the homogeneity increasgis algorithm is in Fig. 1(c)—(h).
smoothing effect, and makes the derivative operations less sensSuppose a homogeneity histogram of an image is represented
tive to noise [13]. However, smoothing the local area might hidgy a functionk (<), wherei is an integer) < ¢ < 255.
some abrupt changes of the local region. Also, a large windowPeak Finding Algorithm:

causes significant processing time. Weighing the pros and consy) Find all peaksFind the set of points corresponding to the

wherevy,,x = max{v;; }, €max = max{e;;} (0 <i < M — 1,
0<j<N-1.
The homogeneity is represented as

]

we choose a & 5 window for computing the standard deviation local maximums of the histogram
of the pixel P;;, and a 3x 3 window for computing the edge.
A classical histogram is a statistical graph counting the fre- Fo ={(, h(i))|h(d) > h(i — 1)
quency of occurrence of each gray level in an image or in part &h(i) > h(i+1), 1 < i < 254} @)

of an image [15]. We extend this idea and define a histogram in
homogeneity domain. First, homogeneity value for each pixel 2) Find significant peaksThe points in sef’, form a new

is calculated. Second, for each intensity value from 0 to 255,  curve. On this new curve, repeat the operation of step 1).
add up the homogeneity values of all the uniform pixels with The result forms seP, :

this intensity. Here two issues are concerned in computing the

homogeneity for each intensity value. One is that we need to Py ={(pi, h(p)|h(pi) > h{pi—1)

find pixels that uniform for a given intensity, and only uniform &h(p;) > h(piy1), pi € Po}. (8)
pixels are counted. The other is the number of uniform pixels

since we should identify substantial uniform regions, not small All the points in setP; are much more significant than

ones. Experimentally, we set the homogeneity threshold to be the points in sef, in determination of the peaks of the
0.95, which means the pixels that have homogeneity equal to or  histogram.

greater than 0.95 take part in the computation of the homoge-3) Thresholdingincludes three steps.

neous characteristics. Last, we have the homogeneity value folhe first step is to remove small peaks. If a peak is too small
each intensity value normalized and plotted against that intesempared to the biggest peak, then it is removed. Suppese
sity. The homogeneity histogram gives us a global descriptienthe value of the highest peak satisfyilg.x = h(¢max ). FOr
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TABLE | —
SINGULARITY RATES BEFORE ANDAFTER REDEFINING PROCESS Input the image Original image
images size singularity rate | singularity rate l
(WidthXheight) (Original) (after redeﬁning) Calculate homogeneity features and’
(%) (%) create the homogeneity histogram
cafe 450345 0.040 0.002
door 266x 348 0.158 0
fashion 200% 350 0.347 0.347 Apply peék-ﬁr%dixlg algorithm to the ) i’l"he ilnage is
= homogeneity histogram, and perform divided into several
beans 179%167 0 0 scgmentation in the homogeneity domain uniform regions
kayak 372x243 0.608 0
lake 498% 335 0.493 0
Termnon 269% 219 0.002 0 Calculate hu'e, remove singularity,‘
- — and compute histogram for each region
mount 480%326 0.056 0 obtained from the above step
panda 230x175 1.215 0
flowers 494363 0.001 0 — T —
O Y 3 Apply peak-finding algorithm o P
er?l 504x333 0.191 0 to thie histograms obtained Ed( h ‘reg,lfm Is 41\ ldc}d
sail 245x358 0.029 0 {rom the above step, and perform mt‘}? su .-1e:;gi(fns,leac L
splash 213%190 0.007 0 segmentation based on the histograms as siiar color
.o . .. Color region merging: Final results:
any peakj! if (h(])/hmax) < 0051 then peak] is removed. compare all sugb-regionf ogtaine‘d Several regl,ions and
Since the values have been normalized to the range [8,,,1], from the above step, and merge each region has
; . . . the sub-regions with similar color similar color
. - g
is equal to 1. Therefore, the points witl{;) < 0.05 will be

removed.

The second step is to choose one peak if two peaks are too
close. For two peaki(p;) andh(pz), p2 > p1,if po —p1 < 15,
thenh = max{h(p1), h(p2)}. Thus, the peak with the biggerthe pixels of théth region have the intensity value betwegn;
value is chosen. andv; (1 <4 < m).

The third step is to remove a peak if the valley between two An advantage of segmentation in homogeneity domain is that
peaks is not obvious. We examine the obviousness of the vallegal information and global information are both taken into ac-
by calculating the average value for the horizontal axis valg@unt in determining the segmentation criteria, whereas in tra-
between the two peaks. We consider the valley between the tdjtional histogram approaches only global information is con-
peaks is not obvious if the average value is too big comparedsigered.
the peaks. Supposg,,, is the average value among the points

Fig. 2. Flowchart of the proposed approach.

between peaks; andp, [ll. HIERARCHICAL SEGMENTATION USING COLOR FEATURE
Pi=p2 HUE
> hip) A. Hue
havg = i & S 9) Hue can be obtained by a nonlinear transformation ffond~
p2—prtl and B color features [17]
Then, if g /((h(p1)+ h(p2))/2) > 0.75, we say the valley
is not deep enough to separate the two peaks. We will remove the Hue = arctan < V3(G - B) ) ' (10)
peak with the smaller value from the candidates. The threshold (R—G)+(R-DB)

0.75 is based on the experiments on more than 100 images.

This peak-finding algorithm locates the globally significant Hue reflects the predominant color of an object and has a
peaks of the histogram. After the peaks are selected, the nfiieat capability in subjective color perception [18]. Hue is also
imum values between any adjacent peaks are the Va||ey3_ Tl]&@most useful attribute in color segmentation since itis less in-
valleys are the boundaries for the segmentation in homogenditgnced by the nonuniformiillumination such as shade, shadow,

domain. or reflect lights [16].
The output of the first phase of the proposed approach is sev-
C. Segmentation in Homogeneity Domain eral uniform regions based on homogeneity. The second phase

The homogeneity histogram represents the homogeneity gkthe segmentation is to apply histogram analysis on the color
tribution across intensities of the image. Using the proposé&fture hue. Thatis, in each uniform region obtained from the
peak-finding algorithm, we may find a series of valleys thdirst phase, the pixels are divided into several groups with each
could separate the most significant modes in the homogené#{PupP having similar colors. In this sense, the segmentation ap-

histogram. proach is performed hierarchically.
Suppose the intensity values of the corresponding valleys of .
the histogram are, va, -, vm_1, then the original image B- Singularity

could be divided into uniform regions with the intensity bound- Hue has been proven to be an efficient color feature in color
aries: O,v1, va, -+, Um_1, 255. Setyy = 0 andv,, = 255. All  image segmentation. But a disadvantage of hue is its singularity
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Fig. 3. Results of the proposed approach: (a) original image “flowers” with RGB descriptionX2B87 x 256), (b) resulting image with three colors,
(c) histogram on homogeneity, and (d)—(f) Histograms on hue for each uniform region.

and numerical instability at low saturation [1]. A commonlyegion with it. Therefore, taking the average value would be
used method is to treat the unstable pixels separately, since R@Bsonable. If some of its neighbors are also undefined pixels,
color space and its linear transformations do not have singhen we just take the average value of the rest neighbors having
larity problems. For instance, chromatic and achromatic regiovalid hues. If all its eight neighbors are undefined pixels, the
were defined for this purpose [16]. Reference [19] utilized target pixel is left undefined until the color region merging is
first-order membrane type stabilizer based on Markov randatonducted.
fields to smooth the unstable hue regions. Among the 122 images in our experiments, the average sin-
However, separating an image into chromatic regions agdlarity rate is 0.35%. We calculate an image’s singularity rate
achromatic regions might lose local information for the deteas the ratio of the number of singularity points to the number of
mination of segmentation criteria. The smoothing algorithnal the pixels of the image. After the aforementioned redefinition
might have high computational complexity and blur the desfthe hue values for the singularity points, the singularity rates
tail of the image. In our approach, we redefine the hue valfier 110 images become to zero. For the other 12 images, their
for a singularity pixel by averaging the hue values of its eiglaiverage singularity rate reduces to 0.01%. Altogether, we could
neighbors. The hypothesis entertained here is that the color@fmove about 99.7% singularity off the original images. Table |
a pixel is similar to its neighbors. If the pixel happens to bksts the changing of the singularity rates for some of the im-
near an edge, then at least half of its neighbors are in the saamges employed in the experiments. Thus, this method is proved
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lal I b )

Fig. 4. Results of the proposed approach: (a) original image “jellybeans” with RGB descriptiox (132 x 194), (b) histogram on homogeneity, (c) result of
the first phase has four segments (colors), (d) result before merging has eight segments (colors), and (e) final result with five colors.

to be efficient to remove the singularity in HSI representatidd. Color Region Merging

of a color image. Redefining the singularity points will make 1) CIE Color Difference DescriptionAfter the first and
those pixels take part in the segmentation process and retaindhg;nq phases of the proposed hierarchical segmentation
local information that is useful in calculating the homogeneitgpproach’ several sub-regions with similar color and similar
of the image. After the redefining process, only few Si”gUIaritHomogeneity have been generated. However, over-segmenta-
points are left. A point with the nonremovable singularity willjo, may happen when the pixels are in different homogeneity
be merged into a region that is most similar to the pixel by thegions but posses similar colors. A color region merging phase

region merging process described below. is very important to combine those pixels together and produce
a more concise set of regions.
C. Hierarchical Segmentation on Hue The Commission International de I'Eclairage (CIE) color

stem defines three primary colors, denotedkas”, and~.

. |gls()}:]rapf(:]r_}(;?;dr;n?gzoiééhecjdeaot?]de ?:‘S?seh;éqn?évgdneet Z coordinates come from a linear transformation of RGB
pIXelSinauni gion produ : rstp ! %[)dace, as indicated by (11)

more subregions with each subregion has the similar visualiz
color. For the pixels in the same uniform region, we produce X 0.607 0.174 0.200 R
another histogram as the number of pixels versus hue values. v | = 0299 0587 0114 al. (11)
Hue is computed from a nonlinear transformation of RGB color
space and normalized to a range of 0 to 255. This is consistent  \ Z 0.000 0.066 1.116/ \B
with the histogram representation in intensity with the values C|E(L*a*b*) appears to possess more uniform perceptua|
from O to 255. After the histogram on hue is plotted, we applyroperties than another CIE space, QIE{*v*) [20]. It is
the previously described peak-finding algorithm to identify thebtained through a nonlinear transformation i Z:
significant peaks. Finally, we find valleys between peaks and
divide the hue range into several segments, and each segment L* —116 <3 X) 16
represents a subregion that is similar in color. 0
After all the uniform regions are processed and all the sub-re-
gions are obtained, the average color for each subregion is cal- o =500
culated and assigned to each pixel of the region. RGB represen-
tation of the color is used at this point since we need to display
the segmented color image. Once the pixels get the new RGB b* =200 [3

12)

values, they are ready to be displayed directly [18].
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Fig. 5. Results of the proposed approach: (a) original image “kayak” with RGB descriptionk(256 x 256), (b) histogram on homogeneity, (c) result of the
first phase has three segments (colors), (d) results before merging has 16 segments (colors), and (e) final result with eight colors

where (Xo, Yo, Zo) are XY Z values for the standard whiteln total, there argk(k — 1))/2 color differences produced.

[1], [3]. The standard deviation of the list of color differences are
CIE spaces have metric color difference sensitivity to a goadlculated as

approximation and are very convenient to measure small color

i=n

difference, while the RGB space does not [21]. |1 )

If the CIE(L*a*0*) representations for two color points are V=l n z_; (Di = pa) (14)
(L1, a1, &) and L2, ag, b2), respectively, the color difference =
between them is where

» » » n total number of color differences;
AE = /(L1 — L2)? + (a1 — a2)? + (b —b2)2. (13) n = (k(k—1))/2, na mean of the differences;

The ability to express color difference of human perception 2 «th color difference in the list.
by Euclidean distance is a nice matching from the sensitivity of We set the threshold for the color merging as
human eyes for color to computer image processing.

2) Merging Criteria: Supposek regions were generated
from the previous phases of the segmentation method, therén the merging algorithm, the two regions having the smallest
arek colors each represents one region. The color differenceclor difference are first located. If this minimum difference is
computed for any two out of thegecolors according to (13). smaller thar¥};, the two regions will be merged. The color of the

Ty = pia — 0w (15)
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Fig. 6. Results of the proposed approach. (a) Original image “lake” with RGB
description (256« 256 x 256), (b) resulting image with five colors, (c) original
image “sail” with RGB description (198 254 x 256), (d) resulting image with
seven colors, (e) original image “splash” with RGB description (¥9530 x
243), and (f) resulting image with three colors.

Fig.8. Comparison with the results using only global information. (a) Original
image “cafe” with RGB description (258 256 x 256), (b) segmentation based

on intensity and hue (five colors), and (c) segmentation based on homogeneity
and hue (seven colors).

repeatedly performed until no color difference is smaller than
the thresholdr,.

The proposed approach can be described by a flowchart as
shown in Fig. 2.

IV. EXPERIMENTS AND DISCUSSIONS

A large variety of color images is employed in our experi-
ments. Some experimental results are shown in Figs. 3-13. The
images originally are stored in RGB format. Each of the primi-
tive colors (red, green and blue) takes 8 bits and has the intensity
range from O to 255.

Figs. 3—7 demonstrate the results of the proposed approach.

Fig. 7. Results of the proposed approach. (a) Original image “river” with RGR i very obvious that the resulting images with much smaller

description (256x 256 x 256), (b) resulting image with six colors, (c) original
image “fashion” with RGB description (258 256 x 256), and (d) resulting
image with four colors.

numbers of colors can preserve the main features of the ob-
jects. In Fig. 3, the image “flowers” consists of mainly three
kinds of objects: red flowers, yellow flowers, and white back-

new region is calculated again and the mean value of the colgreund. TheRG B description of the images is 256 227 x
is assigned to the pixels within this region. This operation &56, which implies that the red component has 256 gray levels,
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Fig. 10. Comparison with the results using only global information.

Fig.9. Comparison with the results using only global information. (a) Originég) Originalt ‘t’.“agg “kzyak”_ \tNith _tRGBd(:]escriptionl(ZSQ 236 x 256), -
image “lemon” with RGB description (25& 241 x 256), (b) Segmentation b ) s%gmerr: ation as_te OZ'E ensity r?tn | ue (six colors), and (c) segmentation
based on intensity and hue (nine colors), and (c) segmentation based gred on homogeneity and hue (eight colors).

homogeneity and hue (nine colors).

“fashion” have only six colors and four colors, respectively. In
the green component has 227 gray levels, and the blue compgef, the experimental results are quite consistent with the vi-
nent has 256 gray levels. After applying the proposed segmefalized color distribution in the objects of the original images.
tation approach, the resulting image is divided into only thregyple || lists the experimental results for each segmentation
regions, with their colors to be red, yellow, and white, respeghase of the proposed approach.
tively. In Fig. 4, the image “beans” is represented by five colors: Experiments on the segmentation based on traditional his-
red, yellow, green, black jelly beans, and light cyan backgroundgram thresholding are conducted for comparison. In this
respectively. Fig. 4(d) and (e) are very similar, however, (d) hagproach, only global information is considered in the histogram
eight colors, and (e) has only five colors. In Fig. 5, the resultinghalysis. The experimental results indicate that the proposed
image of “kayak” has eight colors. Comparing Fig. 5(d) andpproach, which utilizes both local and global information,
(e), we can find that the “hand” and the upper-left corner @§ better than the traditional method. As shown in Fig. 8, the
the image are much better segmented in (e) than those in (d}i¢in above the door and the window is better recognized by the
demonstrates the necessity of the merging process. In Fig. gi&)posed approach. The difference of the segmentation result
and (b), only five colors are needed to represent the color ima@ss in the first phase segmentation. The pixels near the edge
“lake.” In Fig. 6(c) and (d), the resulting image of “sail” hasof the characters of the sign are grouped into the same region
only seven colors. In Fig. 6(e) and (f), three colors are enouglith the light yellow background in the segmentation based
to express the shape, material, and color of the splash andotsordinary histogram due to the similarity of the colors. But
background. In Fig. 7(a)—(d), the resulting images “river” andusing homogeneity histogram, the sign pixels do not belong to



2080 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 9, NO. 12, DECEMBER 2000

Fig. 11. Comparison with the results using homogeneity and RGBig. 12. Comparison with the results using homogeneity and RGB.
(a) Original image “mount” with RGB description (25& 255 x 254), (&) Original image “flowers” with RGB description (25& 227 x 256),

(b) segmentation based on homogeneity and RGBx(66 x 5), and (b) segmentation based on homogeneity and RGBx(74 x 4), and

(c) segmentation based on homogeneity and hue (seven colors). (c) segmentation based on homogeneity and hue (three colors).

the same region with the sign’s background, since they are approach in RGB color space by applying histogram analysis
as uniform as the background pixels, and are separated in thered, green, and blue color features respectively for each
thresholding process of the homogeneity histogram. In Fig. @iform region obtained in the first phase segmentation. The
the green color at the bottom of the food pile is identified by th@ajor problem that RGB space suffers is a strong degree of cor-
proposed approach [Fig. 9(c)], but is not signified by the tradielation among the three components. The three values change
tional approach [Fig. 9(b)]. In Fig. 10, obviously better resutiependently and are highly sensitive to the variation of lightness
is obtained by the proposed method due to the considerat[@2]. This could be observed in our experimental results. In
of the local information in addition to the globally histograntig. 11, the reflection of the mountain and the clouds in the water
thresholding, as shown in Fig. 10(c). The spattering water, thas some violet color that does not exist in the original image.
color and the shape of the canoe, the quality of the skin of thiis is an outcome of the inconsistency of the segmentation in
man’s face and arm, the sports wearing, and even the textureeasf, green, and blue three color features independently. In this
the long oar held by the man, are clearly recognized, whereasase, a region is recognized in red and blue components but is
Fig. 10(b), even the color of the skin is messed up with the coloot identified by green component. The problem can also be
of the canoe, the splashed water near the man’s arm and waisiiserved in Fig. 13, such as the floor of the “door” image and
not identified either. the face of the “panda” image. In Fig. 12, the yellow flower at
For comparison, in the second phase of the hierarchical séue left-bottom corner is under the shadow of an adjacent red
mentation approach, we test the performance of the proposedflower [Fig. 12(a)], then, the yellow flower is misclassified as red
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Fig.13. Comparison with the results using homogeneity and RGB. (a) Origir
image “door” with RGB description (214 230x 217), (b) segmentation based
on homogeneity and RGB (8 9 x 7), (c) segmentation based on homogeneit
and hue (eight colors), (d) original image “panda” with RGB description (256

256 x 256), (e) segmentation based on homogeneity and RG846& 6), and
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TABLE I
CoMPARISON HUE AND RGB As THE COLOR FEATURES IN IMAGE
SEGMENTATION
Color feature Advantages Disadvantages

Hue

(1) Can represent subjective color
suitable for human observers.
The result does not have
correlation.

(2) Ability to identify objects
under shadow, shade, and
highlights [1].

(3) The segmentation is performed
on only one dimension, using
less processing time.

(4) The final result has less
segments (or regions) than

using RGB.

(1) Cannot remove large blocks
of unstable points where
saturation is low.

(2) Sometimes, cannot distinguish
small color changes.

RGB

(1) Perform better in small color
changes since the segmentation
is operated on three color
features.

(1) There might be spurious result
due to the correlation of the
three color-features.

(2) The segmentation is performed
on three dimensions, needs
triple processing time.

(3) Segmentation result might be
influenced with shadows and
highlights ou objects because

all three parameters depend

on light intensity [11].

(4) More segments (or regions)
are produced.

(f) segmentation based on homogeneity and hue (five colors).

TABLE I
EXPERIMENTAL RESULTS FOREACH SEGMENTATION PHASE

RGB percentage | regions regions regions
image description | of uniform (after (after (after
(RxGxB) | pixels (%) | st phasc) | 2nd phase) | merging)

cafe | 256 x256x 256 87 5 17 7
door | 241x230x217 91 4 19 38
fashion | 256x236x256 89 4 4 4
beans | 151x172x194 91 4 8 5
kayak | 256x256x256 88 3 16 8
lake | 256X 256x 256 6 3 28 5
lemon | 256x241x256 89 5 40 9
mount | 256 x255x254 96 3 29 7
panda | 256x256x256 93 3 16 )
flowers | 256x227x256 92 3 9 3
river | 256x256 %256 83 4 23 6
sail 190 %254 x 256 96 5 32 7
splash | 195x130x243 94 4 11 3

original image. Using hue and RGB as the color features in seg-
mentation both have their pros and cons. Table Il summarizes
their advantages and disadvantages. Readers may download
the paper from http://www.cs.usu.edu/cheng/paperlEEEIP.ps
(containing the corresponding colors images) to understand the
above discussions better.

V. CONCLUSIONS

In this paper, we propose a novel hierarchical approach to
color image segmentation. In the first phase, uniform regions
are identified via a thresholding operation on a newly defined
homogeneity histogram. While the homogeneity is calculated
foranimage pixel, both local information and global information
are considered. This is pragmatically helpful in recognizing
small objects and local standard deviation of color images. The
output regions of the color segmentation tend to include more
detailed local information important to distinguish different
objects in a color image. The quality of the segmentation result

during the segmentation using RGB space [Fig. 12(b)]. The sarmenuch improved by identifying significant local information
flower is segmented correctly using hue [Fig. 12(c)]. This provesore efficiently. While performing histogram thresholding, an
that hue is less influenced by shadow and highlight in an imag#fective peak-finding algorithm is employed to identify most
[1]. Using RGB may produce results with much more colorsignificant peaks in a histogram. The color feature hue is proved
than those using hue, but still can misclassify some regiotg.be more efficient than RGB color features by this research.
However, RGB space can distinguish small changes in color wRGB requires more computational time. The advantages and
a much larger computational complexity. As shown in Fig. 1Hisadvantages of different color spaces, hue and RGB, are also
the trees show more detailed color information using RGB spagieen. The proposed approach can be useful for color image
than using only hue, and therefore bear more likeliness to thegmentation.
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