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ABSTRACTMotivated by the poor experimental s
aling reported in astudy of the performan
e of ad ho
 networks in [15℄, wepropose a new proto
ol for media a

ess 
ontrol in ad ho
networks. Our proto
ol seeks to avoid 
ollisions withoutmaking expli
it reservations for ea
h and every pa
ket. Thekey idea is to employ a random s
hedule whi
h is driven by apseudo-random number generator. By ex
hanging the seedsof their pseudo-random number generators within a two-hopneighborhood, the nodes e�e
tively publish their s
hedulesto all hidden as well as exposed nodes. This allows ea
hnode to opportunisti
ally 
hoose transmission slots. Thiss
heme 
an also be employed during the reservation phaseof a proto
ol su
h as IEEE 802.11. Throughput 
al
ulationsand simulation results are presented.
1. INTRODUCTIONA key property that distinguishes the wireless radio mediumfrom wireline is that it is a shared medium. Thus, assumingthat neighboring nodes are within range of ea
h other, inFigure 1 we see that only 
ertain sets of simultaneous su
-
essful transmissions are feasible. When node C transmitsto node D, node A 
annot su

essfully transmit a pa
ket atthe same time to node B sin
e C's transmission 
auses a
ollision at B. Thus, nodes need to 
oordinate their trans-missions in order to 
ommuni
ate. However, su
h 
oordi-�This material is based upon work partially supported bythe U.S. Army Resear
h OÆ
e under Contra
ts DAAD19-00-1-0466 and DAAD19-01010-465, the OÆ
e of Naval Re-sear
h under Contra
t N00014-99-1-0696, and DARPA un-der Contra
t No. N00014-01-1-0576. Any opinions, �nd-ings, and 
on
lusions are those of the authors and do notne
essarily re
e
t the views of the above agen
ies.yPlease address all 
orresponden
e to the last author atUniversity of Illinois, Coordinated S
ien
e Laboratory, 1308West Main Street, Urbana, Illinois 61801, USA. Email:prkumar�uiu
.edu. Web: bla
k.
sl.uiu
.edu/�prkumar.

Figure 1: Only 
ertain sets of transmissions 
an besimultaneously su

essful.nation 
an only be a
hieved through 
ommuni
ation. Thus
ommuni
ation needs 
oordination whi
h in turn needs 
om-muni
ation. Note also that nodes may not know when othernodes have pa
kets to transmit. This gives rise to the funda-mental Media A

ess Control problem for ad ho
 networks:How should nodes make de
isions in real time on when totransmit pa
kets?
2. THE IEEE 802.11 PROTOCOLOne solution, whi
h is available in many produ
ts su
h asLu
ent's WaveLan Cards, CISCO's Aironet Cards, et
., isthe IEEE 802.11 Proto
ol (see [1℄ and [3℄). This employsa four-way handshake for ea
h DATA pa
ket. Consider thesituation shown in Figure 2.Suppose node T has a pa
ket to send to a neighboring nodeR. Then it �rst sends a RTS (request-to-send) pa
ket. Thisis heard by all pa
kets in the neighborhood of T , in
ludingR (assuming they experien
e no 
on
i
t). The neighborsof node T whi
h hear this RTS are then supposed to staysilent for a while. Upon hearing the RTS, node R sendsba
k a CTS (
lear-to-send) pa
ket. This is heard by nodeR's neighbors (again assuming they experien
e no 
on
i
t),and they too have to then stay silent for a while. Sin
e nodeT 's neighbors have been silen
ed, node T experien
es no
on
i
t, and 
an hear node R's CTS. Upon hearing the CTS,node T sends its DATA pa
ket. This is su

essfully re
eivedby node R sin
e node R's neighbors were earlier silen
ed byits CTS pa
ket. After re
eiving the DATA pa
ket, node Rsends ba
k an ACK, whi
h is again re
eived su

essfully byT . After this, the neighborhoods of R and T are releasedfrom their silen
e.One feature to note is that two neighborhoods (of T and of



Figure 2: The RTS-CTS-DATA-ACK handshake of IEEE 802.11.R) are silen
ed. This is wasteful sin
e only the re
eiver'sneighborhood has to stay silent in order for R to su

ess-fully re
eive the DATA pa
ket from T (the so 
alled \hid-den terminal" problem). Moreover, the elaborate four wayRTS-CTS-DATA-ACK handshake is ne
essary for ea
h andevery pa
ket, whi
h again 
an be wasteful. Finally, when-ever a 
ollision o

urs, nodes employ a \ba
ko�" me
hanismas in ALOHA (see [3℄). This again 
an be wasteful.Indeed, a s
aling experiment 
ondu
ted on a network rang-ing from 2 to 12 nodes, reported in [15℄ showed that the pernode throughput de
lined as O � 1n1:68 � bits/se
. This s
al-ing law is 
onsiderably worse than the optimal s
aling lawO � 1pn log n� bits/se
 shown to be feasible in [14℄. Indeed itis worse than even the throughput of O � 1n � bits/se
 that isfeasible by even when the nodes are 
olo
ated.This has motivated us to develop a new proto
ol for theMAC layer. This proto
ol, whi
h we 
all SEEDEX, at-tempts to make reservations without expli
itly making them,as we des
ribe in the sequel.Now we present a brief review of the literature. To ad-dress the issue of eÆ
ient and fair allo
ation of the band-width among stations in the presen
e of the hidden termi-nal problem, the MACAW proto
ol [16℄ introdu
es a more
omplex RTS-CTS-DS-DATA-ACKmessage ex
hange and agentler adjustment ba
ko� me
hanism. FAMA [12℄ guaran-tees 
ollision-free transmission of one or more data pa
kets,using 
arrier sensing and 
ollision avoidan
e to assign a sta-tion 
ontrol of the 
hannel. The RTS part of the handshakeis removed in MACA-BI proto
ol, whi
h is shown in [7℄ to

be more robust to 
ontrol pa
ket 
ollisions and a �nite turn-around time problems. EÆ
ien
y of the 
ontention a

essat low loads and stability of the allo
ation-based a

ess areexploited in the proto
ols 
ombining the two methods of a
-
ess. HRMA [18℄, CHMA [2℄, and MACA-CT [13℄ use reser-vation me
hanisms with frequen
y-hoping spread-spe
trum,while ADAPT [5℄, ABROAD [6℄, CATA [19℄, FPRP [4℄ arebased on 
ontention for or within TDMA slots. A 
on-trol 
hannel with transmit and re
eive busy tones is usedin DBTMA s
heme [17℄ for RTS/CTS dialogue to improvethe data 
hannel utilization.Closest to our approa
h are [10℄ and the sequen
e of [8℄, [9℄.[10℄ presents a link layer proto
ol, 
alled Adaptive Re
eiveNode S
heduling (ARNS), for a multiple satellite network.ARNS employs a pseudo-random time line to 
ompute re-
eiver s
hedules, and provides ea
h satellite with a s
hedulefor its neighboring satellites so that the intended re
eiver'santenna is pointed to the transmitter and it is listening fora transmission, thus avoiding 
ontention. Another set ofworks 
lose to our approa
h is [8℄, [9℄, where pseudo-randoms
heduling is proposed for fair, low-delay energy-
onservingmultiple a

ess in one-
ell identi�
ation networks environ-ment.
3. IF WE ONLY KNEW THE SCHEDULES

OF ALL NODES IN A TWO HOP NEIGH-
BORHOOD



Figure 3: Node T 
an send a pa
ket to node R with-out a 
ollision sin
e node R as well as all its neigh-bors are guaranteed to stay silent.Suppose that all nodes 
ould publish their s
hedules. Bythis, we mean a statement of the following form:0 ms - 1 ms: Silent, listening for pa
kets, 
alled state \L"1 ms - 2 ms: Possibly send a pa
ket, 
alled state \PT"2 ms - 3 ms: Possibly send a pa
ket (PT )3 ms - 4 ms: Silent and listening for pa
kets (L)...Suppose that a node T knows the s
hedules of all the nodesin a two hop neighborhood of itself. Then, if node T wishesto send a pa
ket to its neighbor R, it 
ould 
hoose a slotwhen1. Node T is in state PT , i.e., it has announ
ed it maypossibly send a pa
ket.2. Node R is in state L, i.e., it has announ
ed it will staysilent.3. All of node R's neighbors are in state L, i.e., they haveannoun
ed that they will stay silent.Then, as shown in Figure 3, node T 
an su

essfully send apa
ket to node R without fear of a 
ollision at R.
4. CHOOSING A RANDOM SCHEDULEThe �rst question that arises is: How do we 
hoose a s
hed-ule? We will 
hoose a random s
hedule. Ea
h node 
hooses aprobability parameter 0 < p < 1. With probability p it willmark a slot as being one where it may \possibly transmit" apa
ket (state PT ), and otherwise (with probability (1� p))it will stay \silent" (state L). This is done independentlyfrom slot to slot, as shown in Figure 4. Thus a s
hedule
ould simply be an i.i.d. Bernoulli sequen
e.A more 
ompli
ated s
hedule 
an be generated by driving aFinite State Ma
hine (FSM) with a pseudo-random numbergenerator. One 
an simply label the states of the FSM witheither S (for Silent) or PT (for possible transmit), as shownin Figure 5. This is analogous to a Markov 
hain, and allows

Figure 5: Driving a Finite State Ma
hine with apseudo-random number generator to 
reate a ran-dom s
hedule.for some temporal 
orrelations between neighboring slots,whi
h may be advantageous in redu
ing delays.We will �x our attention in this paper though to the simpler
ase of an i.i.d. Bernoulli sequen
e.
5. THE CENTRAL IDEA OF SEEDEX: PUB-

LISHING RANDOM SCHEDULES BY EX-
CHANGING SEEDSConsider the i.i.d. Bernoulli s
hedule, as in Figure 4. Itis generated through the use of a pseudo-random numbergenerator. Su
h pseudo-random number generators have aninternal state, whose initial value is 
alled the \seed." A se-quen
e of random looking numbers whi
h de�ne the s
heduleis then generated through a re
urren
e equation. Thus, ifnode A knows the initial seed of the pseudo-random numbergenerator used by node B, then node A 
an determine nodeB's s
hedule.This leads to a key idea: Nodes simply have to publish theirseeds, and not their entire s
hedules.Note that a node needs to let all other nodes in a two-hopneighborhood of itself know what its seed is. This 
an bedone through a fan-in and fan-out pro
edure, as shown inFigure 6.Every node broad
asts the seeds of all its neighbors thatit knows about, in
luding itself, to all its neighbors (fan-out). After hearing a similar broad
ast from ea
h of itsneighbors (fan-in), it then again broad
asts the seeds of allits neighbors to all its neighbors. Seeds are thus ex
hangedwith all nodes in a two-hop neighborhood.To 
ope with mobility and nodes entering or leaving a neigh-borhood, this pro
edure of broad
asting all the seeds of itsneighbors 
ould be repeated periodi
ally. Se
ond, a nodeshould broad
ast not the initial 
ondition of the randomnumber generator of a neighbor, whi
h may have o

urredat some indeterministi
 time in the past, but the 
urrentstate of the pseudo-random number generator. Note thatevery node keeps tra
k of the 
urrent state of its neighborsby simply propagating the re
urren
e equation. This noti-



Figure 4: A random s
hedule given by a Bernoulli sequen
e.

Figure 6: The fan-out and fan-in pro
edure for ex
hange seeds in a two-hop neighborhood.�
ation of the 
urrent state obviates the need to tell othernodes what the initial times were. The periodi
 repetitionof information is also healthy sin
e nodes 
an 
orre
t theirper
eptions of the states of the pseudo-random generators iferrors have 
rept in for some reason in sin
e the last update.Last, if nodes enter or leave the neighborhood, then thisrepetition updates all other nodes within a two-hop neigh-borhood of the o

urren
e.We should note that if the s
heme involving Finite StateMa
hines (rather than simple Bernoulli random variables)is used, then a node will also have to transmit the stateof the Finite State Ma
hine in addition to the state of thepseudo-random number generator.
6. WHEN DOES A NODE TRANSMIT

A PACKET?Suppose a node T has a pa
ket to transmit to a neighboringnode R. When should it transmit it?First, the node T should wait for a slot at whi
h simultane-ously node T is in a \Possibly Transmit" state and node Ris in a \Listen" state. At su
h a slot, node T may dis
overthat there are n other nodes of R whi
h are also in a \Possi-bly Transmit" state. Suppose, as in Figure 7, that there aren = 2 other neighbors of node R whi
h are also in the \Pos-sibly Transmit" state. Then node T should transmit withthe probability Minn �n+1 ; 1o, and refrain from transmittingits pa
ket in that slot with the 
omplementary probability1�Minn �n+1 ; 1o.This rule is arrived at through the following reasoning. Sup-pose all the other n = 2 nodes have a pa
ket to send to R(whi
h, as we will dis
uss in the next paragraph, need not bethe 
ase). Then if ea
h of the (n+ 1) nodes transmits withprobability �, the probability that there will be exa
tly one

Figure 7: Node transmits with probability �3 .su

essful re
eption is (n+1)�(1��)n, whi
h is maximizedwhen � = �n+1 with � = 1.Note however that all the other n neighbors of R whi
hare in a \Possibly Transmit" state may not a
tually havea pa
ket to transmit. Thus, node T 
an a�ord to be moreaggressive, and transmit with probability �n+1 where � � 1.This motivates the use of the parameter �. In light traÆ
� should be large, while in heavy traÆ
 � should be low. Inour experiment des
ribed in Se
tion 9, we found the 
hoi
e� � 2:5 optimal in light traÆ
, and � � 1:5 optimal in heavytraÆ
. Note also that to avoid probabilities larger than one,the \Min" operation is introdu
ed to give the expressionMinn �n+1 ; 1o.One more point to note is that the other neighbors of Rwhi
h may be in a \Possibly Transmit" state may havea pa
ket to send to another neighbor di�erent from R, asshown in Figure 8.Then, while node T notes that there are two other neighborsof R in a possibly transmit state, and so sends its pa
ketwith probability �3 (assuming � < 3), node T 0 looks at theneighborhood of its intended re
ipient R0, and sin
e that
ontains three other nodes in a possible transmit state, ittransmits with probability �4 .



Figure 8: Node T wants to send a pa
ket to R, andNode T 0 wants to send a pa
ket to R0.Thus, not all neighbors of node R in a \Possibly Transmit"state need transmit with the same probability. Neverthe-less, due to the absen
e of information on when a node hasa pa
ket to transmit, and to whom, the guideline of trans-mitting with probability Minn �n+1 ; 1o will be employed.
7. WHAT IS A GOOD CHOICE OF P?Note that ea
h node stays \Silent" on a slot with probability(1�p), and is in a \Possibly Transmit" state with probabilityp. What is a good 
hoi
e of p?This 
an be analyzed using the approximation that all neigh-bors of R also have pa
kets to send to R whenever they arein a \Possibly Transmit" state.Suppose node R has N neighbors. Then node T su

essfullytransmits a pa
ket to node R on a slot when (i) node T is inthe \Possibly Transmit" state, whi
h o

urs with probabilityp, (ii) node R is in the \Listen" state, whi
h o

urs withprobability (1� p), (iii) j other neighbors (0 � j � N � 1)are also in a \ Possibly Transmit" state, and the remaining(N � 1 � j) neighbors of R are in a \Silent" state, whi
hhappens with probability �N�1j � pj(1 � p)N�1�j , (iv) forea
h su
h value of j = 0; : : : ; N � 1, only node T de
idesto send a pa
ket, whi
h happens with probability 1j+1 , whilethe other j nodes all de
ide not to send a pa
ket to R, whi
ho

urs with probability �1� 1j+1�j . Thus the probability ofsu

essful transmission of a pa
ket from 4T to R on a slot,denoted �TR, is�TR = p(1� p)N�1Xj=0 �N � 1j � pj(1� p)N�1�j 1j + 1��1� 1j + 1�j :Noting that there a total of N + 1 nodes in the wirelessfootprint,i.e., within range, let us de�ne the \throughput"(or 
hannel utilization) of the s
heme as � := (N + 1)�TR.For N = 6, this expression � is maximized (see Figure 9)when p = 0:246. Simulation results show that the maxi-mizing value is p � 0:21, and that it is quite insensitive tothe traÆ
 load, see Figure 10. Our simulation experien
eshows that it appears to be relatively insensitive even to thetopology.
8. ACKSWhen a node T transmits a pa
ket intended for R, it hasno guarantee that R indeed re
eives the pa
ket su

essfully.

Figure 9: A plot of � versus p.

Figure 10: A plot of the maximizing p for variousthroughputs, obtained from simulation.



This is due to several reasons. First, the wireless mediumis itself unreliable due to the presen
e of obsta
les, shad-owing, multipath e�e
ts, fading, et
. Se
ond, the pa
ketmay 
ollide at R with another pa
ket being transmitted bya neighbor of R whi
h is \hidden" from T . Thus, for ser-vi
es needing reliable transport, we believe that link levela
knowledgments are a must in ad ho
 networks.When should R send an ACK, and what parti
ular pa
ketof T (a la TCP) should it ACK? First, sin
e our s
hemeis using syn
hronized slots, we 
an simply set aside a smalltime at the end of the slot 
arrying the DATA pa
ket from Tto R to send an ACK ba
k from R to T . Then R 
an eitherACK 
an ACK the parti
ular pa
ket re
eived, or NACK the\next awaited pa
ket."
9. SOME PERFORMANCE NUMBERSOur �rst simulation experiment, 
ondu
ted on NS, 
onsistsof 100 nodes lo
ated at the verti
es of a regular hexago-nal tessellation. Ea
h node 
hooses a random neighboringre
ipient for ea
h pa
ket.We also wish to study the e�e
t of 
hannel errors on the per-forman
e of our s
heme. (Note that 
hannel errors 
an haveadverse impa
t on a s
hememaking \reservation," sin
e they
an disrupt su
h reservations). To study the e�e
t of 
han-nel errors, we simply 
hoose a probability of error for ea
hpa
ket, whi
h is then applied independently for ea
h pa
ket.We plot below the throughput versus delay 
hara
teristi
in Figure 11. We exhibit the throughput at whi
h pa
ketsmove from a node T to a neighboring node R. The values areaveraged over the 55 nodes in the 
enter of the network. Weshow the performan
e for six di�erent levels of per pa
ket
hannel error errors, 0%, 1%, 2%, 3%, 4%, and 5%. Thelarger delays in the �gure are for higher 
hannel error prob-abilities. The throughput � is 
al
ulated as 3�(Pa
kets perse
ond per 
ow), and the delay D is measured in slots. (See[11℄ for an explanation of the normalization used).One may note that the performan
e of the s
heme only de-grades softly in the presen
e of 
hannel error.
10. USING SEEDEX FOR RTS RESERVA-

TIONSWe 
an further enhan
e the SEEDEX proto
ol as follows.The idea is to employ a hybrid, using SEEDEX only on theRTS pa
kets whi
h are used to make reservations. The CTSthen follows, followed in turn by a DATA and an ACK, justas in IEEE 802.11 This has several advantages. First, 
ol-lisions are avoided for the long DATA pa
kets sin
e theirslots are \reserved." The only 
ontention for slots is by theRTS pa
kets whi
h are short. This 
ontention is resolvedthrough SEEDEX. This allows for a more eÆ
ient utiliza-tion of the 
hannel sin
e it tries to avoid 
ollisions of thelarger DATA pa
kets. There is another advantage in usingSEEDEX for RTS pa
kets, as opposed to \ALOHA" types
hemes or 
arrier sensing s
hemes, su
h as used in IEEE802.11. The ba
ko� 
ounters do not migrate to large values,as in IEEE 802.11, whi
h we suspe
t 
ould be one 
ause forthe very poor throughput measured in experimental s
aling

Figure 13: Three interse
ting 
ows.in [15℄.We 
all this s
heme SEEDEX-R, for SEEDEX with Reser-vations.
11. SEEDEX-R: SEEDEX WITH RESERVA-

TIONSThe full SEEDEX-R s
heme whi
h employs RTS-CTS-DATA-ACK, with RTS 
ontending via SEEDEX, is as follows. TheRTS, CTS, and ACK pa
kets are ea
h 25 bytes long, whileDATA pa
kets are 1000 bytes long.A node T 
ontends for an RTS slot via SEEDEX. This issu

essfully re
eived by R. R sends a CTS to T on the nextslot. Then T sends a DATA pa
ket. This is followed by anACK pa
ket from R. After this, another 
ontention periodfor RTS follows. Figure 12 illustrates the operation.
12. PERFORMANCE COMPARISON OF

SEEDEX-R WITH IEEE 802.11We have 
ompared the performan
e of SEEDEX-R withIEEE 802.11 on a network with three interse
ting 
ows, asshown in Figure 13, in order to illustrate its performan
e inan environment with 
ontention.The throughput versus mean delay, and throughput versusstandard deviation of delay, are shown in Figures 14 and15. As earlier, for the throughput, we display N + 1 = 3times the total of the throughput rates of the three 
ows,whi
h is an indi
ator of 
hannel utilization in the 
ongestedneighborhood.We note that the 
apa
ity, i.e., the maximum throughputthat 
an be provided, is about 10% greater than that ob-tainable from IEEE 802.11.The mean delay is relatively 
onstant and lower than that ofIEEE 802.11 by 40%, while the standard deviation of delay(delay jitter) is substantially redu
ed by a fa
tor of about�ve.
13. HOW CAN ONE PROVIDE QOS?Can we provide di�erent levels of throughput for di�erent
ows? We show in this se
tion how this may be done.The key idea is to adjust the value of p that a node 
hooses.Let us denoted by pi, the value of Prob (Possibly Transmit)that node i uses.



Figure 11: Throughput versus Mean and Standard Deviation of Delay for SEEDEX. Shown is the performan
efor six di�erent levels of per pa
ket 
hannel errors: 0%, 1%, 2%, 3%, 4%, and 5%. The larger values of delaysin the �gure are for higher 
hannel error probabilities.
Figure 12: The operation of SEEDEX-R.

Figure 14: Throughput versus Mean Delay for SEEDEX-R and IEEE 802.11.

Figure 15: Throughput versus Standard Deviation of Delay for SEEDEX-R and IEEE 802.11.



We now show that the pi's 
an be adjusted to vary thethroughput obtained. Consider a s
enario with Node 0 sur-rounded by nodes, 1; 2; : : : ; N in its one-hop neighborhood:Then, by a straightforward 
al
ulation, the servi
e rate �1that node 1 obtains for its pa
kets to node 0, is�1 = p1(1� p0)26666666666664 X0 � k2 � 1...0 � kN � 1 NYi=2 pkii (1� pi)1�k137777777777775� 11 +PNi=2 ki  1� 11 +PNi=2 ki!PNi=2 ki :By using Jensen's inequality, this is lower bounded as fol-lows:�1 � p1(1� p0) 11 +PNi=2 pi  PNi=2 pi1 +PNi=2 pi!PNi=2 pi� p1(1� p0)1:4 + ePNi=2 pi :The last inequality follows from � 11+y�� y1+y�y � 11:4+ey .One 
an repeat this argument for the other nodes, and de-du
e that NXi=1 �i � (1� p0)PNi=1 pi1:4 + ePNi=2 pi :Now we show how to allo
ate the pi's to provide di�erentialQoS. Suppose that two guidelines are followed:(i) 0 < pi � �p < 1 for all i = 0; 1; : : : ; N .(ii) PNi=1 pi � P .Then it is easy to see that�ipi � 1� P1:4 + e(N � 1)�p :Thus, in
reasing pi in
reases �i (up to a limit), and providesa guideline for providing di�erent throughputs for di�erent
ows and 
an therefore be used to 
ontrol QoS. We refer thereader to [11℄ for more details.Finally, we note that SEEDEX 
an also be used in a multi-
ast environment sin
e a transmitter knows the states of allits two-hop neighbors.
14. CONCLUDING REMARKSThe SEEDEX Proto
ol is motivated by the goal of improv-ing the s
aling performan
e of ad ho
 networks. It seeks toavoid making reservations for ea
h and every pa
ket, andalso does not require silen
ing the neighborhoods of both

the re
eiver as well as transmitter. It also does not employba
ko� 
ounters in the 
ase of 
ollisions.Several issues su
h as overhead, the fan-in pro
edure, 
orre-lations between slots, adaptation of �, impa
t of topology,et
., are worthy of further investigation.As an initial foray, and as a proof of 
on
ept, we have 
ur-rently implemented the s
heme using some o� the shelf hard-ware: Cis
o Aironet 
ards on laptops running Linux. Signif-i
ant 
hallenges in
luded working around the 
arrier sensingme
hanism, and the syn
hronization of slots of the laptops.To a
hieve these goals, 
apa
ity is intentionally sa
ri�
ed.The next phase is to 
ondu
t some larger s
ale testing. Theavailability of syn
hronized slots, as in Bluetooth hardware,would be a big advantage.
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